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ABSTRACT

The increasing connectivity across domestic, commercial and recreational domains has lead to convergence not only in terms of technology, but also in terms of utility and expectation: people wish to work, play and interact together regardless of technological differences and without the need to continuously adapt to the idiosyncrasies of their collaborative tools. This desire to work together across diversity in location, technology, focus and intent creates the need to facilitate systems that are inherently malleable and that not only emphasize system function, but also how the system behaves. Combined with the proliferation and integration of multimedia technologies, these aspects have provided the impetus to realize collaborative multimedia systems that can meet the diverse and abstract needs of the collaborative process as its participants, scenarios and technologies change and evolve.

To do so, this work proposes a reflectively adaptive software engineering framework and support architecture to facilitate the construction of collaborative media spaces. Known as RASCAL, the Reflectively Adaptive Synchronous Coordination Architectural framework explicitly separates behaviour from functionality through the use of a meta-level architecture. Such an approach enables the potential development of intelligent, self-adaptive collaborative systems that can modify their internal construction to meet varying user expectations, behavioural patterns and physical resource constraints.

The general framework and supporting communication topology are presented along with an overview of a conceptual prototype called MSpace. Potential usage media-based scenarios ranging from business to artistic venues are explored along with a general evaluation of the system in terms of its reflective nature as well as its potential as a collaborative environment. Future work and additional research opportunities conclude with the observation that RASCAL's underlying essence of reflective adaptivity offers the most potential to meet the evolving needs, expectations and complexity that will someday make such an approach to system design not a luxury but a necessity.
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1 CHAPTER ONE

INTRODUCTION

"The medium is the message"
Marshall McLuhan, 1967

When world-renowned Canadian communications theorist Marshall McLuhan (1911 – 1980) first uttered the phrase “the medium is the message”, he exemplified a critical aspect of the modern digital communication revolution well in advance of its arrival. Unlike many, McLuhan suggested that communication was more than just a single dimension; rather, he offered that the means and manner by which information is delivered plays a significant role in its understanding. And nothing could be further from the truth when utilizing media not only to communicate but also to collaborate.

As part of the modern-day realization of McLuhan’s 1962 prediction of a “global village”, there is an increasing effort towards enabling people to work and interact together across distances and despite differences in locality. Research and technological support towards this end are classified under the notion of computer supported collaborative work (or CSCW). The aim of CSCW systems is to increasingly utilize the necessary means of communication and interaction to allow their users to perform their tasks in ways that are familiar, appropriate and useful. Consequently, there is an increased tendency towards the use of the diverse range of informational representations known as multimedia and familiar user-level computational tools, known as applications. This fusion of multimedia and distributed interaction within a logically shared environment forms the foundation of a new meta-medium: the collaborative media space.

1.1 Motivation

A collaborative media space can best be regarded as a logical CSCW abstraction that enables collaboration through the use of multimedia. As such, it blends the concepts of collaboration and media-based environments in a synergistic manner. The realization of this synergy results as much from the individual application of these concepts as well as how they work together.

Collaboration is a ubiquitous yet somewhat esoteric process. Defined as the ability “to work jointly with others” and “to cooperate with an agency or instrumentality with which one is not immediately connected” [Web89a], collaboration permits people to jointly explore ideas toward whatever purpose and whatever end is desired. It is a process which enables the cooperative investigation and/or development of ideas; that is, it is the notion of people working together to accomplish a goal. Thus collaboration can be seen as an integration of people applying tools and methodologies to achieve a given purpose. The familiar notion of collaboration is a room full of people working together, helping each other out with a particular project. Such a co-located scenario is quite common in terms of business meetings, research laboratories and even school classrooms.
Increasingly, however, there is a desire to collaborate without the need to be in the same place at the same time; that is, people want to work together at a distance. Consequently, means by which collaborators can achieve a useful level of interaction across distances need to be addressed. Hence, CSCW systems that facilitate this are increasingly in demand, and one such approach is the utilization of multimedia.

The role of conventional multimedia systems has been the dissemination of information. Whether textual, graphical, auditory or visual, such systems were designed to augment the presentation of ideas by representing them using the most appropriate format. Collaborative multimedia, however, goes beyond the role of exposition to provide support for distributed groups. By integrating multimedia technology within CSCW environments, media are not the sole focus of the system but a natural and intuitive means to facilitate group interaction and the collaborative exchange of ideas.

The classical model of collaborative computing is that offered by teleconferencing. While such a model can be classified as multimedia, its collaborative potential falls short because it does not support the range of media which allow users to mimic traditional shared work spaces. In real-world collaborative exchanges, people see and talk to each other, manipulate and point at shared props, sketch ideas on shared surfaces and view other media (such as film clips) in a mutually common environment. In short, participants and the objects they use form a shared “media space” in which users interact with each other through the experience and manipulation of multiple media. The expressiveness of a diverse media palette combined with the distributed work environments goes beyond the utility of teleconferencing through the blending of presentational, conversational and interactive multimedia. For example, the ability to integrate dynamic, complex and real-time problem domains and techniques such as scientific visualization, computer-assisted design (CAD) and distributed musical composition brings both new opportunities and increased flexibility to the collaborative process.

Historically, the majority of media-related topics have been grounded in the artistic arena. However, with the advent of capable technology, research and development of media-based systems within the scientific and engineering communities have been popular in recent years. Despite their common underpinnings, however, this latter work has generally been devoid of artistic reference. While primarily due to the different focus between the two schools of thought, the “real world” essence of a “media space” is quite well shown through their combination. Given the word “space” typically suggests a physical manifestation, consider an example of an actual physical media space, which is located outside the “new” Ottawa city hall (formerly the Regional Municipality of Ottawa-Carleton complex). As part of the complex’s landscaping, an artistic construction known as “VIP – Virtual Instrument Paradigm” was commissioned from local artist Michael Bussiere to provide an example of “interactive art”. Shown in Figure 1.1, the construction is built into the landscape by integrating itself into the footpath in front of the complex. As users walk along the path, they interleave amongst a set of statues which generate musical sequences depending on their movement. The use of motion sensors in the hook-like top of the statues provide real-time input to the backend processing system which composes complex musical sequences from pre-recorded riffs relative to the particular statue and the kinds of movement made within its sensitivity area. Consequently, the pattern of movement along the path has a direct
effect on the music generated by the media space. The independence of the statues provides the ability of the space to accept input from multiple sensors at once and consequently multiple people can interact along with the path to create complex musical constructions. Therefore, in a very general sense, the (media) space provides the ability for people to loosely collaborate by coordinating their movements within it, relative to each other and the sensitivity areas of the statues.

Taken logically, however, the potential of a media space is greatly enhanced given that its elements can be geographically distinct and manipulated remotely through the use of networked communications facilities. As such, the term "media space" originated from work at Xerox Parc [Stu86] [HM89] in the mid to late 80's and one of the more broad discussions of its usage [BHI93] addressed aspects of group interaction between co-workers at remote sites in both social and work settings. Using a combination of digital and analogue technologies, initial media spaces connected both individuals and groups using an analog audio/video network in parallel with a network of workstations. In contrast, our interpretation of a media space is based on the premise that all media space elements are digital and users interact using a unified, more closely integrated "point of presence" within the space. Collaboration is facilitated via whatever objects (media, applications and so forth) are shared between users and how they are manipulated. Indeed various media and interfaces (including user interface peripheral devices such as video capture/display) are integrated into the space as objects rather than separate parallel systems.

Accordingly, media spaces can be defined as "large, shared, interactive, media-rich environments that combine graphics, video, sound, speech, images, and networking to create compelling interfaces for learning, entertainment, social interaction, and business" [IEE96]. The notion is that of a general-purpose multimedia-enabled distributed real-time synchronously shared environment. As such, the media space logically groups collaborators and their information (i.e. media) as well as the applications used as part of their work. In this way, a media space is inherently a collaborative facility that can enable people to interact across distances through the manipulation of media and application tools within a virtual environment. That is, users interact through cooperative and collaborative exchanges via the shared experience and manipulation of a media space, in which media are not the focus but the facilitator. The space itself forms a medium that is not only its media

![Figure 1.1: VIP - A Real Life Media Space](image-url)
content but also the composition of those elements. Being more than the sum of its parts, the relationships amongst the space’s constituent elements as well as their individual semantics constitute the meaning of the space, facilitating its usefulness and the ability of its users to understand and interact with each other. That is, there is a need for semantic coherence which is based on ensuring the very often subtle and implicit coordination of activities that are part of the collaborative process [GG95].

1.2 Focus, Objectives and Scope

Akin to facilitating the collaborative process in the real world, a CSCW framework must unify and enable synergy between its components in a natural, utilitarian and conducive manner. It must provide means to specify, utilize, adapt and evolve such elements as they become relevant to the collaborative process.

The focus of this work is the realization of a model for the design, construction, management and evolution of collaborative media spaces. These media spaces provide for collaboration utilizing any combination of presentational, conversational and interactive multimedia, with no fixed user interface, application toolset, behavioural model or policy. The model offers a framework and methodology for building systems which integrate behavioural management facilities through the use of an intelligent policy-driven communication subsystem. Rather than address specific low-level protocol or algorithmic approaches for data transfer, synchronization or the like, this work focuses on how to integrate media space elements in a way that allows run-time evaluation, manipulation, control and evolution of the space and its elements both in terms of structure as well as their behaviour. The goal is not to design a specific application or system with an intrinsic but hard to qualify behaviour. Instead, the goal is to design a way to build systems out of specific functional and behavioural entities. The intent is that the system can monitor, adapt, modify and evolve both function and behaviour to meet its changing needs over its lifetime. Our approach provides an integrated solution so that these different aspects are sufficiently modular but not disjoint.

The term behavioural management is used to address the needs of both the real-time activities of collaborating users as well as the algorithmic performance of computational entities within the space. In general, behavioural management addresses the coordination of entities, with attention to the highly dynamic and special needs of media synchronization, given the potential heterogeneity of media and activities within the space. The fundamental requirement for collaborative success is being able to understand the actions performed by the collaborators. That is, the collaboration must make sense to those involved in the collaborative process and offer semantic coherence by accurately representing the entities and actions in the space, both as they perform their specific function and as they relate to each other throughout their interaction. To lend meaning and utility to the collaborators’ behaviours, their actions and the relationships between them must occur in an organized and coherent manner. Therefore, the coordinated management of such behaviours becomes a fundamental issue in providing a meaningful collaborative environment.

Collaborative systems based on the media space approach can be seen as part of realizing flexible, dynamic and useful collaborative environments. The combination of computer technology, human and social interaction, as
well as different media, create a spectrum of possible behaviours, functionalities and requirements. In addition, being able to vary these aspects both within and between collaborative sessions, amongst individual collaborators and their applications further exacerbates the complexity of supporting the collaborative process. For example, participants may work alone or in groups; they may use commonly shared or their own private application tools. Therefore, the potential heterogeneity of activity within a media space suggests that individual applications would benefit from a separate facility that is responsible for ensuring a coordinated and semantically coherent workspace. By doing so, the internal complexity of applications could be reduced and their potential flexibility increased through separating the issues of "what" the application does vs. "how" it is done relative to a particular configuration or usage of the media space. This separation of concerns is beneficial because it:

- abstracts the role of coordination within distributed environments, which can be difficult as well as system dependent
- lessens processing and resource management requirements within an application
- reduces design and implementation complexity of applications as well as their possible hardware and support software requirements
- promotes increased flexibility, upgradeability and policy malleability by reducing said complexity
- increases potential of the application because focus is on "what" vs. "how"

This coordination [MC94] is necessary in order to achieve an environment in which the actions performed upon objects and the interactions between them make sense; that is, meaning is maintained through synchronizing participants and their actions. While multimedia synchronization has usually referred only to the temporal relationships among media [SN95], this is insufficient within collaborative systems. Participant interaction and media processing must be integrated so as to provide a naturally fluid, predictable and reasonable work environment. Every activity must be coordinated so as to ensure that it maintains its own semantics (such as timeliness), while interacting activities must also occur in the correct temporal order (i.e., precedence relationship) to ensure causal dependencies of collaborative actions are reflected and maintained throughout the shared space [MC94] [Yav92] [SS94]. That is, collaborative systems must also provide for causal synchronization to ensure the legitimacy of participant interaction and object manipulation within a media space.

The relationship between disparate but collaborating entities within the space forms a collection of varying synchronization requirements and behaviours. Some entities behave in an interleaved fashion while others function in a true parallel manner. Therefore, the system forms a multi-synchronous space [Dou94] whose breadth of requirements cannot (in practical terms) be appreciated (or supported) by the coordination and synchronization logic of any one entity within it. Beyond the need for "lots of very fast data" is the need for real-time data, delivered and manipulated in an orderly and timely manner. Therefore, any collaborative multimedia system needs to address both temporal and causal synchronization as part of managing shared space.
coordination in a fluid and integrated manner. Consequently, a more global perspective and an architecture which can address such issues is necessary.

Collaborative space research has traditionally revolved around elements of collaboration arising from process, sociological and technological perspectives: (1) specific application environments [AEH88] [Eni94]; (2) human-computer interaction [GG95] [LL90]; and (3) communication and/or application protocols [Yav92] [AY96]. In the first, collaboration is usually approached in terms of a specific program's functionality, while the second addresses how well the elements of a system and/or its user interface suit the needs of the collaboration and its participants. Consequently, coordination and synchronization are often either not addressed or embedded within a given application. Additionally, collaborative utility is limited by the use of specific tools in a particular context because the collaborative utility is "wrapped up" in the design and complexity of the chosen tool set. Alternatively, the protocol-based approach is more versatile and often addresses these issues; however, it is based on the notion that a set of data exchange rules is the predominant issue. Often synonymous with the notion of floor control [DG97], the protocol perspective yields "message sequence chart"-based solutions which range from the very general to the very specific and/or complex.

Similarly, multimedia research is often directed at specific niche areas, including: coding techniques, quality of service issues, synchronization and communication protocols. In addition, there is often a strong emphasis on the development of specific applications for specific usage scenarios. The result is that approaches are often divided into ways to support one of presentational, conversational or interactive multimedia. There is little emphasis on the integration of these techniques, which is often due to the emphasis on function versus behaviour within media based systems. The result of such emphasis is that the effects of implicit behaviours are hard to qualify and consequently, it is difficult to integrate them together in order to address variable and diverse behavioural requirements.

Accordingly, this work presents a reflective meta-level approach to collaborative media space management. Emphasis is given to the design of a versatile and enabling framework for building a broad range of media-based collaborative environments with specific support for diverse behavioural requirements. How to provide for these various facets in a flexible and adaptive fashion illustrates the importance of addressing how "the pieces of the puzzle" are put together. Hence, this work addresses a cross-section of issues related to multimedia and distributed media systems as well as collaboration and collaborative systems. In doing so, the scope and limits of this work are outlined below.

Specifically, this work addresses the need for a framework and methodology which be can used to build a versatile and enabling infrastructure for user-level collaborative environments. The proposed methodology does not preclude any of the above efforts but can be viewed as a potential way to organize, relate and integrate different approaches (including user interface technologies, applications and protocols) as required. The architecture's design, its underlying software engineering and the role of the communication infrastructure are therefore primary considerations and are based on a key underlying principle: management and domain functionality must be strictly separated to facilitate a flexible, modifiable and adaptive system. In particular, the
behaviours of both the environment and individual entities within it should be managed separately from their domain functionality. This work does not directly address specific communication issues such as network protocols or the like. The issues of coordination and synchronization are primarily directed at addressing high-level issues which enable participants within the collaborative process to function in a cohesive, coordinated and coherent manner. Because low-level media synchronization issues (such as pacing the playback of continuous media streams) have already been addressed by a large body of research (see [BS96] for an overview), they are considered secondary relative to the goals of this work. Consequently, they will be touched upon only to illustrate completeness and orthogonality of the model, how it facilitates collaboration by enabling a flexible media space and how it supports the integration of presentational, conversational and interactive multimedia in a unified framework.

To meet the overall goals and focus of this work, the following objectives have been set:

- Illustrate a media space as an integrated cooperative system involving the following elements:
  - **media** – the various informational formats which constitute multimedia, the different types, their requirements and so forth
  - **human participants** – which interact within the space by manipulating and experiencing the different media
  - **technological entities** – elements which work with or enable other media space entities; for example: applications, intelligent agents and so forth
- Specify a coordination-based media space architecture based on the use of a *coordinated communications subsystem* (CCS).
- Define the need, role, essence and elements of a *collaborative multimedia support system* (CMSS) relative to the CCS and the given media space architecture.
- Specify a meta-level behavioural management model utilizing the above media space architecture; this includes the role of:
  - **reflection** – originally introduced within the field of artificial intelligence by [Smi84] [Smi85]
  - **meta-technologies** – the notions of metamodels, metaprotocols and metacomputing
  - **intelligent network services** – as illustrated through the facilities offered via the CCS and the CMSS
- Explore the integration of presentational, conversational and interactive multimedia within a unified collaborative multimedia framework
  - This will, in part, address the nature and role of synchronization between live and synthetic streams and their integration within the "multi-synchronous" nature of a shared media space.
• Provide an integrated and unified approach to the above concerns and issues within a model called RASCAL – the Reflectively Adaptive Synchronous Coordination Architectural framework

• Illustrate the principles of the RASCAL framework using a conceptual prototype called MSpace

1.3 Thesis Statement

Therefore, the thesis of this dissertation can be summarized as follows:

A versatile, efficient and scalable real-time collaborative media space can be implemented based on an abstract model of functional and behavioural components, which explicitly considers the ability to evaluate, manipulate and control the execution and relationship between them in a reflective manner. Such an approach allows for and promotes heterogeneity and increased quality and flexibility in terms of user and computational behaviours within the space as it is used over time, for different contexts and given different underlying technologies.

1.4 Contributions

Given the overall thesis, focus and objectives of this research, this work addresses the need to provide for advanced features and reliable behaviours within multimedia collaborative environments not by the use of specific low-level approaches, but by the correct software engineering and system construction techniques. It takes a responsibility-driven methodology and combines facets of artificial intelligence, active (intelligent) networks, real-time systems, multimedia and collaborative environments.

The main contributions of this research are as follows:

• Development of a behavioural-based collaborative media space model using an intelligent communications subsystem. The subsystem is controlled by explicit and active behavioural policies rather than implicit behavioural implementations within functional entities.

• Use of reflection and meta-technologies within real-time collaborative systems:
  • As a comprehensive design methodology to support the coordination and synchronization of media space elements
    • Between live and synthetic streams
    • Providing an approach to both causal and temporal media synchronization
    • Facilitating the use of different synchronization models and paradigms
    • Facilitating the notion of "context-mediated behaviours" by the ability to dynamically replace and adapt behaviours throughout a collaborative scenario
- As an enabler of a self-investigative and self-regulating approach to adaptive media space synchronization and coordination, called "Reflective Synchrony".

- As a facilitator of a behavioural agent approach to active collaborative space management and adaptation;

- Development of the RASCAL framework, a meta-level framework for the construction of collaborative media space environments:

- This forms the basis of a general design methodology for complex real-time collaborative multimedia systems.

### 1.5 Thesis Organization

The rest of this document is organized as follows: Chapter 2 overviews the relevant literature of interest to this research while Chapter 3 presents the general principles and architectural considerations of the RASCAL framework. Chapter 4 and 5 discuss the framework in terms of example scenarios and its illustration by means of a conceptual prototype. Chapter 6 then addresses issues of performance, viability and related issues while Chapter 7 summarizes and concludes.

### 1.6 Publications Arising From This Research

Throughout the course of this research, the following related publications were produced:


- **Shared Media Space Coordination in Collaborative Multimedia Environments.** Poster for Canadian Institute for Telecommunications Research Conference. August 27 - 29, 1997. Toronto, ON.
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CHAPTER TWO

CONCEPTUAL
BACKGROUND OVERVIEW

This chapter overviews the background research and conceptual bases for the work presented in this dissertation. First, the areas of collaboration and multimedia, coordination and synchronization as well as the relevant aspects of systems engineering are discussed. This is followed by an outline of specific implementation technologies used in the MSpace prototype.

2.1 Conceptual Background

As part of understanding the intent and applicability of the RASCAL framework, three major areas of work are highlighted in relation to this work. In particular, this includes the areas of: (1) collaboration and multimedia; (2) coordination and synchronization; and (3) systems engineering.

2.1.1 Collaboration and Multimedia

This section presents issues and concepts related to the notion of collaboration and the role of media technologies in relation to the collaborative process.

2.1.1.1 Collaboration

As stated in Chapter One, collaboration is a familiar yet rather abstruse process in which people jointly explore ideas toward a specific purpose and desired end. Regarded as the “cornerstone of group activity” [EGR91], it embodies the cooperative investigation and development of ideas, and is the notion of people working together to accomplish a goal.

Traditionally, collaboration has been limited to co-located (i.e. physically shared) spaces which belie the many subtle and assumed aspects as to how collaboration is actually achieved. These details exact considerable and specific demands from those involved in the collaborative process; and in particular, successful collaboration must consider the context in which it is facilitated, those who are participating and their individual requirements. In short, the success of a collaboration depends on its participants and their behaviour within the process itself.

Additionally, such real-world collaboration is inherently a media-oriented activity: people see each other, talk to each other, point at shared props, sketch on shared surfaces and can view other media (such as video clips) in a mutually common environment. In short, as part of the collaborative effort, the participants and the objects they use literally form a physically shared media space in which users interact with each other through the experience and manipulation of media (such as books, diagrams, writing instruments, blackboards and so forth).
The collaborative process utilizes and benefits from the breadth of media and interaction styles used by the participants. In particular, by combining presentation (of material), conversation (between participants) and interaction (between participants with respect to objects in the shared space), the appropriate medium for the task at hand can be experienced in a shared and globally aware manner.

In order to support such interaction in a non-colocated environment, certain issues must be considered in the provision of the collaborative support system. For example, in order to provide for real-time interactive exchanges between users in a non-colocated environment, the issue of awareness becomes fundamentally important [GG95]. In a physically shared space, collaborators can physically observe, encompass and react to the entire space at a single instant. All participants can simultaneously evaluate their common environment and adapt to their circumstances, fluidly, seamlessly and coherently moving from one type of activity/behaviour to another as required by the situation at hand. Consequently, participants can be seen to be universally aware of the shared collaborative state. In a logically shared media space, however, collaborators do not implicitly have this simultaneous awareness; therefore, it must be provided as part of maintaining a globally coherent environment. This necessary acuity of media space state is an important element in maintaining an environment in which all participants can relate to activities at the same time. In order to interact in an equitable manner, activities must occur in a synchronous manner across all participants [AY96] so as to appropriately (and explicitly) notify participants of actions which affect them while also providing a non-obtrusive, up-to-date and timely group context [EGR91]. Activities need to occur in a timely and orderly manner and in relation to the overall goal and state of the collaboration; that is, activities must be coordinated and synchronized so as to provide a semantically coherent environment in which individual collaborators know what is going on and can interact in a legitimate and sensible fashion. While often provided by social convention and human judgment in a co-located encounter, these aspects must be pedantically accounted for in computer-based systems used to facilitate it. Therefore, synchronization is a fundamental aspect of a any system which supports maintaining a meaningful collaborative environment. This notion of coordinating media space activities is explored further in upcoming sections.

2.1.1.2 Collaborating Via Computer: Groupware and CSCW

As applied to collaboration, the study of office automation systems has defined two broad categories of cooperative computing: (1) groupware; and (2) computer-supported collaborative work (commonly known as CSCW). Defined as "computer-based systems that support groups of people engaged in a common task (or goal) and that provide an interface to a shared environment" [EGR91], the primary focus of groupware is to provide a group interface for a shared task. In a similar vein, computer-supported cooperative work systems deal with how technology (specifically computer systems) can assist in the work process. These two areas are often combined into a single focus which addresses how groups of people can work together in a logically shared environment with the assistance of computer support.
Groupware systems span a spectrum of usage models and the time/location matrix illustrated in Figure 2.1 is a well-known taxonomy [EGR91]. Systems which support synchronous activity are categorized as real-time groupware while those that support asynchronous activity (such as electronic mail) constitute the non-real-time category. Synchronous systems therefore offer a concurrent shared environment in which multiple users can interact simultaneously while asynchronous systems provide for serial non-shared interaction. As a rule, most groupware systems support interaction along only one such dimension; and similarly, RASCAL focuses on the provision of synchronous distributed interaction as applied to same time/different place collaboration.

Groupware systems have also been classified based on application functionality, including the categories of message systems, multi-user editors, computer conferencing, intelligent agents, group decision support and coordination systems. An overview and discussion can be found in [EGR91]. Systems often span multiple categories using this classification system and can be used in an overlapping manner by a group to accomplish its goal. For example, more than one type of desktop publishing tool may be required to produce a brochure. Consequently, collaboration can be seen as a blend of activities used in varying ways throughout the collaborative process and across those participating in it. Therefore, the utility of a collaborative environment requires an open and flexible system which can support the integration of different technologies to support the given collaborative task as its needs change and evolve over time.

To support the diversity associated with the notion collaboration, several different perspectives exist in the application of groupware technologies. These include: distributed systems, communications, human-computer interaction (HCI), artificial intelligence (AI) and social theory. Again, an overview can be found in [EGR91]. Most systems tend to support group work according to a particular approach and with their own unique focus. In contrast, RASCAL provides an integration framework for the inclusion of the appropriate elements within a collaborative space.

While predominantly blending a distributed system approach to media space management, RASCAL provides a uniform way to address the different facets of media and collaborative computing using a meta-level approach to defining, implementing and managing aspects of the system. This includes an adaptive meta-level behavioural management system that parallels the synchronously shared workspace while considering human-computer interaction and artificial intelligence perspectives through the potential to integrate intelligent self-regulating collaborative behaviours via reflection. These issues are further explained in upcoming chapters.

<table>
<thead>
<tr>
<th>Location</th>
<th>Time</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Same</td>
<td>Same</td>
<td>Face-to-Face</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Co-located)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interaction</td>
</tr>
<tr>
<td>Different</td>
<td>Same</td>
<td>Synchronous</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interaction</td>
</tr>
<tr>
<td></td>
<td>Different</td>
<td>Asynchronous</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interaction</td>
</tr>
</tbody>
</table>

**Figure 2.1: Groupware Time/Location matrix**
2.1.1.3 Multimedia

In all facets of modern day society, the role of media-intensive communications is becoming increasingly predominant. While traditionally offering only text-based environments [LHG93] [LH88], computer systems now provide support for the different modes of expression used by people in their daily communications. This diversity in the representation of computer-based information forms the basis of multimedia. Defined as “the integrated generation, representation, processing, storage and dissemination of independent machine processable information expressed in multiple time dependent and time independent media such as data, graphics, drawings, voice, audio and video” [Ste90], multimedia matches the natural intent of human communication by employing flexible and meaningful representations of information relative to the subject at hand. Its use supports appropriate communication styles and provides a naturally expressive means for explaining and understanding complex subjects, issues and processes.

Based on the above definition, systems capable of creating, storing, retrieving, transporting and manipulating such information are called multimedia systems [Geo94]. The development and usage of such systems has traditionally been based on the modality of their media as well as their underlying interaction model. The result is three basic categories: presentational, conversational and interactive.

Presentational multimedia systems are those designed to playback pre-constructed multimedia scenarios (presentations containing synthetic media objects for display according to a pre-defined timeline) to a passive audience. This type of system is based on the traditional lecture style of delivery. As illustrated in the top two frames of Figure 2.2, the architecture of presentational systems utilizes the retrieval of pre-stored media from remote servers which are then displayed to the viewer. Such systems are typified by kiosk-style information booths like those used in educational [SKD96] and tourism sectors. In terms of media mode, presentational systems utilize synthetic media.

Conversational multimedia systems (middle frame of Figure 2.2) are those which allow people to engage in a dialogue using voice (and possibly video) in a real-time synchronous manner. Such systems can range from audio-enabled “phone” programs like InternetPhone [Voc97] to audio/video teleconferencing systems [EGR91]. Therefore, the most basic notion of conversational multimedia is represented by the standard telephone call while a more elaborate version would use an audio/visual system involving a video camera, microphone, television monitor and speaker system. In terms of media mode, conversational systems are based on live media rather than synthetic.

The notion of interactive multimedia augments the presentational classification by enabling participants to control and interact with their environment. Within a typical interactive system, users have control over a presentation’s progress, such as being able to rewind, fast-forward or hyper-link to other parts of the presentation [SKD96]. The architecture, illustrated in the bottom frame of Figure 2.2, utilizes “control points” within the scenario’s timeline to allow users to choose different possible playback options/sequences.
2.1.1.4 Multimedia System Design

The lineage of traditional multimedia systems is one of disseminating information. As such, different kinds of systems were built to present ideas using suitable mechanisms and particular formats, often being divided into the above classifications. To be effective across a wide range of activities, however, collaborative multimedia systems must support the integration of the three multimedia domains within a single unified abstraction.

Because multimedia-based collaborative environments are intended to offer some of the same functionality as legacy systems, they necessarily deal with some of the same issues. Furthermore, the integration of these different functionalities and characteristics need to be considered in how they impact upon a collaborative setting. These issues are now briefly overviewed relative to the definition of “multimedia” and as a means of highlighting differences between the various system categories.

Data Representation. While the obvious effect of data representation is the size of a media object, data representation is also important in that it characterizes the processing characteristics of specific media types and their modality\(^1\). Because the utility of a multimedia system is affected by its ability to handle a variety of data types, systems need to support a wide range of media (e.g. audio, video, imagery, etc.) as well as many of the encoding schemes that exist within each class. Since some schemes (such as MPEG [BL94]) are computationally intensive, data representation implicitly defines a system’s processing requirements and directly impacts upon its real-time capabilities. The fluidity afforded conversational multimedia and real-time groupware, for example, can be heavily influenced by the performance of such techniques as utilized within the system. Non-real-time systems which have the ability to perform data pre-fetch and decode in advance are able to put more emphasis on the compression and data size issues while live media scenarios need to be more concerned with the real-time performance of their codecs.

---

\(^1\) See Appendix A for a more detailed presentation of the nomenclature used with respect to media organization and temporal characteristics.
**Authoring.** The first step in using a presentational multimedia system is the creation of the presentation itself. This task, known as **authoring**, involves the specification of the presentation’s media objects and their temporal relationships: that is, it is when the content and organization of the presentation is determined. Software packages that assist in this process are called **authoring packages** and typically offer a number of input metaphors such as scripting, flowcharts or card stacks which generate a timeline that schedules the rendering of each media object as the presentation is rendered to the user.

As an example, consider Little and Ghafour’s Timed Petri Net model [LG90] [LG91]. Based on a primitive unit known as a **temporal interval** (a non-zero period of time), the model specifies how a presentation (in which each media object corresponds to a temporal interval) is then represented as a petri net, which renders the presentation according to the “firing pattern” of the petri-net (Figure 2.3). Therefore, the inherent synchronization offered by the petri-net mechanism is inherited from its use as an authoring tool.

Another example is MHEG, an ISO standard which defines a system-independent representation for the structures used to store, exchange and execute interactive multimedia presentations [ME95]. The standard builds multimedia presentations out of “MHEG objects” which are defined to include content data, behaviour and composition. An object’s content data represents its “computerized representation,” behaviour represents its applicable actions and composition refers to how separate objects can be grouped together. Interactive presentations are defined by allowing a user to control presentation progress by manipulating specific objects within it.

In each of these two cases, the **a priori** existence of the media objects and their interactions allow the presentation and its temporal relationships to be specified before playback. In presentational systems which support user interaction, variation in playback corresponds to “controlling” an individual object’s behaviour, such as fast-forwarding a video clip. Therefore, such interaction and its effects on playback (that is, the
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**Figure 2.3: Various Multimedia Synchronization Specification Techniques**
presentation’s timeline and possible syntax and semantics) are known in advance and can accounted for in the specification.

Within a collaborative environment, however, "authoring" is not a single isolated step. Rather, it is an on-going process which occurs "on-the-fly" throughout the collaboration; that is, the collaboration is itself the authoring process in which the contents (i.e. the media, their characteristics, requirements and values) along with their interactions (i.e. their synchronization and coordination) change during use. In particular, unlike a presentational system, the existence and characteristics of the media objects and their interactions are not necessarily known a priori. Therefore, the media used within the collaborative effort, as well as their coordination and synchronization, cannot be strictly defined in advance. Ultimately, user interactions and their effect on the collaborative process (that is, the syntax and semantics of the collaboration) are related to both a medium’s correctness and that of other collaborative actions. As a result, a collaborative environment can be seen as an adaptive real-time system which must tailor its behaviour over the duration and application of the collaborative process.

Storage. Within a presentational system, storage of pre-recorded media data is an issue in how it affects data retrieval; how the data is delivered for processing and the characteristics of the delivery mechanism play an important part in system design and performance. This involves dealing with network issues and the need to buffer incoming data so that data is available when required to avoid degrading system performance and end-user playback. For live media streams, storage is not an issue since the data is not stored on disk but used as generated “on-the-fly” from a capture device, such as a video camera or microphone. Therefore, the flexibility afforded synthetic streams via manipulating their storage and retrieval are not possible with live data. Those systems which deal with both synthetic and live media will have to consider this difference when attempting to relate media of different modes.

Quality of Service. Quality of service (QoS) is the notion of offering a specifiable level of performance (i.e. quality) in the provision of a specific facility or service. Within the context of communications, quality of service is intended to provide guaranteed performance levels for network connectivity. A network connection, for example, would be created using a specific set of QoS parameters and that connection would then guarantee a level of performance (i.e. data delivery) based on those parameters throughout its lifetime. QoS parameters could therefore be set to match the characteristics of a certain type of network traffic and consequently function as a method to customize network connections for specific types of data (Table 2.1 [LCHS92]).

Expression of network QoS parameters is typically done using a variety of measures that correspond to the network’s ability to transmit data. Typical parameters can include bandwidth, end-to-end delay, delay variation and error rate. However, while network QoS is important to achieving satisfactory media playback (by delivering media data in a manner reflective of their playback characteristics), its role within a multimedia architecture is that of an enabling infrastructure.
<table>
<thead>
<tr>
<th>Medium</th>
<th>Typical Size/Rate</th>
<th>Temporal Nature</th>
<th>Notable QoS Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text</td>
<td>12K/page</td>
<td>Discrete</td>
<td>Susceptible to errors</td>
</tr>
<tr>
<td>Bitmap Image</td>
<td>384K/Image [768 x 512 x 8]</td>
<td>Discrete</td>
<td>Susceptible to errors</td>
</tr>
<tr>
<td>Voice</td>
<td>8Kb/s</td>
<td>Continuous</td>
<td>Delay variation causes clicking/stuttered playback</td>
</tr>
<tr>
<td>High-Quality Audio</td>
<td>88Kb/s</td>
<td>Continuous</td>
<td></td>
</tr>
<tr>
<td>Digitized Video</td>
<td>30Mb/s</td>
<td>Continuous</td>
<td>High bandwidth</td>
</tr>
</tbody>
</table>

Table 2.1: Typical QoS Parameters

Beyond the application of QoS to network considerations, there is the notion of end-to-end QoS which deals with the quality of how information is handled from its originating source to its actual end-user rendering. The most common example is end-to-end delay. The principle is to ensure quality throughout every aspect of the data's "life cycle". The implication is that not only the data's delivery must be managed properly but each aspect of its manipulation must be appropriately addressed. Therefore, the notion of QoS can be considered in terms of monitoring, adapting and ensuring that the characteristics and behaviours of media are correctly maintained throughout their lifetime. This end-to-end "correctness" (as applied to RASCAL) will be explored further within subsequent chapters.

In terms of system structure, the provision of QoS as an appropriately separate yet connected aspect is shown by the Lancaster architecture [LBC+92] and the QoS Broker [NS95]. Shown in Figure 2.4, the Lancaster quality of service framework forms a separate part of the architecture that interacts with other components, such as the synchronization (orchestration) service. Since media synchronization depends on data availability (and hence the importance of QoS to multimedia systems), the orchestration service needs access to the QoS framework to specify (and react to changes in) quality of service parameters. Similarly, the QoS Broker defined by Nahrstedt and Smith [NS95] provides a separate but controllable abstraction to manage and negotiate acceptable QoS levels on behalf of applications. In each case, there is an inherent separation of concerns in which the related aspects of the system are provided and managed separately. A similar approach is taken in RASCAL in which facets of the system and entities within it are related using a reflective meta-level methodology. Again, this notion will be further explored in upcoming chapters.

![Distributed Multimedia Applications](image)

**Figure 2.4: Lancaster Architecture**
2.1.1.5 Collaborative Multimedia: A Motivating Synergy

The utility of employing different media is the flexibility and meaningful representation they offer to the subject at hand. By supporting varied and appropriate communication styles, they provide a naturally expressive means of explanation and way to promote understanding. Within a collaborative context, multimedia offers a valuable mechanism by which collaborators can express and exchange ideas towards realizing their goal. In short, multimedia offers a means by which collaboration can be achieved. To meet the potential needs of the collaborative process, the notion of collaborative multimedia combines the aspects of presentational, conversational and interactive multimedia into a single, unified and integrated framework (Figure 2.5).

Collaborative multimedia can be seen as the integration of the diverse informational formats that constitute multimedia combined with the use of computer technology to provide a shared work environment across distributed groups of users. The result is a shared collaborative media space in which participants can interact in varied and meaningful ways despite differences in locality. By employing a diverse media palette, the natural communicative styles required within the collaborative process can be supported in an integrated manner that is useful, flexible, comprehensible and meaningful to those involved.

In a traditional conversational system, interactivity is provided by using a separate teleconference in parallel with a task-specific distributed application, such as a shared drawing program. As shown in Figure 2.6, this combination illustrates the basic notion of collaboration. However, the key disadvantage of such an arrangement is the user-centric setup and coordination required in order to collaborate; that is, while the two streams of communication are occurring in parallel, they are not integrated. More often than not, such a pairing is used primarily out of necessity to ensure productive use of (i.e. "figure out") the shared application. While complementary, the use of individual, task-specific applications with no integration between them does not fulfill the potential of integrating with media within a single usage context. Rather than use a set of parallel yet
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disjoint interactions, a collaborative multimedia system should allow participants to freely move between the types of expression, information and interaction as desired. Through an integrated environment, the system can more easily support and maintain a global perspective of participant relationships relative to the collaborative effort. That is, the system can assist the user in a more comprehensive and coordinated manner than simply offering a disjoint set of tools to use.

Ultimately, collaborative multimedia goes beyond multimedia being the result of a process to being part of the process itself. Media are no longer the sole focus of the system but a means to facilitate group interaction and the collaborative exchange of ideas. Consequently, systems that facilitate such a multi-purpose environment must address both the needs of the process itself as well as its constituent technologies. For example, the media space must not only support synthetic and real-time media but also their interactive manipulation as shared objects. Consequently, synchronizing media and the actions upon them in both a timely and causal manner are necessary as part of ensuring the integrity and semantics of the individual media within the process as well as maintaining a semantically coherent workspace vis-à-vis the collaborative process itself. As will become obvious in subsequent chapters, providing for behavioural management (both real-time or not) and user interactivity forms a significant part of this work.

Table 2.2 summarizes the various aspects of multimedia in relation to the type of system under consideration. As easily seen by combining the capabilities of the mainstream multimedia classifications, collaborative systems offer the most general capabilities while also having the broadest requirements. Hence any software system that is designed to enable collaboration must be capable of providing for this diversity.

### 2.1.1.6 Example Systems

Over the years, much work has been done with respect to both multimedia and collaborative systems. In the multimedia domain, presentation systems like [LLBG96] and interactive systems like [SKD96] provided for rendering synthetic presentations, while conferencing systems offered enhanced telephony-like services [GA86] [Roo88]. Likewise, CSCW systems have been designed to facilitate specific types of group work; that is, specific systems supported group interaction within restricted domains. Examples include joint text editing [LHG93], electronic classrooms [SCJ87] and group decision support [KK88].
### Table 2.2: Summarizing Multimedia System Considerations

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Presentation</th>
<th>Conversational</th>
<th>Interactive</th>
<th>Collaborative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Representation</td>
<td>Size</td>
<td>Speed</td>
<td>Size</td>
<td>Both/ Either</td>
</tr>
<tr>
<td>Authoring</td>
<td>A priori</td>
<td>None</td>
<td>A priori with Control Points</td>
<td>Both/ Either</td>
</tr>
<tr>
<td>Storage</td>
<td>Required</td>
<td>None</td>
<td>Required</td>
<td>Both/ Either</td>
</tr>
<tr>
<td>QoS</td>
<td>Required</td>
<td>Required</td>
<td>Required</td>
<td>Required</td>
</tr>
<tr>
<td>Media Mode</td>
<td>Synthetic</td>
<td>Live</td>
<td>Synthetic</td>
<td>Both/ Either</td>
</tr>
<tr>
<td>Discrete &amp; Continuous Media Support</td>
<td>Discrete &amp; Continuous</td>
<td>Continuous</td>
<td>Discrete &amp; Continuous</td>
<td>Both/ Either</td>
</tr>
<tr>
<td>Synchronization Specification</td>
<td>A priori</td>
<td>Inherently Real-Time</td>
<td>A priori</td>
<td>Both/ Either</td>
</tr>
<tr>
<td>Supports User Interaction</td>
<td>No</td>
<td>Inherent</td>
<td>Inherent</td>
<td>Both/ Either</td>
</tr>
<tr>
<td>Real-Time</td>
<td>No</td>
<td>Inherent</td>
<td>Control Points</td>
<td>Both/ Either</td>
</tr>
</tbody>
</table>

In those systems that provided media-based collaboration, the projects often focused on specific aspects ranging from communication, human-computer interaction and/or psychological issues. For example, the collaborative desktop conferencing paradigm includes projects such as Rapport [AEH88], MMConf [WSM+90] and MBONE [Eri94]. Each of these support multimedia within the bounds of a specific application(s) and its (their) conversational user interface. In the case of MBONE, emphasis was also placed on network connectivity issues (in particular, its use of multicast technology). A slightly different approach to desktop conferencing is that offered by shared three-dimensional environments, such as GreenSpace [MFK+95] and SPLINE [WAB+96]. These systems promote interaction between collaborators using an avatar-based paradigm in which the users can combine conversation with a shared synthetic graphical environment (often called a “virtual world” or “virtual environment”). A related approach offered by multimodal environments (MEs) [CF99] blends support for synthetic and live media in a virtual environment. Other efforts provide a toolkit-like approach [GR98] [Dou96] which address collaboration from a (low-level) constructionist viewpoint. That is, rather than provide the actual collaborative environment, these projects provide application programming interfaces (APIs) from which to build them.

#### 2.1.1.7 Problems and Open Issues

While the above systems are interesting and significant in their own right, they highlight a number of problems with existing approaches. In general, the main difficulties are: rigidity, integrability, dynamism and onus of responsibility.

**Rigidity.** In many cases, CSCW systems have limited functionality or are tightly coupled to specific types of tasks [EGR91]. Part of this difficulty is that many systems and/or applications make specific assumptions about the hardware, software or human-computer interface used with them. They also pre-suppose restrictive usage logic (i.e. behavioural rules and operation contexts) and do not provide a way to integrate themselves into a
larger whole, be it part of a larger software system or larger usage context. They provide a narrow, rigid view of the world and their role within it.

**Integrability.** As a result of their rigid structure, it is difficult to combine many tools not specifically designed to do so. This lack of functional integration is in part due to technical issues such as user interface management but more important is the lack of semantic compatibility. That is, the tools' behaviours are designed to be used solely in a certain way. An example is whether or not an editor supports simultaneous editing by multiple users or is strictly a single-user application. This operative context is an implicit part of the application's behavioural definition (which is almost always directly embedded in its implementation logic). How to address the provision of malleable behaviours for applications across different usage contexts and integrate them together is an important issue in being able to use "the right tool for the right job" within a collaborative context.

**Dynamism.** A long-standing problem with the design and provision of computer systems is support for dynamism. In real-life, it is quite common to add and remove entities from their surroundings when necessary; and even more common is the ability to "change your mind" and do things differently depending on context and how a situation evolves over time. Doing so in software, however, is more problematic. While the dynamic structure of software systems has received increased attention in the last many years with the advent of component-based software ranging from COM objects [COM95] to Java applets [Sun00] [Fla99], the ability to provide dynamic behavioural modification within the context of fixed structure is still difficult. In particular, behaviours are typically either fixed or chosen from a preset list. Additionally, rather than these behaviours being switchable "on-the-fly," they are often statically maintained for the duration of an entity, effectively requiring an object to be recreated with the new behaviour (i.e. restart the application, reboot the machine, etc.).

**Onus of Responsibility.** Within the majority of collaborative and multimedia systems, support for aspects such as dynamism and integrability is not ubiquitous. And often when provided, the responsibility to enforce and manage them is that of the user. An example is the MBONE suite of applications, which can provide a collaborative environment like that in Figure 2.6. While each application provides the appropriate base functionality, their integration into the collaborative process is not supported within the MBONE toolset; it is strictly up to the user to enforce any "semantic connection" between tools being used at the same time. Doing so, however, can be a cumbersome burden on the user which gets magnified as the collaborative context becomes more involved. In particular, it decreases the seamless fluidity that is a necessary part of successful collaboration and forces the users to constantly perform "semantic shifts" between the collaborative task and management of the collaborative applications themselves. Such a requirement can therefore become a limiting factor affecting the degree to which a user will utilize a given tool set. Ultimately, it is a reflection of a system that is not able to abstract itself to the appropriate level in which users can exercise control in a detached "semantic declarative" fashion rather than in an obtrusive "manipulative procedural" manner.

In summary, a collaborative multimedia system must attempt to address these issues as an inherent part of its definition. As will be shown in subsequent chapters, the RASCAL framework provides for ways to address these issues in a more complete and orthogonal sense than many of the existing approaches.
2.1.2 Behavioural Management: Coordination and Synchronization

As a phrase perhaps more at home in psychological circles and human resources sectors, "behavioural management" refers to the controlled organization of activities that some entity performs, both "in the large" and "in the small". In terms of computer systems, this means that activities are organized across levels ranging from high-level semantics to low-level mechanisms. And as the activities that people perform constitute their behaviour, so too does the functionalities of a computer system constitute its behaviour. Therefore, the controlled organization of that functionality maps to the coordination and synchronization of activities that make up that functional behaviour.

2.1.2.1 Synchronization

As the most familiar of the behavioural management concepts, synchronization deals with the lowest levels of behavioural management. By constituting management in the "small," synchronization is the "micro management" of specific fine-granular details. A general overview of synchronization, along with multimedia specifics now follows.

2.1.2.1.1 General Principles and Their Application to Multimedia

The general concept of synchronization is applicable across a wide range of natural, technical and social systems. Typically, it is characterized by relating the occurrence of some activity (i.e. event) to that of another. In particular, synchronization can be considered both in terms of time (i.e. temporal) as well as event order (i.e. causal).

While any general discussion of synchronization should address a number of significant issues, traditional multimedia synchronization typically only referred to the maintenance of temporal relationships between media. To meet the needs of collaborative multimedia, however, these aspects become increasingly important. Consequently, timeliness, precision, causality, granularity and paradigm, in addition to the role of awareness and media mode within multimedia systems, are highlighted. The reader is referred to Appendix A for an overview of the nomenclature used with respect to media organization and multimedia-specific synchronization.

Timeliness and Precision. Traditionally, the notion of synchronization has referred to the alignment of event occurrence with a specific point in time; that is, an event was considered synchronized if it occurred in a timely manner. Such a notion of synchrony is that exemplified by an alarm clock or metronome and is more precisely described as temporal synchronization. In relation to timeliness, precision refers to the accuracy at which event occurrence must be aligned to the given point in time; that is, how close an event must occur relative to the correct time. Therefore, the notion of precision relates to the maximum allowable error by which an event can be considered in synchronization. This notion is also known as tolerable asynchrony.
As applied to multimedia, the notion of timeliness is applicable to many levels, such as network QoS guarantees for receiving data and the availability of media units (LDUs) at display devices. Variations from the appropriate time results in asynchrony and can lower system quality as perceived by the user. The compounded effect of asynchrony also needs to be minimized so that synchronization failure at specific points in the object's manipulation do not "ripple" through subsequent processing stages; that is, there needs to be sufficient isolation between stages so that asynchrony at one level is not directly passed on to another. In terms of precision, however, pin-point accuracy is not always required in order to preserve semantics; rather, a tolerable degree of asynchrony at the user interface is acceptable. For example, audio/video tracks in the traditional "lip sync" scenario must render their corresponding LDUs within 80 ms in order to appear synchronized [Ste96]; otherwise, user comprehension is degraded. Timeliness is also necessary to achieve natural and fluid communication between participants in a conversational and interactive environment.

*Causality.* Causality is the concept in which the occurrence of events is related by a temporal-dependency relationship; that is, if an event A is caused by event B, then B must occur before A [Lam78]. Even given the notion of timeliness, the occurrence of events "close" to each other in time is not the same as ensuring that events occur in the correct order. For example, should the chair be pulled out from underneath someone sitting down, noticing whether or not the chair was removed *strictly before* sitting down will causally affect the outcome. Causality therefore defines the acceptable and semantically valid ordering of events. Also known as *causal synchronization*, causality plays an important role in many types of systems ranging from distributed databases [CP92] to parallel discrete event simulation systems [Fuj90] [Jef85].

Furthermore, by defining the acceptable and semantically valid order of events through the use of a temporal-dependency relationship, causality plays a subtle yet pervasive role in collaboration. In a physically shared (i.e. co-located) environment, event ordering is obvious due to the mutually simultaneous observation of and participation in the shared event space. In a distributed, logically shared environment, however, such a dependency is not obvious and its realization must be ensured by a mutually acceptable technique. In a shared text editor, for example, if one user tries to delete a paragraph while another attempts to edit it, divergent views of the document develop; the result in a non-coherent environment in which participant behaviours and the state of the shared space are ambiguous. Consequently, the order of events and the effects of timeliness on the maintenance of causality have major implications with respect to the semantic coherence of interactions between participants and their manipulation of media within a multimedia system.

*Granularity.* In most cases, synchronization can be seen as the binding of an event's occurrence to a specific point in time, or of multiple events to a mutual point in time. This "point" may refer to a particular instance or a bounded interval which defines the *granularity* of the synchronization. The closer in time two events must occur to be considered synchronized, the finer the synchronization granularity; that is, the finer the granularity, the tighter the bounds on the *divergence* allowed between the events. The interpretation of divergence is dependent upon the system in question; within a conferencing systems, the divergence would refer to mismatched audio and video tracks (i.e. "lip sync") while within a replicate database environment, the divergence could refer to replicas having different values (value divergence) or how long it takes to update all
the replicas (temporal divergence) [CP92]. Depending on the application area, various degrees of divergence are acceptable and in part define which approaches to synchronization are appropriate in a given situation.

In terms of multimedia, if a given media object is taken as a stream of (LDU) display events, a continuous medium forms a series of periodic events while a discrete medium constitutes a single sporadic event. In this sense, media synchronization can be viewed as the coordination of events, in both a timely and a causal manner. It then follows that these events could be generated by different sources, such as media stream, a management system or a user interface. In cases where events originate from a single source, event ordering naturally follows event generation. However, in a system in which interacting events originate from multiple sources in a (possibly) interleaved fashion, maintaining causality becomes more difficult. Therefore, the frequency at which events can occur can impact the degree to which the system can efficiently address their synchronization.

**Paradigm.** One of the least familiar aspects of synchronization is that of paradigm, which refers to the "manner" in which synchronization is enforced. There are two broad classifications for synchronization paradigm: pessimistic and optimistic [EN94] [Jef85]. The pessimistic (or conservative) approach is based on the assumption that numerous temporal (ordering) conflicts between events are likely; consequently, in such situations it would better to postpone any actions that are likely to conflict until such a time when conflicts are not possible. That is, the pessimistic approach assumes the worst possible interaction between events and is therefore "cautious" about their execution to avoid prematurely performing actions out-of-order. The optimistic approach, however, is based on the assumption that such temporal (ordering) conflicts are rare and that the overhead and inefficiencies brought about by trying to avoid them are worse than simply executing (and later undoing) the activities in the first place. Those situations that result in a temporal disorder and end up "out of sync" are subsequently "undone" so that their effects on the system state are erased.

Pessimistic techniques can therefore be seen to delay the occurrence of events while optimistic mechanisms allow processes to execute forward at their own rate [KR81]. As shown in Figure 2.7, conflict detection is performed early on within the pessimistic approach, prior to starting the "read/compute/write" cycle; in the optimistic scheme, however, conflict detection can occur at any time up until immediately before execution of an activity whose effects cannot be reversed, such as a "write".
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These two approaches are mirrored by two classes of synchronization algorithms: those based on locking and those based on protocols [EN94]. Algorithms that use locking are based on the notion of mutually exclusive access to some shared entity and are pessimistic in nature. Since locking involves the exclusive control of a resource for a period of time, all other attempts to control that resource are denied until the lock is released; hence, locking defers possible conflicts by disallowing concurrent access. Protocols, on the other hand, are based on the notion of rules that order execution. Consequently, protocols could be viewed as more (but not exclusively) optimistic in nature; effectively, they define a public interface for the manipulation of a resource and the regulations by which conflicting interactions are resolved.

Pessimistic techniques [BG81] [BHGG87] are essentially one of three kinds: lock-based, timestamp-based or a hybrid of these mechanisms. The advantage of such techniques is that they are very common and well-understood. The notion of locking is well-suited to everyday interactions and provides a well-known paradigm for controlling access to shared resources. It is a well-utilized technology common to operating system and centralized database technology. However, its disadvantages are magnified when used in a distributed system. First, the overhead of lock management (creation, deletion, setting, releasing and so forth) can be significant in general and more so when it needs to be done in a networked (i.e. distributed) manner. Similarly, with the use of locks, the possibility of deadlock is always present; there is no locking technique which can be completely deadlock-free. Therefore, in a distributed system, both local and distributed deadlock must be taken into account. Addressing these issues can result in significant overhead both in terms of systems complexity and performance. Of particular concern is the strictness imposed by the use of locking. In order for locking to be an effective technique, all resources must be subject to locking at any point a conflict may occur. Consequently, locking tends to be a frequent activity with a wide range of granularity (i.e. done on a wide variety of differently sized objects) irrespective of whether locking is actually needed or not. Consequently, in a concurrent system, locking restricts and lowers potential concurrency because even those resources that do not necessarily need protection for a given activity are usually locked anyway. Those systems based on timestamps likewise forbid actions whose timestamps may conflict from being executed until no such conflict is possible. In such systems, potential concurrency is also restricted and the overhead to analyze the possibility of conflicting actions can be substantial.

Optimistic techniques [KR81] [Hä84] [Jef85] are based on the notion of histories, timestamps and/or some combination of these methods. The advantages of these techniques are that they utilize any potential concurrency available within the application, avoid the overhead of lock management (since no locks are used) and are consequently deadlock free. Such characteristics lend favourably to the use of optimistic techniques within a distributed environment. Because optimistic systems tend to incur most system management overhead during rollback (i.e. the "undoing" of computations), the costs associated with distribution of this management are therefore consolidated as opposed to being broadly accrued over time. Furthermore, since the underlying assumption of optimistic systems is the lack of rollback-inducing conflicts, such management overhead (e.g. network messaging and so forth) is yet further reduced. Unfortunately, the expense of actually performing
rollback and maintaining the required history mechanism can be quite high. Also of note is that depending on the algorithm used, issues of livelock and starvation must be taken into account.

While the preceding factors may influence the selection of a synchronization mechanism, the effect of synchronization paradigm on the user interface is also an important issue to consider in multimedia system design [GM94]. Systems in which synchronization errors are regarded as severe are arguably best by a conservative (or pessimistic) synchronization policy which does not allow events to occur until no possibility that an error in ordering would occur. In a volatile and unpredictable environment, however, such knowledge is unlikely to be available. Consequently, an optimistic synchronization mechanism that allows for out-of-order events and subsequently corrects them as necessary is preferred. Since optimistic synchronization is based on the premise that few synchronization errors occur, it tends to more naturally fit human-centered designs [GM94] by complementing the use of social conventions which prevent many synchronization anomalies before they occur. In a technology-centered design, however, synchronization errors must be avoided strictly by algorithmic means; therefore, the application of a conservative mechanism to avoid the introduction of event disorder is required. Consequently, in a system which integrates both of these worlds, support for both paradigms is more suitable. A serious difficulty is, however, how to support a valid user interface(s) in a system that supports differing paradigms.

**Awareness.** In non-shared environments, like those typified by presentational multimedia systems, individual users only have to deal with their own actions. Within a shared environment, such as a collaborative system, participants need to be aware of how their behaviours "fit" with that of other users. Therefore, the issue of awareness becomes fundamentally important in facilitating real-time interactive exchanges in non-physically shared environments [GG95]. In a physically shared space, collaborators can physically observe, encompass and react to the entire space at a single instant. All participants can simultaneously evaluate their common environment and adapt to their circumstances; that is, the participants are universally aware of shared space state. In a non-physically shared environment, however, collaborators do not implicitly have this simultaneous awareness; therefore, it must be provided. This necessary acuity of the shared environment is an important element in which all participants can relate to activities at the same time. In order to interact in an equitable manner, activities must occur in a synchronous manner across all participants [AY96]. That is, users cannot properly relate to other behaviours and actions if they are not aware of them. Support for awareness must be provided in a manner that enables users to appropriately synchronize themselves with other entities in the environment.

**Media Mode.** The applicability of synchronization techniques is often based on media mode. For example, presentational systems that deal solely with synthetic media may employ mechanisms that are not suitable for conversational systems which provide real-time, live media support. While playback behaviour within presentational systems is known a priori, this is not the case where media are generated "on-the-fly". Preventative synchronization techniques (such as buffering and decoding media in advance of playback) are therefore not applicable in a conversational setting like they are in presentational systems. Consequently, media mode becomes a limiting factor in the use of corrective synchronization mechanisms as part of ensuring fluid
interaction. Additionally, systems which combine media of different modalities must support and be able to compensate for such differences and their effect on processing and fluidity within the system.

2.1.2.1.1 An Illustrative Example

The interaction and mutual importance of the above facets can best be illustrated using a real-world musical scenario (which itself will be illustrated as an example media space in subsequent chapters). Within a musical performance, the correct rendition of musical elements (i.e. notes/rests) relates to the synchronization of events. Causality refers to the ordering of the notes and rests while timeliness and precision refer to their correct duration. The grouping of the musical elements together in time (such as triplets, polyphonic intervals and chords, etc.) relate to the notion of granularity as to how the elements are “played together”. Additionally, when musicians are playing in groups, awareness of each other is fundamental to achieving a cohesive and artistic performance. While the accuracy achieved by following the musical score can be seen as employing pessimistic synchronization, the “counting on” other musicians to perform accordingly and subsequently correcting/allowing for mistakes and variations can be seen as applying the optimistic paradigm.

2.1.2.1.2 Multimedia Synchronization: Basic System Concerns

Two of the most beneficial aspects of a multimedia system, its flexibility and diversity, can also be seen as two of its most difficult. In order to convey the meaning of a particular medium, both its individual temporal requirements and those with which it is combined must be considered.

For example, a presentation may specify the concurrent display of a text string with a video clip for $n$ seconds, followed by an image. Doing so requires specifying the temporal relationships between the media objects as well as deriving their playback schedule. To ensure that playback conforms to expectations, a synchronization mechanism must be used to enforce it. For example, large-grain synchrony at an object level must be provided in order to correctly begin playback. Media objects within a presentation, however, may have different temporal dimensions (i.e. continuous vs. discrete). Therefore, the synchronization mechanism must support multiple synchronization granularities so that continuous media can also be rendered correctly.

Consequently, in parallel with the need to specify synchronization requirements, there is also the need to provide for mechanisms to enforce them. In this regard, there are two primary system-level questions that must be answered: (1) what kind of mechanism(s) is (are) required; and (2) where should the mechanism(s) be placed.

2.1.2.1.2.1 Kind of Mechanism

Two general types of synchronization mechanisms were suggested by [LT91]: (1) synchronization markers; and (2) synchronization channels. Synchronization markers function as tags by which media streams can correlate their temporal position during rendering. These tags effectively mark off sections of the media stream and can be transmitted as part of a raw data stream or generated externally and “imposed” on the data stream.
For example, a video clip could be transmitted as individual frames with inter-frame markers inserted between each frame; the SMPTE (Society of Motion Picture and Television Engineers) code used by high-end video equipment is an example of synchronization markers that are embedded within each video frame itself. The use of synchronization channels is designed to isolate the control achieved via synchronization markers embedded within the stream to another communications channel running in parallel. The control information within the synchronization channel contains references to the data transmitted in data-only channels and directs the synchronization mechanism at the receiver as how to align the data.

Numerous specific approaches [Gib91] [GDT91] [AH91] [BCC+92] [CCGH92] [LK92] [RR92] [LKG93a] [LKG93b] [WQG94] [Rob95] to media synchronization within presentational systems can be found in the literature. In general, the underlying mechanisms can be characterized as follows:

- **layered construction:** Synchronization is addressed at multiple stages, using different entities and mechanisms to correct asynchrony as it becomes noticeable (e.g. the network and playback levels, within and/or between streams, etc.).

- **object abstraction:** Media data and system components are modeled as independent but interacting objects.

- **event synchronization enabled through scheduling:** Coarse-grain event-level synchronization is facilitated by using scheduled media object playback times.

- **continuous synchronization enabled through fine-grain temporal intervals:** Fine-grain continuous synchronization is achieved through the division of a media object into a series of small temporal sub-divisions which are individually aligned to their correct playback time.

Conversational systems, on the other hand, tend to rely more on protocol-based techniques. Examples include the MBONE [Eri94] audio tools ivs and vav which use the RTP [SCFJ96] protocol. In these systems, the synchronization mechanism functions as a protocol engine ensuring that the data conforms to the protocol. This is in contrast to presentational systems in which the mechanism ensures the data conforms to an external specification (i.e. the presentation’s scenario timeline).

### 2.1.2.1.2.2 Location of Mechanism

In a distributed multimedia system, there are three possible locations for the synchronization mechanism to reside: the media source, the receiving site and the network connecting them.

**At the Media Source.** Synchronization at the media source implies that data is synchronized before transmission to the receiving site. Consequently, the temporal relationships imposed prior to transmission must be maintained during transmission and up until playback at the receiving site. A fundamental assumption of this method is that all the media to be synchronized are located at the same source and can be "wrapped up" or multiplexed into a single data stream. However, these assumptions may not always be realistic, desirable or
amenable to the application of the system. As well, this technique implies an intelligent source that is knowledgeable about the media it is providing and well as its intended use at the receiver.

**Within the Network.** Synchronization within the network has traditionally been viewed as a protocol-based approach that formed an elaborate “hand-shaking” mechanism with precisely defined timing [LT91]. As such, it proved a complex technique that was network-dependent and prohibitively difficult when a large number of media streams became involved. As with source-based synchronization, this technique also assumed an intelligent source and a receiving site that will do nothing that could somehow induce asynchrony between the streams. For these reasons, this approach has traditionally been unpopular.

**At the Receiving Site.** Synchronization at the receiving site (sink) enforces the required temporal constraints on each media stream after it is received from its source over the network. This kind of synchronization mechanism allows each media stream to originate from its own source and does not require any inter-stream management by the network. However, it can place a large processing burden on the receiver and provides (as with source-based synchronization) a solitary approach to the synchronization (and coordination) of media and their interactions. However, because of difficulties associated with transport induced delays, locating the synchronization mechanisms at the receiving site as traditionally been the most popular technique.

While generally useful, the difficulty with the above categorizations is the implicit notion that they must be used in isolation rather than in a complementary fashion. For example, by combining network and receiving site synchronization, a multimedia system could reduce the complexities of the receiver’s synchronization mechanism while still allowing for processing not normally supported by the network model.

The major problem with this taxonomy, however, is that it assumes the traditional computer vs. network model: the source and sink are the computational entities while the network is a “dumb” transport agent. However, when the notion of *intelligent networks* [ITU92] and/or *programmable networks* [CKV+99] is applied, network synchronization can be transformed into a network service based on a computationally-enabled “smart” network rather than simply constituting a network protocol. Such an idea is the basis of the work presented in this dissertation as is presented through the use of a coordinated communications subsystem and the collaborative multimedia support system (CCS/CMSS) as discussed in upcoming chapters.

### 2.1.2.2 Coordination

In addition to synchronization, a system must also deal with higher levels of behavioural management. By constituting management in the “large,” coordination is the “macro management” of higher level entities, their interactions and the semantics governing their use. To explain this notion, we first offer a general overview of coordination, followed by a discussion specific to collaborative multimedia systems.
2.1.2.2.1 The Role of Coordination

As described in [MC94], the coordination problem can be summarized as the "integration and harmonious adjustment of individual work efforts towards the accomplishment of a larger goal" [Sin89]. However, the importance of coordination is often overlooked because it is such a prevalent, subtle and assumed facet of everyday existence. Indeed, the notion of a coordinated system spans many disciplines and can be applied at many different levels within them. However, regardless of its specific application, coordination highlights the need to maintain a coherent system state in which participating entities are aware of where, when and how they fit within the "grand scheme of things". While often a presumed axiom of human-centered activity, coordination in a technological environment requires more pedantry. In mixed human and technological systems like that of a media space, coordination needs to function in a supportive and adaptive role. The specifics of coordinating an environment need to depend on which entities are involved and the semantics of its usage scenario. Such a situation-dependent approach is very common in daily life as "the rules of the game" are constantly and dynamically adjusted to the situation at hand. Therefore, coordination facilities that support such an approach can be said to offer context-mediated behaviours.

As part of achieving a coordinated environment, synchronization plays a fundamental role. Defined as "the representation or arrangement (of events) to indicate coincidence or coexistence" [Web99b], synchronization can be seen as a necessary part of "making sense" out of a series of actions. However, as synchronization tends to examine the actions in terms of component entities, it does not (via its level of approach) take into account the more abstract meaning of interaction of an entity as whole, as interacting composites, in relation to some goal or in any particular semantic context. For example, consider an audio/video voiceover combined with a text caption and accompanying visual. Even if the pair of audio/video streams are perfectly synchronized, if their content does not match the appropriate text or is shown with incorrect imagery (i.e. is not coordinated relative to the other elements), the presentation as a whole will not make sense. In other words, there will be a semantic discontinuity and the intended meaning of the presentation will be lost (see Figure 2.8).

Synchronization can therefore be seen as a necessary but insufficient level of behavioural management within systems that have a high degree of semantic complexity – a collaborative media space being one such example. Shown in Figure 2.9, collaboration, coordination and synchronization are mutually dependent upon each other.

![Figure 2.8: Coordination and Semantic Coherence](image-url)
in terms of abstracting behavioural complexity and offering a way to relate the characteristics of behavioural management to different levels of abstraction. In essence, coordination can be seen to function at a meta-level relative to synchronization, whose separate consideration offers increased semantic, conceptual and implementational clarity.

2.1.2.2.2 The Need for Coordination in Collaborative Multimedia

In so much as collaboration is itself an abstract concept, so too are the benefits of collaborative multimedia realized at an abstract level. The need to combine synthetic and live media of both conversational and interactive varieties, for example, introduces the need to address mixed mode synchrony and the dynamic formation of interacting media object groups. Further complexity results from the need to provide for multi-synchronous groups, which are semantic "associations" marked by disjoint synchronization needs. For example, associating real-time audio commentary, synthetic video clip playback and interactive text document editing. By addressing the behavioural management of such complex collaborative scenarios at strictly a "synchronization level", low-level solutions to high-level problems results in a complex tangle of low-level techniques amplified by still insufficient means to deal with the higher level semantics.

These kinds of issues, including related scenarios and example constructs will be illustrated further in subsequent chapters.

Based on existing systems, the problem shared by most approaches to media synchronization and shared environment coordination is two-fold: (1) excessive protocol-orientation; and (2) rigidity in the area of application. The majority of traditional approaches to multimedia synchronization were based on the use of protocols and/or a timeline/scheduling mechanism. Typically, protocols were used in distributed real-time applications (such as conversational multimedia) while scheduling was used in presentational applications. However, the problem with protocol approaches are that they do not scale well (i.e. they become excessively complicated) when the number of entities gets large and/or the synchronization parameters (such as different granularities, paradigms) vary. In fact, a single protocol to handle the potential heterogeneity of synchronization requirements within a collaborative multimedia environment, given the varied characteristics would be prohibitively complex, if at all possible. While the use of transport or application level protocols

![Figure 2.9: Aspects of Collaborative Behaviours](image-url)
(such as RTP, etc.) are necessary, they are not a sufficient or necessarily efficient way to build arbitrarily complex systems. Similarly, the use of scheduling mechanisms is not conducive to the real-time data generation typical of collaborative interaction and conversation. An attempt to combine the two approaches in one (effectively nesting the two techniques to achieve a "protocol schedule" or "schedule protocol") would at best be unclear and cumbersome.

Consequently, there is need to utilize the various “tried and true” techniques where they fit and where they work, rather than attempt to use inappropriate ones in ways and at levels for which they are not suited. Hence, this dissertation can be seen to offer an integration framework that allows for this integration through the novel combination of system engineering techniques.

2.1.3 Systems Engineering

In order to meet the diverse and open-ended requirements of the preceding approaches, this section overviews a number of systems engineering techniques and principles on which this research is based. These include: real-time systems, software engineering, middleware, meta-technologies and reflection.

2.1.3.1 Real-Time Systems

A real-time system (RTS) is defined as one whose correctness depends not only on its logical results but also the temporal properties of its behaviour [LA90]. The basic notion of real-time systems is well-known and such systems have been used for many years. Also known as event-driven systems, real-time processing uses the event-response paradigm while traditional data processing considers output as a logical function of its input (see Figure 2.10). Examples include the control of factory robots as well as avionic subsystems in airplanes and are characterized as: deterministic, having timely responses (based on guaranteed deadlines), offering flexible scheduling abilities, having a very high demand for security, requiring low fault tolerance and being robust under all conditions [SN95]. For example, unanticipated delays in a robot welding car parts together could result in the parts being welded incorrectly as well as the robot itself being damaged. Such severe consequences therefore necessitate that events occur only at their scheduled time.

Real-time systems can be seen not necessarily as “fast” but as “temporally pedantic”. That is, the behaviour of a real-time environment must occur on time since early event occurrence can be just as damaging as incurring delays. However, the severity associated with missing a scheduled deadline varies and systems are therefore classified as either “hard” or “soft” real-time.

![Figure 2.10: Transactional vs. Real-Time Processing](image-url)
**Hard real-time systems** are those in which any violation of a timing constraint is considered a system failure. Consequently, timely execution must be guaranteed through resource allocation based on the worst possible situation. Such a strict policy usually results in under-utilized resources during normal operation and can require a complete system shutdown should any anomalies be detected. The robot and avionic systems discussed above are examples of this type.

**Soft real-time systems**, however, are those in which a violation of a temporal constraint does not constitute a system failure. In contrast to the above examples, multimedia systems generally constitute soft real-time systems in which temporal performance requirements are usually not so restrictive [SN95] [Bur94]. Typically, if an object in a presentation is displayed behind schedule, the consequences are comparatively minor: the quality of the presentation may be degraded and the user may be annoyed or confused by the asynchrony – but no physical damage results². Relatedly, the human-centric character of multimedia systems implies a range of “acceptable” playback quality which varies with individual users. Consequently, human perceptual limitations can be used to relax certain timing constraints within a multimedia system [SE93]. This facilitates a choice between which playback characteristics are most important and possible trade-offs between functionality and resources usage. For example, if the bandwidth of a video channel is constrained to only 15fps at a specific resolution, the user could decide to accept the provided quality or adjust select parameters more aptly suited to his/her needs. In addition, the isochronous nature of continuous media allows continuous media streams to be viewed as a periodic task [SN95]. The result is more flexibility in scheduling which facilitates easier resource handling, which is extremely valuable when considering the resource-intensive demands associated with multimedia data. Subsequently, the soft real-time nature of multimedia illustrates the need for an adaptive approach to system management.

As part of such an approach, three important aspects must be considered: system support, structure and monitoring. **System support** for real-time environments includes providing the appropriate hardware/software infrastructure, including provision of a real-time operating system [LA90] [GA91] [BL91] [Ste95]. However, rather than provide an in-depth discussion of such issues, it is simply noted that a real-time media space architecture needs to consider its computational environment. In terms of **structure**, the software engineering practices applied to the design and implementation of a real-time system are also important [LA90] [SR95]. This is true both in terms of providing a flexible and extensible architecture capable of real-time performance but also one in which the actual performance can be monitored [Jah95]. In order to provide an adaptive system, it is necessary to have a system which can **monitor** its own behaviour during run-time. Therefore, the system can evaluate any behavioural problems and take the necessary measures to correct them. To be useful, monitoring must be done in a non-obtrusive manner and not adversely affect system operation. As applied to media space behavioural management, these issues need to be addressed in a manner which facilitates rather than hinders the collaborative effort.

---

² An obvious exception would be a tele-surgery application in which a lack of temporal accuracy could jeopardize a patient's health.
2.1.3.2 Software Engineering

An increasingly pervasive term, software engineering is commonly used by many to refer to the process building software. However, the proper definition of software engineering is more broadly based to refer to "...the systematic approach to the development, operation, maintenance and retirement of software" [Vli93]. Consequently, the true importance of software engineering lies in the fact that it addresses the software lifecycle in a complete sense, so as to meet the overall needs of specific systems.

As introduced in the previous section, real-time systems have very specific requirements in terms of their behaviour and in meeting the needs of their operating environment. Consequently, software engineering plays a major role within real-time systems, and in part explains its importance to this research. In particular, the work presented in this dissertation borrows from five particular areas of software engineering in terms of its philosophy; these are: patterns, frameworks, lifecycle management, object-orientation and executable modelling.

2.1.3.2.1 Patterns and Pattern-Based Architectures

As an increasingly popular element within the software engineering community, patterns are a concept which originated in the field of building architecture in the 1970s [Ale79] [AIS77]. Used originally in a spatial (i.e. architectural) context, the original notion of a pattern was specified by Christopher Alexander as follows:

"Each pattern is a three-part rule, which expresses a relation between a certain context, a problem, and a solution. As an element in the world, each pattern is a relationship between a certain context, a certain system of forces which occurs repeatedly in that context, and a certain spatial configuration which allows these forces to resolve themselves. As an element of language, a pattern is an instruction, which shows how this spatial configuration can be used, over and over again, to resolve the given system of forces, wherever the context makes it relevant."

In essence, a pattern can be seen as a kind of template used to specify how a general solution is applicable within a given context for a particular problem. In software engineering, patterns have been applied to the design of computer-related systems, ranging from architectural patterns which express system organization, design patterns for detailing subsystems, and idioms which highlight particular implementation constructs [GHJV94]. In effect, they are common solution strategies that appear again and again, and include well known examples such as client/server and layers (see Figure 2.11). While a thorough discussion of patterns is beyond the scope of this work, Figure 2.12 summarizes a variety of architectural and design patterns that will be referenced when discussing the proposed RASCAL framework in subsequent chapters.

The use of patterns in the realization of pattern-oriented software architectures [BMR+96] has extended the concepts of encapsulation and re-use from simple code modules (such as procedures) to entire subsystems of interacting components (i.e. component-based systems). Such an approach, commonly referred to as componentware, utilizes each component as an independently developed and tested entity with well-defined interfaces to connect to and function as part of a larger system. Often discussed in relation to frameworks
[FS97] [Joh97] [Sch97] [App00], this integration can be addressed in two ways: (1) structural; and (2) behavioural.

- The *structural view* of a component-based architecture is one in which an entity's functional role and interconnections are governed according to a specific well-known configuration. This configuration can be seen as a pattern which specifies the arrangement of these entities. Therefore, within a collaborative multimedia system, this view would address its design as a pattern(s) of collaborating entities, each of which support/enable a particular kind of collaborative activity or multimedia functionality. For example, the playback of a synthetic movie would typically employ the client/server pattern through the use of data server and playback client entities.

- The *behavioural view* of a component-based architecture constitutes the logical perspective of entities and their interaction as part of a particular usage scenario. Within the collaborative process, the interaction between participants and the media they use is a highly purposeful dialogue in which participants' activities and the exchanges between them are part of a mutually understood "goal-oriented" behaviour. Therefore, as mentioned in the introduction, participants can be seen to engage in specific collaborative *behavioural patterns* which guide their mutual understanding and activities, both as individuals as well as members of a collaborating group. Complex behaviours are a combination of simpler ones, with each behaviour being a pattern of entities which interact in a specific well-defined manner. The result is a composition of complex patterns from simpler ones, functioning much like *behavioural components* in the overall collaborative effort.

In his original work, Alexander hierarchically structured his patterns into a system called a *pattern language*. Reminiscent of botanical vines left to find their own way, Alexander’s arrangement was capable of adapting its form to suit the particular needs of a given situation, deviating from the set path when suitable. Such an

---

3 This use of “behavioural” does *not* mean the same thing as in [GHJV94]. Their behavioural patterns are a subset of design patterns, in which behaviour is implicit to structure. Our use of “behavioural” is explicit and at a higher level, being orthogonal to the architectural/design/idiom classification.
adaptive nature can also be applied beyond the structural (i.e. spatial) arrangement, in terms of behavioural management. Therefore, when applied to the use of behavioural patterns, combined with the application of reflection and intelligent networking principles, the result is the notion of intelligent self-investigative behaviours. This idea will be explored further in upcoming chapters.

2.1.3.2.2 Frameworks

As an approach to software development, frameworks have been characterized as "reusable mini-architectures" that provide the basic structure and behaviour for a set of abstractions within a given domain [App00]. By supplying infrastructure and mechanisms to effect interaction between abstract components with open implementations, a framework offers architectural guidance by partitioning the design and defining responsibilities and collaborations between entities [GHJV94]

Most often, frameworks are viewed in a programming-only context; examples include MFC – Microsoft Foundation Classes [Bla97] [Tem97] and ATL – the Active Template Library [Box97]). While suitable examples, frameworks are actually a broader, more generic and powerful design technique whose importance is shown by a growing body of research [FS97] [Joh97] [Sch97] [DMNS97] [BMA97] [CHSV97]. Domain-specific examples also include those that deal with multimedia and user interfaces [Ack94b] [PLV97].

As applied to this research, RASCAL takes a framework-based approach to providing for behavioural management within collaborative multimedia systems. By addressing the system's software engineering in a reflective manner (as discussed shortly), the framework also provides a way to deal with the management of system's whole lifecycle.

2.1.3.2.3 Lifecycle Management

Dealing with the on-going reality of computer systems is an important facet of software engineering. This aspect, known as the software lifecycle, emphasizes all phases of software development, from requirements analysis and design, through to implementation, maintenance and retirement. And as applied to real-time systems, lifecycle management plays an important role in ensuring that not only the initial design of the system meets its real-time needs, but also that its continued evolution satisfies them as well. Consequently, a real-time system like that of a collaborative media space with highly dynamic behaviours that evolve over time must pay considerable attention to such issues.

The traditional waterfall model is a software development process that structures analysis, design, programming and testing as four distinct steps, each of which is completed before the next step begins. Consequently, it implicitly assumes a static system which does not change, and is therefore not suitable for a real-time system which must be adaptive to its environment. The technique known as the spiral methodology, however, offers an incremental improvement over the waterfall model and is more suitable for real-time systems. While still consisting of four phases, rather than complete each step strictly in turn, the spiral methodology spends an initial amount time in each phase, followed by several iterations over all four phases.
<table>
<thead>
<tr>
<th>Pattern</th>
<th>Usage/Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blackboard</td>
<td>Useful for problems for which no deterministic solution strategies are known. In this pattern, several specialized subsystems assemble their knowledge to build a possibly partial or approximate solution.</td>
</tr>
<tr>
<td>Broker</td>
<td>Used to structure distributed software systems with decoupled components that interact by remote service invocations. A broker component is responsible for coordinating communication between components.</td>
</tr>
<tr>
<td>Metamorphosis</td>
<td>Used to provide run-time modifiability to systems. [BMR+96]</td>
</tr>
<tr>
<td>Microkernel</td>
<td>Applies to software systems that must be able to adapt to changing system requirements. It separates a minimal functional core from extended functionality and customer-specific parts.</td>
</tr>
<tr>
<td>PAC Presentation Abstract Controller</td>
<td>A structure for interactive software systems in the form of a hierarchy of cooperating agents. Every agent is responsible for a specific aspect of the application’s functionality and consists of three components: presentation, abstraction and control. This subdivision separates the human-computer interaction aspects of the agent from its functional core.</td>
</tr>
<tr>
<td>Reflection</td>
<td>A mechanism for dynamically changing structure and behavior of software systems. It supports the modification of fundamental aspects, such as type structures and function call mechanisms. In this pattern, an application is split into two parts: (1) a meta level that provides information about selected system properties and makes the software self-aware; and (2) a base level which includes the application logic.</td>
</tr>
<tr>
<td>Client Dispatcher Server</td>
<td>An intermediate layer between clients and servers, the dispatcher provides location transparency by means of a name service, and hides the details of the connection establishment between clients and servers.</td>
</tr>
<tr>
<td>Decorator</td>
<td>Attach additional responsibilities to an object dynamically. Provides a flexible alternative to subclassing for extending functionality on a per object rather than per class basis. A Decorator (vs. Strategy) lets you change the “skin” of an object.</td>
</tr>
<tr>
<td>Proxy</td>
<td>Provides a surrogate or placeholder for another object to control access to it.</td>
</tr>
<tr>
<td>Publisher-Subscriber</td>
<td>Used to keep the state of cooperating components synchronized by enabling one-way propagation of changes: one publisher notifies any number of subscribers about changes in state.</td>
</tr>
<tr>
<td>Strategy</td>
<td>Supports algorithmic interchangeability (within a family of algorithms) through their encapsulation and allowing selection to vary independently between client instances. A Strategy (vs. Decorator) lets you change the “guts” of an object.</td>
</tr>
<tr>
<td>View Handler</td>
<td>Manages all views that a software system provides via a view handler component that allows clients to open, manipulate and dispose of views. It also coordinates dependencies between views and organizes their updates.</td>
</tr>
</tbody>
</table>

Figure 2.12: Various Architectural and Design Patterns

The spiral methodology can be characterized as iterating over the processes of “think a little, plan a little, implement a little, test a little”. Each of the four phases is given equal treatment within each cycle of the spiral, for a given level of detail. The entire process is then repeated at a subsequent level. Therefore, while the “deliverables” from each phase do not change in structure, their content is different. As the methodology progresses from level to level, more and more detail is generated, and after several iterations, it is complete.

As applied to the engineering of a product, the spiral methodology allows for feedback regarding the complexity of a particular requirement. There are stages where mistakes in the requirements can be corrected and the end user gets an early look at the results and provide feedback. The implementation team can offer
feedback regarding performance and viability back to the requirement team and the design team for the next iteration of the spiral. Consequently, the product can track technology better and as new advances are made, they can be incorporated into the architecture.

Similarly, such an approach can be applied to the management of collaborative behaviours. A collaborative system must be able to manage the lifecycle of its behaviours by dynamically examining, computing, modifying and utilizing changes in their characteristics and that of the collaboration being performed. Therefore, the spiral methodology can be seen as a way to express the necessary iterative approach that is part of providing a system which can “engineer itself”. This notion is addressed in Chapter Three when the notion of “self-investigative behaviours” is further detailed.

2.1.3.2.4 Beyond Object-Orientation: Responsibility-Driven Organization

One difficulty in the development of software systems is deciding how to organize its functionality as performed by the various software components. Object orientation is a common design and implementation technique that attempts to address this concern by viewing a system as a collection of interacting objects, each of which represents and encapsulates the details of some (real-world) entity. Unfortunately, an object’s complexity is often significantly increased as a result because a single entity assuming too many diverse responsibilities. A video-on-demand system, using a movie object with audio and video tracks, would need to address issues such as data retrieval, decoding, intra/inter-stream synchronization, user interface management and so forth. While most modern designs would not attempt a strictly monolithic solution, it is quite common to blend at least some of these aspects together in implementation-specific ways. The result is difficulty in isolating which aspects of the system deal with different parts of the problem, ultimately affecting how easy it is to debug, modify and maintain the system. Levels of functionality are often woven together and blur the distinction between solution, policy and mechanism [CMB+90].

Within collaborative environments, this lack of separation affects the ability to scale and adapt such systems because the range of possible usage scenarios can be overwhelming. Combined with the integration of presentational techniques, live media and interactive exchanges, there is clearly a need to simplify when, where and how to address these different aspects within a system’s overall design. In such a situation, object orientation is a necessary but insufficient means of isolating system detail because each object must still address issues relating to its own behaviour as well as its interaction with other objects. The result is a mesh of interacting objects, each communicating with the other in a very tangled manner. In general, objects are both busy doing their own work (i.e. domain computation) and telling others what to do (i.e. coordinating them), either explicitly or implicitly through their direct communication with each other. This leads to a system that is a highly interdependent and interconnected collection of objects which must directly deal with the coordination of other entities in its environment. Consequently, the entities within the space are highly configuration-dependent and their ability to be re-used within a general framework is reduced.
Therefore, there is a need to organize the system along lines of the responsibility in which a system’s execution (i.e. domain computation) is separated from its coordination (i.e. the management of domain computation). The coordination meta level manages the base-level computation in which these two aspects of an entity are explicitly separated. Doing so facilitates cleaner system design and re-use at a behavioural level in addition to a structural (i.e. functional) level (as in the standard object-oriented paradigm). This takes the standard hierarchical approach to structure (e.g. classes, types, objects) and mirrors it in a behavioural context; that is, lower-level domain activities are managed by higher-level coordination activities.

As applied to collaborative media space design, this approach reflects the difference between the elements within it. Media are synchronized at multiple granularities (objects, frames, actions, groups of...) and in terms of their individual media-specific requirements. Collaborators who use these media must be coordinated according to their behaviours, which are oriented towards achieving a specific collaborative goal. Consequently, collaboration is achieved by coordinating users’ behaviours via synchronizing the media they use. Since these tasks deal with different entities and at different levels of abstraction within the media space, each forms a meta level to the one below it and serves as the basis for applying a technique known as reflection [Mae87] [Smi85].

2.1.3.2.5 An End-to-End Approach: Executable Models

Another difficulty with real-time system engineering is ensuring the final result matches the initial intent. In other words, does the implementation reflect the design. A lot of approaches to multimedia systems, for example, do not adequately address more than one phase of system’s lifecycle; rather, most tend to deal exclusively with either the specification/design, implementation or run-time execution phase. Those software development techniques that do span multiple stages, such as the spiral methodology, however, can often suffer from a “semantic gap” between one stage and the next. The result is an increased potential for errors and unintended discrepancies between the desired design and the final system because of the often manual translation from one phase to the next.

To reduce the likelihood of such discrepancies and to facilitate the use of appropriate abstractions, this work utilizes the notion of executable models. Such models allows the specification of system entities, such as collaborative scenarios at the design level which are then executed directly without the need for manual translation into an implementation. This approach addresses the lifecycle from design through to run-time execution because the design models themselves are the implementation which is then directly executed by the computing machinery. Consequently, by modifying the design, you modify the implementation, which directly impacts the actual run-time execution. Therefore, debugging the implementation cannot introduce discrepancies with the intended design and modifications to the design will be automatically reflected in the run-time execution.

Such an approach is used within this work as the means to define various components and patterns that regulate behaviour within the media space. The benefit is that the design of potentially complex collaborative scenarios...
can be modelled at more abstract levels (based on patterns and components) which are then executed directly. By modifying the design of the collaborative scenario as a model, you automatically modify its actual realization. Doing so allows the behavioural patterns to be explicitly extracted and specified as high-level event-driven models which can then drive the execution of the objects within the space. Consequently, the rules governing interaction in the space are not embedded implicitly in code modules but exist independently as executable models.

An important aspect of such an approach is the use of active objects to realize elements within the system. Each element, be it a user-level collaborative pattern or a part of the media space system itself, is considered an active object with its own thread of execution. Rather than use passive computational structures (i.e. traditional objects) to handle the system’s various operational states, an entity’s active nature allows it to perform computations and execute actions to fulfill its role. Changes in behaviour or function are achieved by using the appropriate active entity which “knows how” to perform a particular type of activity (i.e. it is a specific executable model).

Investigation of this feature is based on the use of the ObjecTime [SGME92] [Sel94] CASE package and will be discussed in subsequent chapters.

**2.1.3.3 Middleware**

Middleware is an approach to software development that evolved during the 1990s in order to promote connectivity between and the development of distributed applications within networked environments. Effectively, middleware offers a set of services between the application and the OS/network layers that enable multiple processes running on different (potentially heterogeneous) machines to interact across a network (see Figure 2.13 [Ber96]). It does so by abstracting and providing augmented/additional functionality to the application with the following benefits [Sch97]:

- **Location Transparency**: A ‘holy grail’ of distributed processing, middleware attempts to make the locality of the service transparent to both the user and the application itself.

![Figure 2.13: The Role of Middleware](image-url)
• *Network Independence:* Removes dependencies and specifics of the underlying communication services from the application.

• *Reliability and Availability:* Ensuring provision of the service is not the responsibility of the applications but of the service provider (middleware).

• *Scalability:* As above, changes to service support for handling increased load can be addressed separately from the application, which allows better management and evolution of its functionality across all of its users.

Often called "the middle tier" in colloquial terms, the design of middleware usually takes on one of the following forms [Ber96]:

• *Transaction Processing Monitors (TPM):* TPMs are a means to utilize a collection of middleware services within distributed applications by mapping between these services to the transaction processing approach commonly used by many distributed applications.

• *Remote Procedure Calls:* Commonly known as RPCs, remote procedure calls are a system-level abstraction which allows parts of an application's execution (i.e. procedure invocations) to be made across process and/or machine boundaries.

• *Message-Oriented Middleware (MOM):* MOM is a basic information transfer paradigm that abstracts and facilitates inter-program data exchange using message passing. Its main benefit is the abstraction of the messaging away from network-specific concerns, thereby promoting interoperability, portability and flexibility within applications.

• *Object Request Brokers:* Object Request Brokers (or ORBs) are a mechanism to manage a program's objects such that they may be distributed and shared across heterogeneous networks. A well known example of this approach is CORBA — the Common Object Request Broker Architecture [YD96]. [Vin97]

Recently, the use of middleware within distributed multimedia systems has been increasingly popular [BCRP98] [CBC98] [BCC+99] [Cou99] [MBK+99] [LN99a] [LN99b]. As a means to provide more abstract network-related services, interest has also been expressed in terms of providing for reflective middleware (Figure 2.14) as structured means to address tailorable network services (see Lancaster publications [BCRP98] [CBC98] [BCC+99] [Cou99]).

The research done as part of this thesis can also be seen as an example of reflective middleware. Furthermore, the MSpace prototype also illustrates the use of another well-known middleware system, the Distributed Component Object Model (or DCOM) [BK96], which will be discussed further in upcoming sections.
2.1.3.4 The Meta Approach

The prefix *meta* denotes a “more comprehensive” yet critically related approach to a specific subject [Web89c]. That is, the meta approach to a discipline uses abstract representations of that subject rather than dealing with specific concrete entities in an underlying system. Consequently, the power of the meta approach lies in its expressiveness and ability to encompass the complexity of its underlying base systems.

To provide background perspective for the terminology used within this work, the topics of metaobjects, metaobject protocols, metacomputing and metamodelling are briefly overviewed.

2.1.3.4.1 Metaobjects and Metaobject Protocols

Simply put, a metaobject is just an object. The differences lies in the level of abstraction and the focus of the object itself. A metaobject is effectively an object at the meta level, relative to a given base level, as shown in Figure 2.15. The domain of the metaobject is some aspect of the base object which is defined by their particular relationship. For example, a given base object is an MPEG codec [BL94], with all the necessary mathematical logic for performing the encoding standard. However, because different variations of the MPEG stream are possible (i.e. different arrangements of I, P and B frames), the actual arrangement could be managed by a metaobject which solely is responsible for dealing with which frame arrangements should be used. Other examples include which virtual memory page replacement policy or CPU scheduling policy are used within an operating system [Yok92] [Yok99].
Metaobject protocols [KP96] are the basis of a technique usually associated with programming language design. By offering supplemental interfaces to programming languages, metaobject protocols offer a way for users to incrementally modify a language's behaviour and implementation. Therefore, metaobject protocols allow users to modify the expressiveness of the language and the ability to write programs in it. As part of promoting flexibility, metaobject protocols are based on the use of an object-oriented language (hence the word "object" in "metaobject") as well as the notion of procedural reflection (detailed later in this chapter) by which modification to the language can be done in terms of its own syntax.

The use of metaobject protocols blurs the distinction between language designer and language user. Traditionally, languages were built with well-defined, fixed behaviors (i.e. semantics) in which users treated languages as immutable black-box abstractions, and any needed flexibility or power was derived from constructs built on top of them. This approach was based on the notion that programming language design was difficult, highly-specialized and inappropriate for the average user. In contrast, the metaobject protocol approach is based on the idea that one can and should open languages up, allowing users to adjust the design and implementation to suit their needs. In a language based upon metaobject protocols, the language implementation itself is structured as an object-oriented program and allows the power of object-oriented techniques to be exploited internally. This can be seen as taking less of a "black box" approach and more of a "glass box" [UMAI94] [KP96] approach in which the internals of the system can be seen and addressed in order to meet the needs of specific usage contexts.

The recent trend to "opening up" systems using the concept of open implementation is based on the observation that technological systems other than programming languages can be based on a metaobject protocol. Within language design, the effect of opening up its implementation is that it does not represent a single point in the overall space of language design, but rather an entire region within that space. Therefore, any approach such as collaborative system framework that utilizes the metaobject protocol approach can address not just a specific way to collaborate but a naturally expansive way to support a wide range of collaborative practices and their support systems.

**2.1.3.4.2 Metacomputing**

Metacomputing is "computing about computing". More commonly referred to as distributed computing, metacomputing refers to the inherent notion that a distributed system inherently performs computations about its constituent systems in order to distribute the original computation. As such, metacomputing deals with information and abstractions regarding individual computing systems as they exist within a larger, integrated whole.

Inherent in such an approach is the need to coordinate the activities done as part of distributing the computation [RBD+97]. Therefore, the general "management" principle of metacomputing is analogous to coordinating a range of activities used within the collaborative process. In each case, a semantically coherent environment is
provided not only by correct synchronization of individual activities but by their coordination relative to each other and the overall system.

An important part of achieving this organization is the communication and distribution facilities provided by the underlying operating environment. This infrastructure can range from general-purpose distributed operating systems [Bur94] to specialized “application” kernels [Fuj90] [Jef85]. These systems typically provided numerous services including standardized communication methods between hosts. Traditionally, this often took the form of a Remote Procedure Call (RPC) [Tan92] [Bur94] in which case the execution of a particular functionality (i.e. procedure) is transparently mapped to a remote machine. This notion has been augmented within the object-oriented paradigm towards a versatile and encompassing mechanism to separate a system’s logical functionality from its physical implementation (i.e. location). This middleware approach (as discussed previously) is commonly based on either CORBA, the Common Object Request Broker Architecture [Vin97] [YD96], or DCOM, the Distributed Component Object Model [BK96] [Gri97]. The role of DCOM within the prototype developed as part of this research will be discussed in upcoming sections.

2.1.3.4.3 Metamodelling

Modelling is a technique used in many disciplines to represent and aid in the understanding of virtually all kinds of systems. The term metamodelling refers to principle of abstracting and describing the thought processes behind the development of specific models; that is, the model uses descriptive abstractions rather than actual system entities [GS96]. The use of a higher representation allows a simpler and more abstract model based on behaviours and relationships rather than specific attributes. Consequently, it reduces the complexity of a specific system and focuses on the high-level rather than base-level behaviour. This also provides more flexibility and variability in design such that the model implicitly provides a framework for different possible implementations rather than one particular instance. This approach is taken by this research in order to provide an infrastructure that can be used across a multiplicity of collaborative systems rather than be fixed to a single domain.

2.1.3.4.4 Summarizing the Meta Approach

The meta-level approach offers a general framework by which to consider media space behavioural management as a meta system itself; that is, as a system which coordinates and synchronizes media and user interactions, the media space is itself performing meta-computation. Use of a metaobject protocol enables such a system to provide a mechanism by which the domain functionality of the media space can be “openly” examined and therefore managed in both a coordinated and well-defined manner. Furthermore, a clean and well-defined design is facilitated through employing the object abstraction so that the system can be regarded as a group of communicating objects, whose behaviour can be governed through the use of explicit behavioural metaobjects and their corresponding metaobject protocols.
2.1.3.5 Reflection

Reflection is an increasingly popular yet somewhat esoteric organizational and design paradigm that originated in the fields of artificial intelligence and programming language design. Most easily understood\textsuperscript{4} as "... the process of reasoning about and/or acting upon oneself" [Mae87], reflection can be thought of as a way for systems to "think" about themselves. In concrete terms, a reflective system is one which computes about itself in addition to computing about its application domain. To do so, it utilizes a two-level computational structure which \textit{causally connects} a domain-specific base level with a corresponding meta level. Specifically, the meta level's computations deal solely with base-level entities, while the base-level entities compute about a specific functional domain. That is, the meta level computes using a \textit{self-representation} of the system while the base level deals with the application's primary functionality.

Reflective architectures can be extremely useful for applications which must initially meet specific requirements but later evolve to comply with new ones, depending on environmental changes. For example, consider an application whose objects are persistent but not replicated. Later, due to a change in policy (e.g. increased availability is required), certain objects must be replicated. In a reflective architecture, persistence and replication can be implemented as meta-level constructs relative to the basic object and its functionality. The ability to \textit{dynamically} associate non-functional requirements to (groups of) objects offers increased transparency and adaptability – two important aspects of both real-time and collaborative systems.

Reflection therefore offers a general approach to abstract and interrelate different levels of a system. It can effectively be thought of as a \textit{pattern} [BMR+96] for structuring system organization into \textit{causally connected levels of responsibility}. While each level performs its own independent activities, it also has a direct correlation to other layers, either as to the information observed or the actions impacted upon them. Therefore, as discussed in subsequent chapters, it serves as a vantage point for the consideration of self-adaptive software systems [Ore96] [OGT+99] [KS99].

2.1.3.5.1 Illustrating Reflection: Debugging A Computer Program

To illustrate the notion of causally connected levels of responsibility and their interaction, consider the process of debugging a computer (application) program (Figure 2.16). In reflective terms, the application itself is the base level which performs subject-specific computation. The meta level is the debugger which computes about the application but does not know or care about what the application actually does. Hence, it has different semantics, level of abstraction, computational domain and complexity. And as illustrated by the fact that a generic debugger can be used with different application programs, a single meta level can potentially deal with many possible base levels. When the debugger examines elements of an executing application, the system is

\textsuperscript{4} While a reasonably intuitive concept, the nomenclature associated with reflection is sometimes quite obscure. The reader is therefore referred to Appendix B for definitions of the various terms used here and throughout this dissertation.
reifying those elements (taking them to a new level and using them as data for computation). When the debugger is used to modify those elements to affect subsequent computations by the application (i.e. elements are modified so as to alter the execution of the application), this is the process of deification. While usually only considered a two-level example of reflection, should the debugger be invoked upon itself (say for example, in response to the debugger itself crashing), the resulting three level structure would form an example of a reflective tower (Figure 2.17).

In the general case, as illustrated on the right side of Figure 2.16, a system moves from performing base-level computations about a specific domain to its meta level via reification, where it can examine aspects about its base level (through introspection). It can then make changes to the base level (by applying intercession) which are then utilized when the base-level computation resumes (upon deification). In an implementational sense, reflection supports flexibility in a “physical” architecture, while in terms of computation, it affords flexibility at a behavioural level. This synergy between a meta-level architecture and reflection is summarized in Figure 2.18.

Figure 2.17: An Example of Multiple Meta Levels – The Reflective Tower
2.2 Implementational Background: Technology Overview

As part of the research done for this dissertation, a proof-of-concept prototype was constructed on the Windows® NT platform. Several complex technologies were used to do so and this section very briefly overviews the most important ones so as to assist the reader in subsequent chapters. There is no attempt to be exhaustive in their explanation, but rather, give a basic outline. The interested reader is referred to the numerous possible references on each of these topics for more detailed information. Further relevant details on each will be given when the prototype is presented in subsequent chapters.

The technologies used in the prototype implementation include the following; their basic relationship is illustrated in Figure 2.19:

- MFC: Microsoft Foundation Classes
- ATL: Active Template Library
- D/COM: The (Distributed) Component Object Model
- OLE: Object Linking and Embedding

Figure 2.19: Relating Implementational Technologies
2.2.1 MFC, ATL and the Developer Studio

As part of simplifying system development for Windows, two class library techniques are offered by Developer Studio, the C++ development environment used as part of this project. These class libraries, namely MFC [Bla97] [Tem97] and ATL [Box97], offer higher level functionality which encapsulates parts of the low-level Win32 API. The basic difference between them is their focus and the relative complexity associated with certain kinds of programming activities. While detailed later, these two techniques offer the following benefits:

- **MFC:** provides support for the document/view architecture that supports compound documents as utilized by OLE which is used for the prototype’s “integrationist” interface
- **ATL:** offers better support than MFC for the many complexities associated with using COM, DCOM and the development of ActiveX controls

2.2.2 D/COM: The (Distributed) Component Object Model

The Component Object Model [COM95], commonly known as COM, is a component integration framework developed by Microsoft as part of their Windows® operating system strategy. Both as a specification and an implementation, COM allows developers to build systems out of reusable components (potentially from different vendors) which communicate via the underlying COM subsystem. By defining an API that allows the creation of components based on a binary standard, components can interoperate with other such components and be reused across custom COM-compliant applications.

DCOM, or the Distributed Component Object Model [BK96] [Gri97], is an extension to the Component Object Model that allows network-based component interaction. Effectively, DCOM is the distributed (or network-capable) version of COM; that is, while COM’s functionality is limited to a single machine, DCOM supports distributed objects across a network. With DCOM, components operating on a variety of platforms can interact, as long as DCOM is available within the particular operating environment. Consequently, DCOM is an example of middleware, and it is best to consider COM and DCOM as a single technology that provides a range of services, from component integration on a single platform to component interaction across heterogeneous networks. Within its implementation, COM and DCOM are actually merged into a single runtime subsystem which provides for both local and remote access.

---

5 Consequently, the terms COM and DCOM are typically (and will be) used interchangeably except where need arises.
Services implemented by COM-compliant components (sometimes called COM objects) are exposed through a set of interfaces that represent the only point of contact between clients (programs that utilize the functionality of the object) and the object itself. In fact, one of its 'oddities' is that COM objects are never instantiated or handled by the user. The only part of the object that a user has access to are the object's interfaces, which serve as 'handles' by which the object is manipulated via so called 'interface pointers' (see Figure 2.20). A COM object can support any number of such interfaces, each of which is a logically grouped collection of related methods. For example, Figure 2.21 shows a COM object that emulates a clock. IClock, IAlarm and ITimer are interfaces used to access the functionality of the clock object. IClock can provide the appropriate methods (not shown) to allow setting and reading the current time. Additionally, the IAlarm and ITimer interfaces can supply alarm and stopwatch methods. The IUnknown interface is a standard interface that all objects have as part of the COM standard in order to control the object's lifetime and obtain access/locate to the object's other interfaces. Thus a COM object can be considered (and is sometimes called) a server, as it functions in client/server context for the application utilizing it.

While DCOM offers basic support for distributed objects, there is notably no current support for features such as real-time processing, high reliability and alternate communication paradigms beyond synchronous RPC, such as multicast\(^6\). These issues will be further discussed as they become relevant to the implementation of the RASCAL MSpace prototype.

### 2.2.3 OLE: Object Linking and Embedding

While COM and DCOM represent low-level component technologies, Object Linking and Embedding, more commonly known as OLE [Bro95], is a higher-level, application services platform built on top of COM. Developed at Microsoft in the early 1990s, OLE is a compound document\(^7\) technology whose basic premise is to allow one application's data to be inserted as an object within other application's documents. When this object needs to be worked with, the application that understands (i.e. used to create/edit/view) that object is invoked automatically. The object within the document can be either embedded (a fixed, internal version of the object) or linked (referring to "live" version of the object in a separately existing file); see Figure 2.22.

---

\(^6\) At the time of this writing, the emergence of COM+, the "second generation" of COM/DCOM to provide enhanced functionality may address some of these issues; others, however, remain topics of ongoing research.

\(^7\) Compound documents are those generated from multiple source tools.
The fundamental tenet of OLE is the integration of information in a document-centric rather than an application-centric manner. That is, the idea behind OLE was to have the (operating) system to coordinate application-to-data mapping so that the user could simply just "work" without dealing with the organization of the tools involved. Hence, the user interacts with a document and the document "magically" manages its contents. In effect, such compound documents act as "containers" and OLE objects are "contained" within them. In this way, the document transparently handles the semantics and syntax of data "behind the scenes".

This use of a compound container document is analogous to a media space in terms of functioning as an integration framework. For this reason, combined with its component-based nature, user interface integration features (such as in-place editing [Bro95]) and permeation on the development platform, OLE seemed a suitable candidate to illustrate the media space concept. Several key issues important to OLE, however, became of concern as development progressed; they are briefly mentioned here and further explored during discussion of the MSpace prototype. They are:

- **Data Associativity**: how to relate data to the appropriate application tool
- **User Interface Integration**: how to manage the user interfaces of different tools so as to focus on manipulation of the data and not management of the tools
- **User Interface Liveness**: how changes in data are reflected in the user
- **Event Manipulation**: how to notice, intercept, respond to and effect application events and changes in data programmatically
Unfortunately, a significant deficiency of OLE in terms of real-time applications is its use of static server representations when an object is not the focus of user input (known as “in-place active” in OLE parlance). Specifically, there is no standard means to handle modern real-time “continuous sourced” entities (e.g. video) and their user interface in all cases. This issue of “user interface liveness” will be discussed much further in subsequent sections and will be shown to be very problematic in achieving a satisfactory implementation.

2.2.4 **ObjecTime: Real-Time Object-Oriented Modelling**

ObjecTime Developer [SGME92] [Setl93] [Setl94] [STD94] from ObjecTime Ltd. of Ottawa is a computer-assisted software engineering (CASE) tool for the development of real-time distributed systems. Based on the Real-Time Object Oriented Modelling (or ROOM) methodology [SGME92], ObjecTime offers facilities for the modelling, simulation and analysis of real-time distributed communication systems. Additionally, ObjecTime also functions as a prototype development tool in which models developed within the tool can be taken from simulation through to code generation of actual running systems. Consequently, ObjecTime is an example of a tool which offers support for “executable models” which were discussed earlier. Additionally, it takes an event-driven, object-oriented approach to systems design which is amenable to the nature of media-based and interactive systems undertaken as part of this research.

Based on a visual design metaphor, ObjecTime models are “drawn” according to the ROOM structural diagramming conventions. In employing an object-oriented approach, ROOM uses classes orthogonally across definition of all key system components, ranging from actors to protocol definition, as well as the classic datum interpretation. These classes serve as the means by which the system designer/architect constructs his/her model(s): (1) **actor classes**, which define the (computationally) active objects (i.e. actors) which independently carry out specific responsibilities within the system; (2) **protocol classes**, which specify how actors communicate; and (3) **data classes**, which specify how generic information/data is represented. Actors can be created statically or dynamically, in single or multiple instances and imported (i.e. “inserted”) into role-specific placeholder “slots” as required. Each actor runs independently, can contain other actors using structural containment (i.e. nesting) and can communicate with other actors through the exchange of messages. These messages are defined as instances of a specific protocol class which are sent over connections between ports of a given protocol class. These messages (which constitute incoming events for a receiving actor) then trigger changes in that actor’s behaviour, which is specified using a (hierarchical) finite state machine. The resulting model is then directly executable within the ObjecTime toolset (via simulation) or can be compiled into executable software using ObjecTime’s code generation facilitates.

---

8 During this work, ObjecTime Ltd., was wholly acquired by Rational Software, Inc. Their technologies, (Rational Rose, ObjecTime Developer) will be combined into a “single comprehensive UML engineering tool” called Rational Rose RealTime. Existing ObjecTime models will need to be migrated to the new tool.

9 Unless otherwise noted, reference to “finite state machine” can be considered synonymous to the “hierarchical finite state machine” as utilized by ObjecTime.
As part of interacting with a larger environment, ObjecTime allows the integration of existing code modules within its models; therefore, it is generally amenable to the creation of a simulation-based prototype. Furthermore, since it is able to generate code for a number of real-time operating systems, use of ObjecTime lends itself to future projects that could arise from this research. However, while matching the domain of the thesis work, some difficulties encountered with use ObjecTime include its very steep learning curve, non-reflective and somewhat closed meta-level architecture, and the difficulty of integrating it with development technologies like that of MFC/ATL, D/COM and OLE. These issues, along with the basics of the ROOM diagramming technique and ObjecTime’s class system will be further discussed in the section on the MSpace prototype implementation.

2.2.5 "X"-Technologies: ActiveX and DirectX

Related more by marketing hype than technology, these two “product designations” are not directly related in their functionality. They are only briefly mentioned here so that the reader will be acquainted with the terminology as it becomes relevant. Benefits and issues related to their use will be presented within the discussion of the implementation itself.

ActiveX [Cha96] is (currently) the “global” product family designation for Microsoft’s web-based component strategy. Such components are called ActiveX controls, and allow specific functionality to be embedded in programs that use or “host” the controls. An example is a web browser which wants to utilize charting facilities whose functionality is offered by a given “charting control”. Other examples, as employed in the MSpace prototype, include the Windows Media Player and the WinNov video capture tool.

DirectX [MSC00] is a family of Microsoft technologies for high-performance multimedia. In particular, DirectX has subset technologies specifically for video, graphics, audio and the like. Their use within this research is only in support of using ActiveX controls such as the Windows Media Player.

2.3 Summary

This chapter has overviewed the numerous background concepts on which this research is based. The technologies used in the prototype implementation were very briefly examined and serve as the basis for further discussion of the theoretical framework and its trial implementation presented in subsequent chapters.
CHAPTER THREE

RASCAL: THE REFLECTIVELY ADAPTIVE SYNCHRONOUS COORDINATION ARCHITECTURAL FRAMEWORK

The Reflectively Adaptive Synchronous Coordination Architectural framework, more affectionately known as RASCAL, is a reflective middleware approach to the structural and behavioural management of real-time synchronous collaborative media spaces. The model offers a framework and methodology for building systems which integrate behavioural management facilities through the use of an intelligent policy-driven communication subsystem. The result is coordination-based collaborative multimedia support for building semantically-coherent shared media spaces which blend the utility and requirements of presentational, conversational and interactive multimedia.

This chapter presents the underlying rationale, main principles and basic elements that constitute the framework developed as part of this research. Subsequent chapters will detail its application to various collaborative multimedia scenarios as well as describe the conceptual prototype known as MSpace.

3.1 The Motivation for an Adaptive Collaborative Framework

Collaboration is an esoteric phenomenon that can be difficult to describe simply because it is so broad and encompassing. Within the bounds of what it means to collaborate, it can be hard to express where to start, where to end and how to progress from one step to another. Furthermore, because collaboration is not a fixed, but a dynamic activity that changes over time and from instance to instance, it can be seen as a co-adaptive [Mac91] and evolutionary process. The development of such a process, however, including what is produced, how it is produced and how it evolves and ultimately relates to the intended goal, can be very dynamic and difficult to articulate.

Collaboration often involves taking well-known techniques and solution strategies, and working towards a common goal, combining them in a manner which meets their needs, requirements and available resources. Consequently, the conventional approach is for collaborative applications and frameworks to provide specific software tools that have “useful” functionality for common collaborative scenarios. For example, an e-commerce system utilizing a virtual shopping mall interface would provide specific retail services ranging from merchandise browsing, clerk/customer interaction to financial transactions. While the success of a system is in how it effectively is used, usage is often considered secondary to functionality. While often ignored in the past, recent emphasis on user interface issues has begun to address end-user usability. A separate issue, however, is usability in terms of behavioural management, which is necessary in order to address the semantic diversity and variation of activity within systems. As shown in Figure 3.1, reaching the desired end requires both the means and the opportunity; in other words, to achieve the desired collaborative goal requires use of the right tools.
3.1.1 **Being Explicit About Behaviour**

The notion of behaviour is a common part of daily life, typically involving individuals "doing their own thing", conducting themselves in thought and action according to how and what they perceive both inside and outside themselves. Therefore, behaviour can be seen as intrinsic to its exerciser as well as extrinsic to those affected by its external realization. It is this disjoint perception of what is sensed externally versus what perceived
internally that can lead to difficulties, disagreements and related issues between people. In terms of interpersonal behaviour, only when a person “steps back” and examines their own actions can they realize the ramifications of their behaviour and affect a change in both themselves and their interactions with others.

While readily understood in a human sense, the previous illustration of behaviour is somewhat less intuitive when applied to computational systems. As found in Webster’s dictionary, behaviour is defined as “the manner of conducting oneself; anything that an organism does involving action and response to stimulation; the response of an individual, group or species to its environment; the way in which something (as a machine) behaves” [Web89d]. Therefore, as a person performs actions in response to events occurring around him or her, so does a computational system react to stimuli from its environment. This “reactive” paradigm forms the basis of real-time systems, which function as event-response systems that execute actions in direct consequence to an event experienced by the system (be it from the external environment or internally generated). Within the real-time domain, the term “behaviour” is commonly used to denote the actions performed as part of the event-response mechanism.

Therefore, in an anthropomorphic sense, real-time systems can be seen to provide a behavioural approach to computation. As a well-known example of the real-time domain, multimedia systems exemplify the applicability of behaviour: (1) their event-based, reactive nature realistically mimics the style of human users by providing a timely and responsive interaction paradigm; and (2) in contrast to traditional data processing, real-time systems execute their event-response behaviours as an explicit part of their life cycle rather than an implicit part of a processing flow. In other words, behaviour within a real-time system is paramount.

It could therefore be considered odd that many multimedia systems focus on function rather than behaviour. This bias is easily be seen in systems which offer diverse functionality but very little support in dealing with how those functions are coordinated and managed. An example is the MBONE [Eri94] application suite which offers no coordinated interaction between its applications. Other examples include presentational multimedia systems which embed usage (and hence behavioural) assumptions in their design such that they deal exclusively with select media types or offer only limited, special-purpose functionality.

This singularity in focus and the lack of consideration relative to entity interaction (within a computational system) mirrors the “interpersonal difficulties” that can arise due to the intrinsic/extrinsic perception of human behaviours. However, the ability of humans to “step back” and assess the relationships between themselves and make changes to their interactions with others is a key aspect to how people regulate their lives, both as individuals, as well as in groups such as couples, families, neighbourhoods, communities and so on. This “step-back” to understand what is going on between people is the act of “reflecting” [Web89e] on a person’s interpersonal interactions relative to their role in a larger social context. Therefore, similar flexibility can be afforded computational systems, through the ability to examine, compute and affect changes to itself based on the desired outcome and its current state. Considering computational systems (including real-time multimedia systems) in such a manner is therefore a natural application of the technique known as reflection, which forms the basis for RASCAL’s self-adaptive behavioural management approach to collaborative media space design.
3.1.2 Collaborative Dynamism: The Essence of Self-Adaptive Behaviour

The collaborative process involves people using tools to work together in different circumstances. Within a collaborative effort, people may use tools separately, together and/or in a given combination. This combination may stay the same or evolve over time. As it does, the requirements of the collaborative interaction changes in terms of system resources, coordination and synchronization to meet its new semantics. Therefore, the system must be able to realize these changes are occurring and adapt itself accordingly.

For example, consider a group of 10 collaborative participants (users) located within a shared environment. User A is interacting with user B over a shared drawing object; simultaneously, but in a different part of the space, user C is commenting (narrating) on the rendering of a synthetic movie object to a group of other participants in the space. Because the two activity groupings are performing their tasks separately in an independent manner, they are *semantically disjoint* because they are not working together (at that moment in time). Therefore, they have no *semantic dependence* (i.e. they could care less what is happening in the other group). Consequently, attempting to keep a correspondence between these two groups is an unnecessary waste of effort and resources in trying to provide a “connection” between the groups when one is not actually required. On the other hand, knowing who is part of the respective groups is necessary in order to properly maintain their relationships. Hence, the system must be able to dynamically manage who is part of specific behavioural groupings in order to provide the necessary and appropriate behavioural monitoring and control to meet the needs of its users. For example, if the one of the video viewers changed his *collaborative focus* and stopped watching the video and “joined” the group editing activity, the system must detect this and remove his membership from the “movie group” to the “editing group”. This in turn may result in further changes to the collaborative environment in terms of resource allocation to meet the changing reality of the activities being performed within it.

Therefore, as shown in Figure 3.3, the collaborative process can be seen as a direct correspondence between the users’ collaborative activities and the collaborative goal (result) as facilitated via specific behaviours and tools.

![Figure 3.3: Correspondence Between Collaborative Aspects](image)
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Importantly, the relationship between the tools and behaviours is indirect as there may be many ways to use different tools to accomplish the same tasks, while on the other hand, the relationship between them directly affects the outcome of the collaborative effort. Therefore, they must be managed carefully. It is important to note that such shifts in collaborative focus and semantics are not something that can be specified totally in advance. Much like the continuous spell-check facilities that examine a word processing document as it is being typed, so must the behavioural management and support facilities of a collaborative environment continuously monitor and adapt themselves to the changing realities of their usage. However, unlike a more narrowly defined set of words within a language, the set of behavioural possibilities can be quite diverse, dynamically evolving in possibly predictable but not necessarily completely predetermined ways. As stated before, this co-adaptive and evolutionary nature of collaboration results in behaviours that can metaphorically be seen as to "take on a life of their own".

This co-adaptive nature of the collaborative process, therefore suggests that a collaborative support system should be more than strictly adaptive, which implies (or can imply) changes within a system occur in response to instructions received from outside the system. Because the system must adapt along side the process it is supporting, there is the need to have the system being able to adapt itself. This self-adaptive software approach can be provided to different degrees as illustrated in Figure 3.4 and explained in Table 3.1.

In relation to these techniques, [OGT+99] also presents a methodology for their basic architecture and understanding (Figure 3.5). Shown as two intersecting cycles, the basics of self-adaptivity are broken down into two phases: (1) Adaptation Management (AM); and (2) Evolution Management (EM). The adaptation management cycle performs the "high-level" observation, analysis, planning and instructional activities while the "low-level" evolution management cycle deals with the actual controlled application of changes resulting from the AM cycle [OGT+99].

A simple multimedia example, would be a video server that drops too many video frames when streaming a movie. Classically, the user would detect this and instruct the system to change its frame rate and/or connection bandwidth via some explicit user interface. Here the system would be adaptive in that it could change the way it performs its functionality; however, it does so according to instructions from another entity (the user in this

![Figure 3.4: Self-Adaptive Software Spectrum [OGT+99]](image)
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<table>
<thead>
<tr>
<th>Adaptation Technique</th>
<th>Explanation</th>
<th>Illustrative Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditional Expressions</td>
<td>Choose program behaviour based on evaluation of conditional (e.g. boolean or relational) expressions.</td>
<td>IF/THEN/ELSE and CASE constructions</td>
</tr>
<tr>
<td>Online Algorithms</td>
<td>Full evaluations are periodically mixed with approximation techniques to improve efficiency based on domain-specific knowledge.</td>
<td>Memory paging algorithm (via locality of reference)</td>
</tr>
<tr>
<td>Generic/Parameterized</td>
<td>Behaviours are customized based on parameter type or input.</td>
<td>C++ template-based classes</td>
</tr>
<tr>
<td>Algorithm Selection</td>
<td>Selection is made from a pre-determined set of algorithms made based on environmental conditions.</td>
<td>Dynamic optimizing compilers</td>
</tr>
<tr>
<td>Evolutionary Programming</td>
<td>Properties of the operating environment and previous algorithmic runs form the basis of automatically generating new algorithms</td>
<td>Machine learning</td>
</tr>
</tbody>
</table>

**Table 3.1: Software Adaptation Techniques**

A self-adaptive system would utilize the system itself to detect the excessive frame dropping and adjust itself accordingly.

In this simplistic example, the internal logic is not extremely complicated and can be easily seen to boil down to the following sequence:

```java
For duration of medium
{
    Monitor frame drop frequency
    If (frame drop frequency > acceptable threshold)
        Perform Adjustment
}
```

Each of these steps is very pseudo code-like and at a very high level of abstraction. The "monitor" step effectively refers to gathering playback statistics (e.g. number of frames played, number of frames skipped, ...). Based on this information, appropriate adjustments can be made relative to how bad the problem is (i.e. the actual frame drop ratio), the resources available to the system (e.g. is one solution more beneficial to general

---

**Figure 3.5: AM/EM Software Adaptivity Methodology [OGT+99]**
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system operation) and/or other system state considerations (i.e. the ability of the system to perform certain actions depending on what else it is doing at the time, such as operating mode). The actual “adjustment” in this case could be a simple choice between two preset playback rates based on a numerical comparison (a single “if/then/else”) or a complex mix of frame rate reduction and changes to the connection’s bandwidth.

### 3.1.3 Partitioning for Adaptation: The Need to Separate Concerns

While the preceding situation is reasonably straightforward, the general case may involve many considerations to determine the “best” solution. By taking the standard approach, this logic (however simple or complex) would be embedded within the functional unit’s own code. This lack of separation both complicates the functional code by embedding meta-level control logic within it (mixing semantic and abstraction levels) and makes changes to it more difficult in terms of run-time management and evolution. If the logic to determine the appropriate adjustment as well as to perform the adjustments themselves could be isolated, then each could be modified independently of the functionality of the entity in question (Figure 3.6).

Through the use of reflection, different types of adaptation techniques can be applied using meta-level architecture to define a structured means of controlling various system components. The result is a system which computes at a meta level about its operating conditions while instructing its base level to realize the new conditions (via some functionality or behaviour). Therefore, the AM/EM self-adaptivity methodology can be mapped to reflective terminology, as shown in Figure 3.7. This figure also illustrates these two viewpoints relative to two coarse activities: (1) self-investigation, in which a system monitors, analyzes and plans about itself; and (2), self-regulation, in which a system alters itself to meet the current specification/requirements. Ensuring this conformance can range from choosing from existing options to adjusting existing infrastructural elements or creating new ones.

In RASCAL, this separation of concerns maps to the use of two “spheres of influence”: the coordination sphere and the execution sphere (Figure 3.8), which are related according to the above meta-base relationship.

The coordination sphere is so-called because of its role as a system-wide meta-level, which in like coordination, can be characterized as relating to “arrangement” for “the harmonious functioning of parts for most effective
results" [Web89f]. Consequently, the inclusion of synchronization and other management functions common to any system (be it technical or otherwise) can be seen to lie within such an interpretation.

The execution sphere is likewise labelled, although in a somewhat more anthropomorphic sense. Rather than strictly refer to the “computational execution” of a software process, the execution sphere deals with the general notion of “functional execution”. That is, the execution sphere deals with “the act or mode or result of performance” [Web89g]. Therefore, in relation to the coordination sphere, it functions as the system’s base level whose job is “to do what is provided or required by” [Web89h] the coordination meta-level.

By pairing the two previous system perspectives, a model for Adaptive System Management emerges in which the coordination sphere maps to the Adaptation Management cycle and the execution sphere maps to the Evolution Management cycle (shown in Figure 3.9). As such, system management is addressed beginning from the functional domain through to behavioural management. In this minimal form, the coordination sphere deals with the system’s behavioural management akin to the AM cycle, and the execution sphere deals with the systems functional domain akin to the EM cycle. However, by taking a reflective view of the system in which

---

Figure 3.7: Self-Adaptivity from a Reflective Viewpoint

Figure 3.8: Spheres of Influence: Execution vs. Coordination
there is a self-representation of both function and behaviour, the same mapping can be done orthogonally to both coordination and execution spheres. The result is treatment of both function and behaviour as orthogonally self-adaptive subsystems (Figure 3.10).

After partitioning a system's behavioural management into an independent self-adaptive subsystem, the AM/EM methodology can then be mapped to the behavioural management hierarchy as shown in Figure 3.11. Introduced previously, the hierarchy of behavioural management ranges from low-level synchronization at algorithmic and mechanistic level to high-level coordination issues. By comparing these two perspectives, the notion of Adaptation Management appropriately maps to coordination issues related to policy and semantics. Conversely, the EM cycle addresses synchronization which deals with achieving the “intentions” of the AM level at an implementation level.

Figure 3.10: Mutual Self-Adaptation — Behaviour and Function
Figure 3.11: Adaptive Behavioural Management — Synchronization to Coordination

Characterized as a meta-level hierarchy, behavioural management can be seen to span from a high-level coordination level is meta relative to a low-level synchronization base level. Such a mapping, therefore, can be extended using the notion of a reflective tower to form the basis for a reflectively self-adaptive behaviour management hierarchy (Figure 3.12). The ability to specify behaviours in terms of more abstract, causally connected behaviours, allows for “infinitely” complex behavioural definitions to be built through a combination of behavioural modification and behavioural compositing (i.e. forming more complex and compound behaviours from pre-existing ones).

Figure 3.12: Self-Adaptive Behaviour Management Hierarchy via Reflective Tower
3.1.4 Behavioural Building Blocks: Components and Patterns

As introduced in Chapter Two, the use of component-based systems and pattern-oriented software architectures are seeing increased usage within software engineering. Commonly understood in a structural sense, components served as a means of promoting functional re-use while patterns offered re-use of standardized solution strategies.

As a way to organize the collaborative process, the behavioural view constitutes a logical perspective of entities and their interaction. The interaction between users and the media they use is a highly purposeful dialogue in which user activities and the exchanges between them are part of a mutually understood "goal-oriented" behaviour. Therefore, as mentioned in the introduction, participants can be seen to engage in specific collaborative behavioural patterns which guide their mutual understanding and activities, both as individuals as well as members of a collaborating group. Complex behaviours are a combination of simpler ones, with each behaviour being a pattern of entities which interact in a specific well-defined manner. The result is a composition of complex patterns from simpler ones, functioning much like behavioural components in the overall collaborative effort.

Each component being an independently developed and tested entity with well-defined interfaces to connect to and serve as part of a larger system goes beyond the structural view to also suit the notion of encapsulating behaviours, which also occur in different scales and with different numbers of users and usage contexts. Moreover, patterns of such components offer a broader way to share common behaviours to regulate activities in much the same way the classical pattern offer a way to re-use a general solution methodology across a variety of specific problems.

Therefore, the above compositing approach to behavioural definition is well-suited to the component/pattern approach in which behaviours are regarded as patterns of simpler behavioural components. As such a behavioural pattern may itself be used as a component in another pattern, the result is the recursive behavioural definition shown in Figure 3.13.

The key benefit of such an approach is the customization or tailorability offered to system designers, implementers and users. The different elements of the system can be integrated according to the requirements at a range of granularities based on behavioural patterns (i.e. perform a required function, meet specific performance levels, work at a specific level of abstraction, etc.). Patterns are used to specify policy and

As a General Concept

[Diagram]

Figure 3.13: Behavioural Definition
collaborative rules as first-class entities that are instantiated and manipulated. Rather than being an inherent part of the structural model, activity coordination involves use of behavioural meta-objects in which the application of specific behavioural rules or characteristics (such as synchronization paradigm) would be realized by using specific behavioural patterns.

3.1.5 Designer Behaviour: An End-to-End Approach

Despite the utility of accepted software engineering practices based on object-orientation, components and patterns, one important requirement is ensuring the final implemented system actually matches the initial design intent. The often introduced "semantic gap" between stages of development results in increased potential for errors and unintended discrepancies. When applied to the design and implementation of behaviours, such inconsistencies can result in confusion since tools may have the required functionality but respond to user commands and interact with other entities in ways that were not intended.

To reduce the likelihood of such discrepancies, executable models are used to specify system entities, such as the collaborative scenario, at the design level. These design models are then executed directly without the need for manual translation into an implementation. The development lifecycle of the given entity is addressed from design through to run-time execution because the design models themselves are the implementation which is directly executed by the computing machinery. Consequently, by modifying the design, you modify the implementation, which directly impacts the actual run-time execution. Therefore, debugging the implementation cannot introduce discrepancies with the intended design and modifications to the design will be automatically reflected in the run-time execution. As a result, the principle of self-adaptivity is simplified by removing the need to maintain consistency between design and implementation as the system dynamically evolves throughout its use (see Figure 3.14).

Executable models also facilitates a higher level of abstraction by allowing the creation of (collaborative) behaviours as models of entities (its topology) and their interaction logic (its own internal behaviour). Shown in Figure 3.15, this means that affecting a change in such an entity (via reflection) is equivalent to modifying its underlying model. The benefit is that the design of potentially complex collaborative scenarios can be modelled at more abstract levels (of patterns and components) which are then executed directly. By modifying the design of the collaborative scenario as a model, you automatically modify its actual realization. Doing so allows the behavioural patterns to be explicitly extracted and specified as high-level event-driven models which can then drive the execution of the objects within the space. Consequently, the rules governing interaction in the space are not embedded implicitly in code modules but exist independently as executable models.

An important aspect of such an approach is the use of active objects to realize elements within the system. Each element, be it a collaborative behavioural pattern or a "physical" part of the media space itself, is considered an active object with its own thread of execution. Rather than use passive computational structures (i.e. traditional objects) to handle the system's various operational states, an entity's active nature allows it to perform computations and execute actions to fulfill its role. Changes in behaviour or function are achieved by
Figure 3.14: Executable Model Approach to Self-Adaptivity

using the appropriate active entity which “knows how” to perform a particular type of activity (i.e. it is a specific executable model). This idea will be discussed further in upcoming sections.

Therefore, collaborative dynamism and self-adaptivity are well-supported by the separation of concerns and the notion of a reflective architecture. Subsequently, how these principles are cohesively mapped to a collaborative multimedia support infrastructure is presented next.

Figure 3.15: Self-Representation of a Collaborative Object and its Behaviour
3.2 The RASCAL Framework

The intent of the RASCAL framework is to provide for the design, deployment and evolution of complex collaborative multimedia systems. The framework offers an object-oriented, component-based methodology which takes an orthogonal view of constructing systems out of both structural and behavioural components. Each component, either structural or behavioural, is a self-adaptive entity which can investigate, regulate and modify itself based on a reflective meta-level relationship to other entities in the system.

This section presents the rationale behind RASCAL, what it stands for and the framework’s main elements, including architectural specifics and the reasoning behind them.

3.2.1 The Rationale Behind RASCAL

The essence of RASCAL is the provision for self-adaptive behavioural management. The collaborative process involves people using tools to work together in different ways, and within a collaborative effort, people may use tools separately, together and/or in some given combination. This combination may stay the same or evolve over time. As it does, the requirements of that interaction in terms of system resources, coordination and/or synchronization requirements and indeed its semantics may change. Therefore, the system must be able to realize these changes are occurring and adapt its support for the new situation to suit its resource base and the needs of the system’s users as best as possible.

The underlying principle behind RASCAL is that the potential complexity of a collaborative media space is best addressed using straight-forward, independent and scalable abstractions to sufficiently separate system aspects that normally over-complicate its architecture. By separating these different areas of concern, each can manage and adapt itself relative to related sub-systems to achieve a globally coordinated and semantically coherent system that is viable across a broad range of applications. To do so, the technique known as reflection is used to provide a well-defined yet open way of specifying, building, adapting and maintaining a system throughout its life-cycle. It provides a promising infrastructure upon which future enhancements can be incorporated, ranging from user-specified customizations to the creation of self-modifying, intelligent learning-based collaborative media environments.

3.2.2 What RASCAL Represents: Its Acronymic Underpinnings

To meet the needs of collaborative multimedia, RASCAL provides a framework that takes a unique perspective to issues of use, design and implementation. These facets form the acronym by which the framework is known.

Reflectively. The “R” in RASCAL denotes the use of reflection within the model as a guiding design principle and architectural technique. In particular, reflection is used to provide an “open-ended” and “causally aware” media space. The causal link which relates the meta and base levels within a reflective system offers a natural way to achieve the necessary dependencies between different entities while providing the appropriate amount of separation. It also provides a way of abstracting the way an entity behaves as well as the types of behaviours a
media space supports. Utilizing the notion of a reflective tower, reflection offers a scalable and versatile way of abstracting details of interaction and object-specific behaviour to suitable levels of detail. Consequently, media space "policy" would map to one of the highest "meta" levels while decoding of continuous media (such as video) would be at a "base" level.

**Adaptive.** The first "A" in RASCAL denotes the adaptive nature of the framework. Because collaboration is itself a co-adaptive process, any system which supports collaboration must be flexible and mirror the variation within the process it supports. The system itself must adapt in different ways, ranging from the number of media space participants to the quality and kinds of media and interactions required; the relative performance of specific components within the system as well as the policy and intent of the specific media space could also vary over the application of the architecture. Indeed, the "policy" itself can be a self-contained reflectively adaptive system in which the "policy" functions as an intelligent learning system that adapts to usage of the media space over time, function and participants.

**Synchronous.** The "S" in RASCAL denotes two aspects of the framework and its intended usage: (1) that the architecture supports real-time synchronously shared environments; and (2) the provision for and importance of synchronization within the said environments. First, the model is intended to facilitate the coordination and synchronization of a collaborative media space by providing a versatile behavioural management methodology. Secondly, within a media space, synchronization is of special importance as part of maintaining end-user semantics for media as well as their role in user interaction. Beyond the traditional notion of timeliness (i.e. temporal synchronization), the maintenance of causality (via causal synchronization) is an important aspect in collaboration. Media-specific and interaction-dependent timeliness are issues that can vary within the system and need to be supported in a open and modifiable manner.

**Coordination.** The "C" in RASCAL denotes the necessity of coordination within collaborative media space systems. Specifically, synchronization can be regarded as a necessary but insufficient condition for media space coordination. While synchronization refers to the temporal or causal correctness of events, coordination is a more extensive notion that relates to the overall coherency of media space activities. While actions can in fact be synchronized (occurring at the right time and in the right order), if they are not coordinated relative to the overall intended behaviour and function of the system, they do not serve their intended purpose; that is, whether or not events are synchronized, if they are not coordinated relative to the semantics of the collaboration, they are meaningless. Often related to planning systems, the general principle of coordination relates to the notion of organizing efforts towards achieving a goal. In collaborative systems, for example, the goal is to collaborate to some end; therefore, the coordination of the system must relate to that end and offer some way of organizing behaviours to achieve it. If the system does not maintain such behaviours, then their semantics bear no relationship to the users' role in the collaborative process. The result being a meaningless, possibly confusing, misleading and/or counter-productive effort.

**Architecture.** The final "AL" in RASCAL denotes architectural framework (or architecture for short). By offering a basic architecture and methodology to supports collaboration, RASCAL offers a general approach for
building media space systems that are amenable to a wide variety of uses. The architecture presents a logical
topology as a way to address these issues such that system design and implementation can support variety of
management schemes (ranging from coordination strategies, synchronization paradigms and functional
topologies) independently of implementational structure. In particular, it offers a network-centric approach
through the a “network service” approach to behavioural management.

3.2.3 Basic Framework Elements
From the user’s perspective, RASCAL supplies three basic entities to interact with: the Collaborative Session,
the Collaborative Object and the Collaborative Association. Their relationship is shown in Figure 3.16.

3.2.3.1 The Collaborative Session
The Collaborative Session (CS) is the top-level abstraction in which users participate. As such, it provides a
large-grain context in which users interact with each other and use collaborative objects to achieve a specific
collaborative end. The collaborative session is a specific instance of media space usage and defines the overall
purpose (i.e. goal) of the collaborative activities performed by the collaborative participants within it. While
the media space can consist of any number of collaborative sessions, each session is independent of any other.
The goal for each session is a behavioural specification of what that instance of the collaborative process is
supposed to achieve. It thereby regulates the activities (i.e. behaviours) of the participants and the tools they
use within that session.

As a top-level behavioural specification, the CS does not attempt to specify all the necessary rules and
requirements of all the tasks that will be done as part of the collaboration. Rather, the collaborative session
serves as a union of different collaborative associations and collaborative objects (detailed next) which detail
specific activities as part of the larger collaborative process.

3.2.3.2 The Collaborative Object
The Collaborative Object (CO) is the basic entity of user interaction and can represent a medium, application or
other technological entity in the space, such as an autonomous agent. Users at different hosts communicate by
manipulating these shared objects to interact with remote collaborators. Collaborative objects correspond to the
“physical” entities (i.e. software/hardware) required to realize some computation. Example objects include a
real-time video camera applet, a shared text editor, a synthetic MPEG movie, a remote telepointer (i.e. cursor
representing a remote user’s position within the shared environment) and an intelligent agent (possibly
represented by a synthetically-generated avatar).

Collaborative objects, therefore, constitute the functionality offered to users within the collaborative process;
i.e. they represent user-level collaborative “tools”. Based on RASCAL’s separation of concerns, each
collaborative object can then be seen to have a functional component, which performs the domain computation,
and a behavioural component, which controls how that functionality is exercised (Figure 3.15).
The nature of a collaborative object is that of a dynamically instantiated "functional" entity which is "inserted" for use into the collaborative media space within the bounds of a collaborative session and transparently distributed throughout the media space (Figure 3.17). Each object, therefore, has its own functional characteristics, such as different synchronization and QoS requirements. A movie object's playback, like that of a real-time audio/video conference object, must be paced appropriately, but the real-time video may require more precision and/or greater video quality. These aspects (or attributes) are inherently meta to the actual content of the object, just as behaviour was previously shown to be meta to functionality. Therefore, these attributes are represented as meta-objects to isolate their design and implementation details. Detailed shortly, typical meta-objects can include those responsible for synchronization, coordination, QoS, UI, functional implementation and collaborative semantics. For each object, these aspects are known as Collaborative Object Reified Elements and their meta-objects collectively constitute the CORE Meta Space.
3.2.3.3 The Collaborative Association

A Collaborative Association (CA) is defined as a group of collaborative objects which are currently associating (i.e. interacting) with each other. Therefore, a CA can be regarded as an interaction group of collaborative objects governed by some relationship. This relationship is behavioural in nature and is defined by a collaborative behavioural pattern which regulates the activities amongst the specific collaborative objects.

The main role of the CA is to provide a dynamically switchable interaction and semantic context for an object within a singular and large-grained collaborative session. Therefore, a CA effectively defines the semantics of a collaborative relationship amongst a given group of objects. Each CO can only belong to and is only semantically valid within one particular collaborative association at any time. The membership of objects within an association, however, is dynamic and can change. That is, the object may "move between" associations throughout its lifetime but the object can only interact with one group of objects at any point in time. This gives the object context in which to operate while also allowing the object to change or modify the "rules" governing its interaction with other objects by simply moving between collaborative associations. This "behavioural migration" allows an object to change with who, what and how it is interacting.

This notion of the "current collaborative association" is called an object's Collaborative Focus (CF), and in an anthropomorphic sense, mimics the ability of people to change between tasks as they perform different duties and interact with different people to do their work. For example, over the duration of a business meeting, participants may "break apart" into smaller subgroups to brainstorm. In such a case, different participants may move between different subgroups (i.e. brainstorm with different people) throughout the meeting while always being part of the meeting itself. Therefore, the business meeting is an example of a collaborative session while
the different brainstorming instances are examples of collaborative associations, whose existence and composition vary over the duration of the collaboration. The CAs define the interaction's "rules and regulations" for a given set of objects which are "working together" in a collaborative context that is part of some (larger) collaborative goal.

Such changes can also be considered akin to processor migration within a distributed operating system: as a process executes only on a single processor at a given time, so can a user actively participate in a single CA at a given time; however, like a process can migrate between processors, so can a user shift collaborative focus and move between different collaborative interactions (as defined by his/her CAs). Like the logic that determines which processes should migrate is separate from the migration itself, so is the logic that controls movement between CAs separate from the CAs themselves; that is, collaborative focus determination is performed at a meta to the CA behaviour itself. This control logic can of course vary in user-level visibility, ranging from completely transparent (completely internal to the software) to directly user-controlled. This issue will be discussed further later in this chapter.

Like a collaborative object, a collaborative association is a dynamically instantiated entity that has characteristics that identify its own particular nature. Unlike a collaborative object, however, all CAs function as a means of "behavioural grouping"; the difference between them lies in their attributes which characterize that particular grouping "style". Again, these attributes are considered meta to the actual grouping function and are represented as meta-objects. As an example, an association may have specify different synchronization policies (strict, loosely coupled), particular floor control regimes, permission structures for manipulation of objects, and so forth. For each association, these aspects are known as Collaborative Association Reified Elements and their meta-objects collectively constitute the CARE Meta Space

A collaborative session can contain as many task-specific collaborative associations as desired. By default, there are two required associations:

- $CA_0$ The Null CA: default behavioural context for objects not assigned to task-specific CAs
- $CA_1$ The Scenario CA: the scenario's top-level collaborative goal and behavioural context

Consequently, in the simplest case, a collaborative session will consist of the Scenario CA to define the purpose of the collaboration and the Null CA. This would be the case in which all objects are either doing nothing (i.e. members of the Null CA) or part of the top-level Scenario CA. This could be the case given a simple scenario definition. In the general case, however, the Scenario CA and the Null CA are combined with a set of one or more task-specific "well-known" CAs that define specific behavioural patterns that manage a specific part of the collaborative effort.

### 3.2.4 Connecting the Elements: A Reflective Specification

To meet the needs of collaborative dynamism, the RASCAL framework was designed to facilitate a high level of adaptivity and extensibility. The intent is that a media space system based on RASCAL will be able
transform itself during its lifetime to meet the evolving needs of its users. To achieve this, the media space utilizes reflection through the use of reflective components and the appropriate meta technologies.

For a media space to be reflective, it must be able to examine, compute about and modify itself. More precisely, media space entities which are to be modifiable must be subject to reflective computation. Therefore, the modifiable aspects of such an entity must have an explicit self-representation so it can be examined and changed by a computational system. These elements are said to be reifiable and are represented as meta-objects within their entity's meta-space. Each meta-object is the actual realization of an entity's aspect in a separate yet connected manner. Therefore, the given meta-space is a logical grouping of the aspects that an entity wishes to reify and each meta-object is the self-representation of that particular aspect.

3.2.4.1 Organizational Overview

The basic framework elements introduced in the previous section form the logical core of the RASCAL approach to building collaborative media space systems. Obviously, the concept of collaborative objects and collaborative sessions is reasonably well-known; however, the novel use of an explicit representation for associations between entities and the “behind the scenes” organization of the framework elements is what provides for the novel reflective nature of the framework and its capabilities.

Summarized in Figure 3.18, the three primary RASCAL entities constitute a RASCAL collaborative media space through a simple set of compositional relationships. Simply put, an instance of a collaborative media space is a collection of collaborative sessions (being transacted over a given physical architecture as discussed later). Each session is a collection of collaborative associations, including the two default associations presented previously and all the task-specific associations that are part of the scenario in question. Each association is a set of collaborative objects that are the entities managed by the rules of the association. In addition to this object set, each association has a meta space, called the CARE Meta Space, that contains all of the elements of the association that are subject to reflective computation. Similarly, each collaborative object contains two parts: its base functionality (which may or may not be reified) and its own meta space, called the CORE Meta Space) that contains the elements of the object that are subject to reflective computation. The specifics of these meta spaces will be discussed shortly.

Based on RASCAL’s intent, it is obvious that realization of the framework requires support for a high degree of parallelism. That is, because collaboration itself is a mix of different activities occurring at the same time, a system which supports it must be able to address this multiplicity. To address this need, an important aspect of the RASCAL approach is the use of active objects to realize various system elements. Each element, be it a software construct or a “physical” part of the media space itself, is considered an active object with its own thread of execution; each object performs computations and execute actions to fulfill its particular role within the system and the particular collaborative session.

Roles are achieved by using the appropriate active object which “knows how” to perform a particular type of activity. Enabling this type of “knowledgeable functionality” is done through the use of executable models
collaborativeMediaSpace = \bigcup \text{collaborativeSession}_a

\text{collaborativeSession}_a = \begin{cases} \text{collaborativeAssociation}_{\text{Null}} \\ \text{collaborativeAssociation}_a \\ \bigcup \text{collaborativeAssociation}_a \end{cases}

\text{collaborativeAssociation}_a = \begin{cases} \text{CAREMetaSpace}_a \\ \{\text{collaborativeObject}_o\} \end{cases}

\text{collaborativeObject}_o = \begin{cases} \text{COREMetaSpace}_a \\ \text{BaseObjectFunctionality}_o \end{cases}

\text{COREMetaSpace}_a = \bigcup \text{reifiableelements}_{\text{collaborativeObject}_o}

\text{CAREMetaSpace}_a = \bigcup \text{reifiableelements}_{\text{collaborativeAssociation}_a}
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**Figure 3.18: Summary of RASCAL Framework Relationships**

with the inherent ability to participate in reflective acts. The content of each model provides the logic of the particular role and the use of reflection allows the appropriate level of abstraction and separation of concerns between different objects. Effectively, the use of "reflective models" allows objects to actively and independently manage themselves and because the model is executable, modifications to the flow of execution is achieved by modifying the (design) model itself. Consequently, consistency is more easily maintained and modifications to an executing entity is the same as modifying its model.

Therefore, entities within the space are derived from a meta type called REXS which stands for Reflective EXecution Specification. REXS is a means to specify the use an active object (i.e. executable) paradigm with "native" support for reflection. The actual realization of REXS in terms of implementation can vary and will be discussed further in upcoming sections, including that on RASCAL’s class structure.

### 3.2.4.2 Using Meta Technologies: Meta-Objects to Meta Spaces

Use of the meta-level approach has been shown in several places throughout this work. Combined with reflection, the meta-level hierarchy has been shown as key to separating areas of concerns in a structured, abstract and useful manner. These separated elements have been mentioned previously using the notion of a meta-object which results in the formation of a meta space. However, what meta-objects and meta spaces are as well as how they are related within RASCAL have not yet been addressed in detail.
In general, a meta-object is simply an object, except that it is considered at a meta level relative to some object which functions as its base. By virtue of definition, these objects represent some “higher” level of description or detail about the base object. The result is that (significant) aspects of an entity are typically represented using their own distinct object at meta level relative to the given base entity. It is the collection of such meta-objects that form the meta space for a given entity. The results include increased reusability, extensibility and understandability via clearer and more straightforward organization of responsibility within the system.

The relationship between a meta-object and its base is done using a meta-object protocol (or MOP) which allows inspection and intercession between the different levels. However, given that any one level can be regarded as base to the one above it, objects at the meta-level are also open to reflection. Similarly, objects at the meta-meta-level are again open to reflection and have an associated meta-meta-meta-space. This recursive process continues providing an infinite reflective tower. However, while such a structure exists in theory, a given level is only instantiated when required, giving a finite representation of an infinite structure. Therefore, while the definition of the MOP can be extremely general, it is typically related to the domain of the objects in question. Consequently, a set of smaller meta-object protocols could be used within a system that has a diverse meta space.

Within RASCAL, meta-level characteristics are organized relative to the three main collaborative entities:

1. Collaborative Object: The CORE Meta Space
2. Collaborative Association: The CARE Meta Space
3. Collaborative Session: The COSE Meta Space

Briefly, aspects specific to a collaborative object are addressed by meta-objects contained within its CORE meta space while inter-object and group issues are dealt with in the CARE and COSE meta spaces. The specifics of each meta space, along with considerations for meta-object protocol design, are detailed next.

3.2.4.2.1 The Collaborative Object’s Meta Space

The CORE Meta Space contains all the aspects of a given collaborative object that the system wishes to make available for dynamic run-time modification via reflection.

Shown in Figure 3.19, these meta-objects provide support for common object attributes such as its user interface, functional implementation, behavioural definition (including synchronization), QoS, security and collaborative semantics. The list of attributes that are reified, however, is open-ended and is ultimately at the discretion of the system designer. However, these particular aspects offer reasonable flexibility for a collaborative object as follows:

*Functional Implementation and Behavioural Definition.* To the user, the essence of a software tool is what it does (i.e. its functionality) and how it does it (i.e. its behaviour). As a collaborative object is a logical entity within the media space, it logically has function within that space as well as a behaviour. However, by reifying
Figure 3.19: Object Meta Space

both of these facets separately, the domain-specific functional code and its behavioural definition can be considered separately. This includes any synchronization specifics that are to be associated with the object, including mechanism, paradigm selection, asynchrony tolerance and so forth.

As shown in Figure 3.20, the collaborative object always reifies its behaviour to a separate meta-object so that all the complex issues of behavioural management are not embedded within the functional logic. Ideally, the functional implementation of the tool would also be reified and addressed separately. However, this separation is not completely clear when attempting to use legacy components. Therefore, the enforcement of an externally specified behaviour upon the legacy component (i.e. the collaborative object) may in fact be the specification of how to use the inherent legacy behaviour and functionality relative to the new external behaviour. This issue will be addressed further in the discussion of the conceptual prototype.

User Interface. Traditionally, the user interface of a software tool has been a fixed part of the software itself. Recently, however, trends towards UI customization have offered users the ability to modify the way they interact with a given program. Therefore, by taking the user interface of a software tool as a meta-level concern relative to its functionality, by reifying the UI, different visuals and/or interaction mechanisms could be employed for a given functional base depending on hardware capability. By considering the UI separately from functionality, different users could potentially utilize different UI technologies within the same collaborative effort. For example: manipulation of a shared robotic arm could be achieved as an on-screen graphic manipulated by a mouse or through the use of an actual physical robotic arm assembly with force-feedback. While the functional logic must interact with the events/responses to/from the UI, it should not be concerned

Figure 3.20: A Collaborative Object’s Behavioural and Functional Meta-Objects
with the actual physicality of the interface itself. This idea will be discussed further in the context of the conceptual prototype in subsequent chapters.

**Security.** Much like permissions and ownership associated with multi-user file systems, security considerations could be relative to a collaborative object. Examples include limiting its use to certain users or types of operations. Through separate consideration, however, evolving security needs could be more easily introduced than if specific usage restrictions were embedded within the functional code itself.

**Quality of Service/QoS.** The ability to introduce new and adapt existing quality assurance measures is made easier and less functionally dependant by isolating the specification and mechanisms that deal with the QoS of individual objects. The traditional interpretation of QoS, as applied to networking issues, is usually dealt with separately from other functionality. Because QoS issues are often related to environment influences (such as network bandwidth, processing overhead and so forth), their separate consideration removes the complexity associated with monitoring and adjusting these aspects independent of the actual (and possible invariant) function of the object. Variance in object function due to QoS issues, of course, can be dealt with by the functional implementation being able to select execution options based on information from the QoS module.

**Collaborative Semantics.** The utility, applicability and meaning of an object in a given context in part depends not only on the context but the capabilities of the object. The notion of "collaborative semantics" allows an object to specify restrictions or other useful properties about itself that can be queried by users or other parts of the system (such as a collaborative association, for example) to determine if certain actions are appropriately applied to that object. This could range from the object being able to support single or multiple users, whether object versioning (for different synchronization paradigms and user interfaces) are applicable, and if so, what the resolution mechanism and/or policy are.

### 3.2.4.2.2 The Collaborative Association's Meta Space

Unlike many systems in which entity relationships are inherent (either via system design or code dependencies), RASCAL explicitly represents inter-object relationships as independently realizable and computational entities – i.e. it reifies them. Called a "collaborative association" with the RASCAL nomenclature, a collaborative association between objects can therefore be examined, computed about and adapted according to the logic which defines that particular relationship.

As a reifiable entity, each collaborative association has a meta space associated with it that defines the aspects of that CA that are open to dynamic run-time modification via reflection. Called the CARE Meta Space, the CA’s meta space contains the meta-objects that the association uses to describe itself, however simple/complex, open/closed it is designed to be. An example CARE Meta Space is shown in Figure 3.21 and while the list of attributes that can be reified is at the discretion of the system designer, certain aspects are key to providing the intended flexibility of the RASCAL framework:

**Behavioural Definition.** The function of a collaborative association is to group interacting entities together according to some behavioural logic. Like the behaviour of a collaborative object, this logic is not an implicit
part of the association per se but provided via a meta-object as part of its meta space. Through this explicit realization of the association and its logic, both can be changed at run-time thereby not only allowing the system designer but the user and/or the run-time computational system to reflect on the their state and make the appropriate changes. Consequently, the synchronization and coordination logic of the relationship (including issues of ordering, priority, timeliness and accuracy) can be changed dynamically as part of modifying the association’s behaviour.

Security. As with a collaborative object, security considerations can be taken relative to a collaborative association. Possibilities include limiting participation to a specific (or certain number of) users or disallowing certain types of operations. An example would be to deny “edit access” for a user across all kinds of applications rather than denying it on a per object (i.e. application) basis. Separate consideration also helps facilitates less complex association logic and evolving security needs can be more easily introduced than if usage restrictions are embedded within the association code itself.

Quality of Service/QoS. Similar to that of a collaborative object, the QoS for a collaborative association isolates issues related to the quality of the association (i.e. how well the association is maintained). How well a particular association is maintained refers to how stringent the association logic is enforced subject to user preferences, system resources and so forth. Consequently, the QoS of a collaboration defines how good the relationship is enforced, effectively forming the notion of Quality of Interaction, or QOI. This notion is explored further in the subsequent chapter. In addition, separate consideration also helps facilitates less complex association logic and evolving QoS facilities can be more easily introduced than if embedded within the association code itself.

Management Interface. While standard software tools traditionally have the notion of a user interface, the concept of a relationship between them does not. However, in as much as there is an “embodied” computational representation of the relationship between said objects, there is the need to somehow manipulate (or manage) it. Therefore, the management interface of the collaborative association is the means by which the association can be controlled. This could manifest itself as a user-centric graphical user interface or an internal system-based control system. Regardless, the principle is that there is a way to interact with the association as
a computational entity and consequently, there needs to be a way to control it. This is particularly true in relation to the association’s collaborative semantics, as discussed next.

**Collaborative Semantics.** The utility, applicability and meaning of an association in part depends on the collaborative objects and what their pattern of interaction is supposed to be for a given context. The notion of "collaborative semantics" allows an association to specify the range of rules, restrictions or other useful properties that can be queried by association’s behaviour logic to determine if certain contextual requirements are being met. A key part of this context is determining which objects are part of a dynamically defined group of interacting entities. This determination is the responsibility of the **Collaborative Association Membership Policy**, or **CAMP**.

To explain the rationale behind CAMP, consider the following scenario:

A text document is being jointly edited by a group; however, only three people at any one time can actually edit the document while the rest observe.

For this situation, there is a need to determine which users are actually editing the document and which are observing the editing process. That is, those who actually editing the document are part of the “text edit” CA and only need to be regulated in terms of their interaction with the document and each other. The CA’s membership policy (i.e. CAMP) therefore determines which entities are actually part of the behaviour being governed by the association.

Inclusion in a collaborative association is based on the notion of a **logical boundary** which delimits an entity’s membership in a CA. Since this membership policy is a meta-level attribute to each CA, each association can set its own arbitrarily complex membership requirements. Common membership policies can also be defined separately and changed independently of actual CA logic; that is, who is part of the association is independent of the association itself. Subsequently, a CAMP effectively defines **semantic-based admission (and departure) control** for a given CA, since membership in a CA is to be a part of the interaction semantic it defines.

Consider for example, a collaborative environments based on 3D virtual reality which would define the CAMP boundary using physical proximity vis-à-vis spatial coordinates. Such an approach is also easily mapped to a two-dimensional graphical user interface (GUI), in which the proximity of participant telepointers (remote cursors) relative to each other and/or editable objects can be used to determine access rights (Figure 3.22).

These coordinate-based boundary tests, for example, would be most reminiscent of collaborative virtual environments in which interfaces based on avatars and 3D graphical objects use “geography” to limit object awareness and interaction. Alternatively, a specific user interface could be provided to define CAs and select object’s into and out of them. Other possible rule sets could involve complex monitoring logic do grouping based on object-specific contents (i.e. voice analysis of participant teleconferencing using keywords to identify/select objects). User-level and system-based CAMP logic can be used either alone or in combination to support various options for collaborative focus determination, ranging from completely manual to completely
automatic, or one in which users could supplement/override basic automatic decisions (see Figure 3.23). This flexibility is part of supporting a wide range of user interface and interaction techniques.

How the system performs this detection and how it performs the migration could be arbitrarily complex and may vary depending on the objects in question (i.e. types of activity and tools being used), as well as other system-dependent conditions (i.e. resource utilization) and the specific behaviours being utilized in the groups. Therefore, there is a need to provide an adaptive (i.e. changeable) mechanism for realizing arbitrarily complex behaviours and how to modify them on the fly. Such diversity in boundary determination exemplifies the need to provide CAMP logic that can be specified separately, shared between objects and defined in a manner such that it can modify itself independently of the CA logic; for example: adding new keywords, changing proximity sensitivity, the ability to ignore or force the inclusion of certain (categories of) objects in a particular kind of association, etc.

<table>
<thead>
<tr>
<th>CAMP Type</th>
<th>Explanation</th>
<th>Illustration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proximity</td>
<td>“Physical” locales/regions within the space are used to map entities to a</td>
<td>Space divided into rooms, offices, etc.</td>
</tr>
<tr>
<td>Absolute</td>
<td>collaborative association based on their coordinates within the space</td>
<td></td>
</tr>
<tr>
<td>Coordinates</td>
<td>Proximity of entities within the space are used to define whether or not</td>
<td>Avatars and/or objects close enough to “see” each other</td>
</tr>
<tr>
<td>Delta</td>
<td>they are associated; i.e. the possibility of interaction based on distance</td>
<td></td>
</tr>
<tr>
<td>Coordinates</td>
<td>between them</td>
<td></td>
</tr>
<tr>
<td>User</td>
<td>Users manually group entities into a given association via some user</td>
<td>Object selection via mouse click/drag</td>
</tr>
<tr>
<td>Specification</td>
<td>interface</td>
<td></td>
</tr>
<tr>
<td>Semantic</td>
<td>The system itself groups entities into a CA based on meta-level</td>
<td>Computational equivalent of “habitual behaviour” and/or “personal favourites”</td>
</tr>
<tr>
<td>System</td>
<td>computations; possibilities include:</td>
<td></td>
</tr>
<tr>
<td>Specification</td>
<td>• <em>Interaction Patterns</em> – AI-based pattern recognition such as standard</td>
<td></td>
</tr>
<tr>
<td></td>
<td>or relative movements</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• <em>Entity Type</em> – such as support for synthetic/live media pairing, multi-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>user interactive document editing</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• <em>Behavioural History</em> – such that a user’s characteristic mannerisms are</td>
<td></td>
</tr>
<tr>
<td></td>
<td>recognized (over time) and form a basic “behavioural profile” which</td>
<td></td>
</tr>
<tr>
<td></td>
<td>typifies how he/she works and interacts</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.22: Illustrating A Proximity CAMP

Figure 3.23: Possible Types of Collaborative Association Membership Policies
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A collaborative association's membership policy would be represented like any other policy within RASCAL, as a collaborative behavioural pattern. Consequently, adherence to a CAMP is to execute according to its behavioural pattern. And as such patterns can address multiple behavioural characteristics, they may involve processing at more than one level of behavioural management. For example, a simple test could involve that the participant's cursor is within a certain bounding rectangle for a required length of time (each of these aspects somehow being relevantly determined). Alternatively, the test of group membership could involve both such a "proximity test" combined with a higher level's monitoring of the particular user's activity level within its former group. For example, if the overhead of coordinating people in a joint editing scenario is high, then the user join logic may wish to analyze the likelihood based on past participant in editing activities to decide the type of inclusion the user is granted with respect to this new group. For example, someone who sits back and observes the joint editing would not to need the rigor of synchronization that an active editor in the scenario would require in order to stay in sync with his/her fellow editors. Such an example utilizes the notion of a behavioural history as a meta characteristic of a participant within a space. Another such characteristic could be the security concerns of both the scenario and/or participant in question.

3.2.4.2.3 The Collaborative Session's Meta Space

As introduced previously, the collaborative session effectively functions as a logical and existential boundary for user interaction within a media space. In terms of collaborative activity, however, it is defined as a union of existing collaborative associations and therefore its capabilities are those of its constituent CAs. The session’s meta space can therefore be seen as a CARE union (Figure 3.24) and is simply known (for completeness) as the COllaborative SEssion Meta Space, or COSE Meta Space.

3.2.5 Methodological Outline:

Building a Collaborative Media Space with RASCAL

This section outlines the concrete aspects of the framework and considerations for real-world realization of a media space based on RASCAL. It presents the various facets of building a system ranging from techniques for

![Figure 3.24: Session Meta Space](image)
addressing entity configuration to the basic class structure and the underlying communication topology. Example systems and various application scenarios are discussed further in Chapter Four.

3.2.5.1 Configuring the Conceptual: Formulating the Collaborative Design

As part of the RASCAL methodology, three diagrams can be used to describe the behavioural organization of entities relative to each other and their semantic/working relationships. Due to the dynamic nature of entity composition, each diagram effectively serves as a “starting point” or “snapshot” of entity organization at a given point in time. Additionally, while each diagram is intended to aid in a specific aspect of collaborative media space design, no diagram is intended to dictate how specific entities are to be implemented in concrete terms. The various diagrams and their individual formats are used together to provide different perspectives of the collaborative space and its entities instead of using a single convoluted notation. Correspondence between them is aided through the use of numeric labels and specific shapes as outlined in Table 3.2. The diagrams are:

1. The Conceptual Scenario Illustration Grid — CSIG
2. The CA Allocation Diagram — CAAD
3. The Collaborative Behavioural Tree — CBT
4. The CA Pattern Reference — CAPRE

The Conceptual Scenario Illustration Grid (or CSIG) is used to illustrate the organization of the collaborative scenario as a conceptual grid, showing entities and their groupings based on how the designer envisions their interaction at a given point in the collaboration. This grid then forms the basis of the CA Allocation Diagram (Figure 3.25), which is the primary user-level means of illustrating how different entities are grouped into various collaborative associations. CAAD shows the behavioural hierarchy via nesting grid elements within each other while semantically disjoint entities are shown as physically separate elements (i.e. in separate grid partitions). Entities that migrate between different CAs as part of their standard definition can be shown in their own grid (or within their parent if convenient) with arrows showing their possible migration paths (if specific or well-known in the given instance). As a ‘fish-eye’ view of the behavioural organization of a collaborative session, this diagram has the potential to form the basis of a behavioural management GUI for both individual collaborative objects as well as their associations.

<table>
<thead>
<tr>
<th>Entity</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collaborative Session</td>
<td></td>
</tr>
<tr>
<td>Collaborative Association</td>
<td></td>
</tr>
<tr>
<td>Composite</td>
<td></td>
</tr>
<tr>
<td>Singleton</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Cross-Diagram Symbol Notation
The collaborative associations shown in CAAD therefore offer a spatially-oriented view of interactions between (groups of) collaborative objects. However, in terms of recursively complex behaviour patterns, different collaborative groupings with different semantics can be seen to form constituent behavioural subgraphs within a Collaborative Behavioural Tree (see Figure 3.26). Within the CBT, each of these collaborative groupings exists as a node along a semantically associative branch which can be coordinated independently according to relevant characteristics and according to a higher-level behavioural pattern that provides its "larger" collaborative context. Ultimately, the top-level root behavioural pattern defines the goal of the entire collaboration itself which is the top of the reflective behavioural management hierarchy (i.e. reflective tower) for the collaborative effort as a whole. The CBT is therefore a logical graph-based notation used to specify the hierarchical organization of RASCAL entities within a specific instance of a collaborative session. The general form of a CBT has two requisite nodes: the root (formed by the Scenario CA) and its child (the Null CA). All other collaborative association nodes are optional and can be dynamically added, removed or re-connected within the tree relative to their semantic association with other entities in the collaboration.

Table 3.3 summarizes the notation and composition of a CBT in which the optional nodes are either semantic composites or semantic singletons. While each of these entities is a collaborative association in itself, they differ in whether they exist as a stand-alone behavioural component or one that functions as an organization of more primitive entities. Self-contained components that form the lowest-level of the behavioural hierarchy as...
Table 3.3: Summary of CBT Notation and Composition

<table>
<thead>
<tr>
<th>Node</th>
<th>Notation</th>
<th>Semantic</th>
<th>Format</th>
<th>Parent/Child Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root</td>
<td></td>
<td>&quot;Semantic composites&quot; whose behaviour is defined to make sense as a coordinated hierarchy of more primitive patterns</td>
<td>Behavioural Pattern</td>
<td>Child nodes are more primitive or task-specific Collaborative Associations</td>
</tr>
<tr>
<td>Non-Leaf</td>
<td></td>
<td>&quot;Semantic singletons&quot; whose behaviour is defined to make sense as a single entity</td>
<td>Behavioural Component</td>
<td>Leaf &amp; Non-Leaf Children</td>
</tr>
<tr>
<td>Leaf</td>
<td># ␣</td>
<td></td>
<td>No Children</td>
<td>Leaves are low-level, self-contained hierarchies containing semantically integral policy and mechanism</td>
</tr>
</tbody>
</table>

part of the collaborative object (see upcoming Figure 3.31) are the leaves of the CBT while intermediary non-leaf nodes represent more abstract hierarchical behavioural patterns.

As the collaboration evolves, and differing behaviours and behavioural groupings are formed, the topology of the tree and its constituent nodes dynamically changes. Therefore, the CBT can be taken as a real-time representation of the behavioural makeup of the collaborative session. The use of reflection and the meta-level hierarchy maps to different levels within the tree and movement between base and meta levels maps to movement between nodes. The semantically associative branches of the CBT, however, represent behavioural connectivity within the collaboration; therefore, the integration of additional meta-objects and their corresponding meta spaces (such as shown in Figure 3.27), results in a multi-dimensional collaborative organization tree. In such a tree, the extra dimensions are formed from non-behavioural edges which relate CBT nodes to the various meta-objects described earlier in this chapter. In each case, however, by following the edges, entities can perform reflective acts on those aspects which are connected to it.

The CA Pattern Reference (shown in Figure 3.28) is used to supplement the CBT in that instead of hilighting abstract behavioural composition, CAPRE details individual low-level patterns. Specifically, the CA Pattern

![Figure 3.27: An Augmented CBT With Related CARE Meta Spaces](image)
Reference illustrates the semantic singletons that constitute the leaves of the CBT. These patterns illustrate how the system's collaborative functionality is "attached" to its behaviour at the lowest end of the behavioural hierarchy's reflective tower. Variations of CAPRE can be used to show different levels of detail and/or design preferences. Figure 3.29, for example, illustrates the general semantic singleton CAPRE and its integration of the CORE and CARE meta spaces for a generic CBT leaf. Figure 3.30, on the other hand, illustrates two design variants of a CBT leaf for specific usage contexts (editing vs. conversation). In each case, the meta-objects of concern are italicized within the meta space annotation.

**Figure 3.28: Example CAPRE — the CA Pattern Reference**

**Figure 3.29: General CBT Leaf With CARE/CORE Meta Spaces**
3.2.5.2 Concretizing the Conceptual: The RASCAL Class Structure

In support of RASCAL's conceptual framework and methodology, a concrete class structure is now presented. Shown in Figure 3.31, an annotated UML [FK97] specification is used to show the classes, their relationships and how they relate to the various levels of abstraction within the collaborative paradigm. These specification levels, their scope and example entities are outlined in Table 3.4.

The various collaborative entities within RASCAL media space exist at different levels of abstraction, with differing functional purposes and behavioural characteristics. These differences are mirrored in the class framework with their correspondence listed in Table 3.5 and shown by means of example in Figure 3.33.

RASCAL's basic tenet of separating coordination from execution is addressed via composition within the Object class via the Object Functionality and Object Behaviour subclasses. This ideal division is intended for custom RASCAL systems; however, those using legacy components may not have such a clear separation in terms of implementation. In such a case, the composite Object Behaviour effectively becomes a wrapper around the existing object with its intrinsic behaviour. This issue is discussed further in subsequent chapters.

While created within the bounds of a collaborative session, collaborative objects are utilized within the bounds of a collaborative association. In this sense, they are syntactically global while semantically local to their current CA. However, since a session is actually a union of CAs, an object's membership in either the session
or any particular CA can be represented as an aggregation of the Object class relative to the Behaviour (via its Topology subclass – see Figure 3.31).  

While the concept/class mapping of the collaborative object is reasonably straightforward, that for a collaborative association is less so. As stated earlier, the intent of each CA is to be an active behavioural entity facilitated through the use of executable models. Within Figure 3.31, the use of executable models combined with the requirement to participate in reflective acts is represented through the use of a stereotype [FK97] called REXS. Short for Reflective EXecution Specification, REXS specifies the use of an active object (i.e. executable) paradigm with “native” support for reflection. The actual realization of REXS is implementation dependent and
Various possible executable models exist, such as those based on petrinets and finite state machines. The major difficulty with these techniques is to facilitate their reflectivity. This issue will be discussed further in subsequent chapters.

REXS forms the foundation for all RASCAL entities. As the basis for the Policy class, it enables a RASCAL Policy to actively execute and compute about itself in a reflective manner. The Policy, in turn, is the basis from which all collaborative entities are derived. For example, the Behaviour class facilitates creation of behavioural components, patterns and hierarchies through its ability to reify itself and form a reflective behavioural tower. This is enabled via the Policy class in which meta-level policies constitute meta-level behaviours. Figure 3.32 illustrates REXS relative to a behavioural pattern built as a reflective tower of active objects. In such a definition, the bottom level of the Behaviour hierarchy interacts with collaborative objects (instances of the class Object) via a Behavioural Manager(s) (realized as a Coordinator or Synchronizer). The complexity of the behavioural definition is addressed by allowing semantic levels to be mapped to different Behaviours which are reflectively linked as meta-behaviours (i.e. a Policy).

The collaborative association is therefore represented using the Behaviour class. Each CA, as a behavioural pattern, is an instance of a reflective behavioural tower defined via REXS and the Behaviour and Policy classes. At each level of the tower, the Behaviour’s Topology refers to its constituent base members (i.e. objects or sub-behaviours). The Specification refers to the logic that instance of the Behaviour class (i.e. that level of the behavioural tower, or part of the behavioural pattern) implements.

This approach promotes scalability and allows the complexity of the association to be distributed amongst the different levels of the tower. The result, in which CAs offer increasing levels of complexity (or “detail”) as the

<table>
<thead>
<tr>
<th>Specification Level</th>
<th>Scope</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collaborative</td>
<td>High-level management of goal-oriented behaviours</td>
<td>Business Meeting</td>
</tr>
<tr>
<td>Coordination</td>
<td>Mid-level management of group-oriented (sub-goal) behaviours</td>
<td>Brainstorming Group</td>
</tr>
<tr>
<td>Synchronization</td>
<td>Low-level management of specific object(s) behaviour</td>
<td>Audio/Video Lip Sync</td>
</tr>
<tr>
<td>Media/Tool</td>
<td>Object-specific realization (logical location of behaviour and function)</td>
<td>Teleconferencing Applet</td>
</tr>
</tbody>
</table>

Table 3.4: Specification Levels and Their Scope

<table>
<thead>
<tr>
<th>Framework Entity</th>
<th>Primary Class</th>
<th>Supporting Classes</th>
<th>Specification Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collaborative Object</td>
<td>Object (Functionality &amp; Behaviour)</td>
<td>Policy</td>
<td>Media &amp; Tool</td>
</tr>
<tr>
<td>Collaborative Association</td>
<td>Behaviour (Specification &amp; Topology)</td>
<td>Behaviour Manager (Coordinator &amp; Synchronizer), Policy</td>
<td>Coordination &amp; Synchronization</td>
</tr>
<tr>
<td>Collaborative Session</td>
<td>Behaviour (Specification &amp; Topology)</td>
<td>Behaviour Manager (Coordinator, Synchronizer), Policy</td>
<td>Collaborative</td>
</tr>
</tbody>
</table>

Table 3.5: Framework Entities, Classes and Specification Levels
tower progresses, is known as Progressive Associativity. Akin to “progressive resolution encoding” used for JPEG images, in which differing levels of image detail exist within the same encoding, the CA’s quality of interaction (QoI) can be adjusted simply by traversing a different number of levels in the behavioural tower.

Use of the various classes over the lifecycle of a RASCAL media space is outlined Table 3.6. As shown in Figure 3.33, a media space exists via the realization of collaborative sessions over the RASCAL communications architecture (as detailed shortly). While generally self-explanatory, the lifecycle consists of 4 basic phases: Creation, Restoration, Application and Termination.

The Creation phase deals with the initial realization of a collaborative session. As explained earlier, creating an session maps to creating the default null and scenario CAs. The Restoration phase provides for dealing with
<table>
<thead>
<tr>
<th>#</th>
<th>Phase &amp; Involved Steps</th>
<th>Result</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Creation</td>
<td>Instantiate collaborative session CS\textsubscript{scenario}</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Creates &quot;empty&quot; session CS\textsubscript{scenario} with base associations:</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CA\textsubscript{null}</td>
<td>Behaviour</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CA\textsubscript{scenario}</td>
<td></td>
</tr>
<tr>
<td>2.1</td>
<td>Persistence across session invocations</td>
<td>Create any pre-defined collaborative objects that are part of the scenario</td>
<td>Object</td>
</tr>
<tr>
<td>2.2</td>
<td></td>
<td>Create any pre-defined collaborative associations that are part of the scenario</td>
<td>Behaviour</td>
</tr>
<tr>
<td>2.3</td>
<td>Restoration: persistence across session invocations</td>
<td>Migrate collaborative objects from CA\textsubscript{scenario} to the appropriate CA\textsubscript{task-specific} as required</td>
<td>Object/Behaviour</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Move CO\textsubscript{o} from scenario's CA to its appropriate CA:</td>
<td></td>
</tr>
</tbody>
</table>
|    |                                                           | \( \forall a, o \in \text{CS}_{\text{scenario}} \) \begin{align*} CA_{\text{scenario}} &= CA_{\text{scenario}} - CO_o \\
|    |                                                           | \quad CA_a &= CA_a + CO_o \end{align*} (as required)                 |                 |
| 3  | Application                                               | Utilize the space and its constituent entities for purpose of collaboration |                 |
|    |                                                           | Varies; can include:                                                   | Varies          |
|    |                                                           | Dynamic CO creation, manipulation, destruction                          |                 |
|    |                                                           | Dynamic CA creation, manipulation, destruction                          |                 |
| 4  | Termination                                               | Collaborative session CS\textsubscript{scenario} ceases to exist         |                 |
|    |                                                           | All COs and CAs are deleted; when session CS\textsubscript{scenario} is "empty", it is deleted | Object/Behaviour|

Table 3.6: Media Space Lifecycle

entity persistence across session invocations (at both object and behavioural levels). For example, users may wish to "continue their meeting later". If so, they would persist (i.e. "save" to secondary storage) their session (via its collaborative object and associations) for later use. While collaborative associations are designed to transparently "go away" when empty of objects, their definition can persist. This supports continuation and re-use of behaviours while also mirroring real-life collaborative efforts which only exist when there are participants actively performing some action.

The Application phase is the "active" portion of media space usage; during this phase, the media space is being used by its participants. Actions and usage of the class structure within this phase will vary widely, but would typically involve those outlined in Table 3.7.

The Termination phase involves "tearing down" the session by deleting any existing collaborative objects and associations. When all such entities are removed, the session ceases to exist. Support for persistence would be part of this phase, with each entity being responsible for its own persistence. An collaborative object, for example, would have its persistence and termination logic handled by the tool which actually implements the object's functionality. The persistence and termination of a behaviour, on the other hand, would depend on
<table>
<thead>
<tr>
<th>Entity</th>
<th>Action</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object</td>
<td>Add</td>
<td>Dynamic creation of a new collaborative object within a collaborative session. It is inserted into a given collaborative association for use based on a system-dependent user interface. This would also involve creation of the object’s meta-space and its corresponding meta objects.</td>
</tr>
<tr>
<td></td>
<td>Delete</td>
<td>Removal of a collaborative object from the session (via a system-dependent user interface) so it is no longer available for use within any association.</td>
</tr>
<tr>
<td></td>
<td>Manipulate</td>
<td>The collaborative object is “used” and/or performs its function. The user interface for this interaction is object-specific. This could also involve manipulation of the object’s meta-space and its corresponding meta objects to modify differing meta-level aspects of the object (as outlined earlier). The interface for doing so would be system-dependent.</td>
</tr>
<tr>
<td>Behaviour</td>
<td>Add</td>
<td>Dynamic creation of a new behavioural pattern that can be used within a session to coordinate the activity within a collaborative grouping. How this would be done in terms of a user interface is system-dependent. This would also involve creation of the object’s meta-space and its corresponding meta objects.</td>
</tr>
<tr>
<td></td>
<td>Delete</td>
<td>Removal of a behavioural pattern so that is no longer available for use to guide entity activity. How this would be done in terms of a user interface is system-dependent.</td>
</tr>
<tr>
<td></td>
<td>Manipulate</td>
<td>The manipulation of a behaviour would involve its real-time modification as the behaviour is being exercised (used) within the system. This could involve a system-provided user interface or be controlled automatically by the system internally. This would therefore involve manipulation of the behaviour’s meta-space and its corresponding meta objects via reflection.</td>
</tr>
</tbody>
</table>

Table 3.7: Typical Application Phase Actions

type of implementation used to realize RASCAL class framework. This issue is further explained by example in upcoming chapters.

The conceptual and class frameworks therefore provides a customizable and tailorable skeleton on which to build specific RASCAL media space systems. How they are deployed in a distributed environment is discussed in the upcoming section on the RASCAL communications architecture.

### 3.2.5.3 The RASCAL Communications Architecture: Design, Function and Topology

The design of the RASCAL communication architecture is reasonably straightforward. Shown in Figure 3.34, the architecture's topology can be represented as a collection of hosts joined by a coordinated communications subsystem (abbreviated as CCS). While the traditional communications system is simply viewed as "passive" link between participants, the principle behind RASCAL is to provide an "active" communications infrastructure which "intelligently" manages media space activities. This "active intelligence" is provided by a specific part of the CCS known as the collaborative multimedia support system, or CMSS. The hosts form "points of presence" in the media space at which collaborative participants connect to the shared environment. Collaborative object (i.e. users, tools, media, etc.) are distributed at these points of presence and send/receive data and control information to/from other via the CCS. The CCS is intended to utilize network technology that supports multicasting (to facilitate simultaneous data delivery) and support for QoS guarantees, which are an important part of multimedia networking.
A basic tenet of RASCAL's approach to behavioural management is the separation of coordination from execution. Shown previously in Figure 3.8, a RASCAL system is logically and complementary divided into two complementary halves: a *coordination sphere* and an *execution sphere*. Based on this architectural premise, the CCS is similarly divided into two distinct but complementary subsystems: the data subsystem and the control subsystem.

The execution sphere maps to the *data subsystem* which represents and deals with the flow of data that is produced and consumed by collaborative objects within the environment. The content and representation of the media, the tools and the users of the environment form the data that are multicast over the data portion of the CCS. Therefore, execution can be seen to constitute the "media" within a "media space". As stated earlier, such data is multicast to other hosts (within the bounds of a collaborative session/association) and can utilize support for QoS as provided by the underlying network (as specified by the appropriate entities QoS-related meta-objects). Within Figure 3.34, this connectivity is shown via the *data path*.

Coordination of media space data, on the other hand, is considered separately. Mapped to the coordination sphere, the *control subsystem* addresses the notion of behavioural management within the shared space. The coordination of execution (i.e. the coordination and synchronization of media, tool and user data) utilizes the *control path* within the CCS (Figure 3.34). The control information that describes the consumption of the data and events/actions performed in the space are transmitted along the control path, which like the media data, utilize support for multicasting and QoS. The key difference is that the flow of control information is regulated under the auspices of the CMSS.

To perform the regulation of control information, the CMSS logically pairs a *dedicated coordinator* with the multicast switch (i.e. the actual communications fabric). This top-level behavioural management entity is known as the *Proxy Chair* and manages control messages that describe media space data flowing through the multicast network. Such data itself is *not* channelled through the Proxy Chair, nor does the Proxy Chair perform any function other than coordinate the space through the regulation of control messages between source and
receiving hosts. From the collaborator’s perspective, the network is providing the necessary coordination and synchronization, while from the network’s point of view, the coordinator is a specialized entity within it that offers behavioural management services, akin to those associated with *intelligent networks* [ITU92].

Therefore, the CCS and the CMSS can be seen to collectively function as a “collaborative fabric”, providing support for the various services required by collaborative environments based on the RASCAL framework. Through the use of reflection, the components of this “fabric” can “tailor” themselves to meet the ongoing needs of the media space as it is used over time. Figure 3.35 overlays RASCAL’s conceptual framework entities on top of the communication architecture to illustrate their distribution in terms of a multi-session instance of a media space. Collaborative objects are shown at the host end-points while the collaborative behavioural definitions used for behavioural management (i.e. the collaborative associations) are shown as part of the CCS (in relation to the Proxy Chair). The behaviours of these collaborative objects are regulated via the use of collaborative behavioural patterns which also express a given entity’s interactions with others. Therefore, it is these patterns that the Proxy Chair coordinates in order to regulate object activities and interactions within the space.

The use of specific communication protocols, QoS parameters and other traditional network considerations are considered specific to the entity in question and are dealt with as part of an entity’s individual meta space. The framework and communication architecture imposes no specific requirements other than those already outlined; specific entities, however, may have their own specific requirements which an implementation will have to provide for. Such issues, including entity distribution and their usage will be discussed further in terms of an example media space scenario later in Chapter Four.

![Figure 3.35: Relating Framework Entities to the Communication Architecture](image-url)
3.2.5.3.1 The Global Perspective: The Proxy Chair

The Proxy Chair, often abbreviated as Proxy, is the top-most coordinator within any system based on the RASCAL framework. The Proxy Chair is so-named for its role as a "chairperson" which is "in charge" of globally regulating media space behavioural services, while still being independent of any application-specific management or "chairperson" entity (hence the "proxy" designation). In effect, it is a "global substitute" for behavioural management instead of requiring each application/host to address this issue internally.

The basic organization of the Proxy Chair is shown in Figure 3.36. As a coordinator, the Proxy monitors and controls all shared objects that constitute the media space itself. It consists primarily of three components:

Meta-Model: The meta-model is the specification of the current collaborative behavioural model being used to coordinate the space's activities. It is not a model of the current entities but a meta-level model by which the "reality" of the media space itself is to be compared.

Predictor & Analyzer: This component encompasses the analysis portion of the Proxy; in other words, it determines how the Proxy "compares" the actual behaviour of entities relative to the intended model and exercises decision over any adjustments that must be administered to entities within the space. Through appropriate use of the Proxy's database, it can also include logic that takes predictive action (such as resource allocation or synchronization adjustments) based on previous behaviours. The level of intelligence offered by such a service is widely variable and is related to the information held in the database (as discussed below), the expressiveness of the behavioural models and the support for precision and flexibility in their design.

Database: By utilizing a Support Knowledge Base, the Proxy can keep track of data important to meeting user needs and expectations. For example, the collaborative behavioural models that are used to coordinate and synchronize collaborative interactions can be stored in the database in a manner analogous to document templates for word processing packages. However, in order for the system to evolve over time, it must be aware of its prior operative history. The database therefore allows the

---

**Figure 3.36: The Proxy Chair's Perspective**
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tracking of user behaviours, common behavioural patterns and significant system conditions that can be considered as part of performing resource management (based on media characteristics for example) and/or predictive processing (such as the adjustment of synchronization mechanisms to meet probable upcoming circumstances). Such information can persist over time (i.e. used across sessions) or transient (relative only to a single session). This notion of Behavioural Histories can be applied at varying granularities, such as scenario, group, user or object-specific. Implementation of the database itself is independent of the framework and can range from distributed/on-disk to centralized/memory-resident [OO97].

Because of its importance, the Proxy Chair is not a functionality to be assumed by a point-of-presence host; rather, it is to be a dedicated component of the CCS. Rather than waste resources, this separation offers the following benefits:

- A complete and straight-forward separation of concerns in terms of communication. The separation of paths enables appropriate QoS levels for different object data as well as control messages.

- A complete and straight-forward separation of concerns in terms of processing. End hosts will often be taxed by the manipulation of media data (such as decoding and user interface duties); therefore, placing the vital role of session behavioural management as a subservient task to such demanding (and often variable) tasks is ill-considered. More than the use of a centralized architecture, it is this often-assumed multiplexing of functionality which leads to bottlenecks; the temptation to minimize the number of components to perceive a more effective use of resources needs careful consideration.

- The autonomy of behavioural management facilitates is more straight-forward, scalable and flexible for both end systems and the Proxy. End hosts typically function as display and/or input devices for participants within the shared space. For specific applications of the shared space, the calibre of these machines could vary considerably. However, if considerable coordination logic is made part of the end host design, these machines necessarily become more complex and expensive. Furthermore, the potential orthogonality of host design is lessened because components are now context dependent as to their role within the media space; therefore, the adaptability and scalability of the architecture are now determined by application topology. As given, the architecture partitions system workload into two areas, each of which can be managed separately. The modification or addition of new coordination policies is more easily managed by using a central coordinator combined with host-independent, role-specific control software. While the Proxy forms a single, independent entity within the CCS, it is best viewed as a logical entity. Should media space scale, performance or failure be an issue, a group of coordinators could be defined to function as a Distributed Proxy Chair. In the case of failure, the Proxy could be dynamically replaced; or if the space scaled beyond the capacity of a single Proxy, multiple coordinators, each of which would manage a specific region of the media space, could be used to transparently migrate select sessions to another coordinator. That is, the Proxy could in fact be designed using cluster technologies if requirements warrant.
3.3 Summary

This chapter has presented the RASCAL framework as a means to facilitate construction of self-adaptive and evolutionary collaborative media space systems. The motivation and the rationale behind RASCAL, along with its basic conceptual structure and how it forms the basis for collaboration were presented. Additionally, the essence of the RASCAL methodology was given, including details on its concrete class structure and its support for the basic concepts introduced earlier. Finally, the underlying communications architecture was introduced and discussed in relation to the rest of the RASCAL framework.

Subsequent chapters will build on this information, illustrating its application to specific usage scenarios while addressing how certain aspects require special consideration in terms of real-world implementation.
4  CHAPTER FOUR

REALIZING RASCAL I: SCENARIO, APPLICATION AND UTILITY

This chapter augments the discussion of the RASCAL framework presented in Chapter Three by illustrating its application to various collaborative multimedia scenarios. As part of emphasizing the framework's flexibility, the scenarios range from the relatively practical to those that are more esoteric. An underlying theme of the framework and its illustrating scenarios is that they must account not only for present day needs but be able to facilitate those that while only envisioned at present, may well in fact be realized when necessary support technology becomes common place.

4.1  RASCAL Scenario Overview

The notion of a media space is inherently broad and open-ended. Consequently, its enabling and supporting infrastructure must be appropriately flexible and malleable so as not to restrict design or implementation; it must allow designers and users alike to realize both the requirements and the potential of a given collaborative scenario.

As an account of a possible course of actions or events [Web89], a scenario illustrates the potential of a given kind of situation and is not an exhaustive description of all the possible activities that can occur. An electronic commerce system, for example, could provide an avatar-based virtual world for shopping at various retail outlets. This is only one possible interface for such a system and activities within the scenario could include interaction with sales staff, examining products as well as purchasing them. Similarly, in a tele-learning scenario, a distributed classroom environment could be utilized and encompass the large range of activities that occur in a teacher/student environment, from lecturing and discussion groups to taking examinations.

Therefore, while quite varied, the kind of situations suited to RASCAL can be characterized as follows:

- real-time, synchronous distributed environment
- activity/event orientation
- dynamic membership, group and activity definition
- diverse computational and collaborative multimedia requirements
- mixed behavioural coupling (i.e. tight to loose coordination/synchronization)

4.2  Sample Scenarios and Application Domains

This section details a number of collaborative scenarios and application domains that the RASCAL framework could enable and facilitate through the development of an appropriate media space. While not exhaustive, it is
intended to illustrate the range of possible uses as well as how the actual framework would map to specific situations. Different levels of detail are provided for the different scenarios to provide broad coverage.

4.2.1 Virtual Business Meeting

One popular use of telecollaboration technology is to facilitate business meetings across disparate geographical settings. Motivated by the potential of cost savings and flexibility in planning, these virtual meetings are typified by the traditional teleconference model in which users talk to and potentially see each other via audio/video connectivity. However, as presented earlier, the true collaborative potential of the meeting can require use and support for diversity in informational formats and ways to manipulate them. In other words, the ways people “meet” in a co-located setting must be facilitated within the virtual scenario. An important part of this is addressing how their desired activities and corresponding behaviours are enabled, supported and legitimized by the system.

For example, consider a meeting scenario of 10 participants which consists of the series of activities outlined in Table 4.1. This meeting effectively occurs in three coarse-grain segments: lecture, discussion, lecture. These segments of the meeting, however, can obviously be broken down into sets of specific actions. The lecture segment maps to Table 4.1’s step 2, which is in fact an ordered series of individual presentations (based on the notion of a pre-defined agenda). Similarly, the lecture segment maps to step 3.4 but its exact sub-steps are based on the results from the discussion segment (i.e. a dynamically defined agenda). For example, step 3.4 can be further decomposed as follows:

3.4.1 Regroup participants/brainstorming groups
3.4.2 Spokespersons for various brainstorming groups determined
3.4.3 Each spokesperson (in turn) presents their group’s findings (using lecture style delivery)

Conversely, step 3.2 is deliberately left “open” since its constituent actions are depends on the meeting’s context as well as the group, topic and participants in question.

Such a meeting is shown graphically in Figure 4.1 in which the various discussion (brainstorming) groups are mapped to different “locales” separate from the “main meeting area”, which is shown in two states representing

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Meeting participants convene/called to order</td>
</tr>
<tr>
<td>2</td>
<td>Presentational information by different members in well-known order (i.e. agenda)</td>
</tr>
<tr>
<td>3</td>
<td>Brainstorming period</td>
</tr>
<tr>
<td>3.1</td>
<td>Three groups of three “go to their corner”</td>
</tr>
<tr>
<td>3.2</td>
<td>Groups “discuss” specific issues as assigned by a facilitator</td>
</tr>
<tr>
<td>3.3</td>
<td>Throughout the above discussion, the group facilitator moves from group to group to assist and encourage interaction and development within each group</td>
</tr>
<tr>
<td>3.4</td>
<td>Groups reconvene and present discussion group results to the rest of the group</td>
</tr>
<tr>
<td>4</td>
<td>Meeting adjourns</td>
</tr>
</tbody>
</table>

Table 4.1: Example Meeting Steps
Figure 4.1: Conceptual Virtual Meeting Scenario

when everyone is gathered together and when the participants are separated into their groups. The groups include an advertising strategy group, an ergonomic/form factor design group and a pricing strategy group. The facilitator is shown as potentially migrating between the different locales as he “moves around the room” and interacts with each group in turn (Figure 4.2).

Moving from a co-located meeting to a virtual one utilizing a distributed environment necessitates mapping activities from one context to another. Table 4.2 illustrates one such possible mapping between them. Furthermore, the above activity breakdown and organization are purely one way of doing so; it is not the only, correct or necessarily best way to do so. Such issues are left to the meeting participants to exercise judgment on how the meeting is best organized and facilitated. Like the design of a meeting room wouldn’t itself organize

Figure 4.2: Example Virtual Meeting CSiG with Migrating Member
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<table>
<thead>
<tr>
<th>Step</th>
<th>Co-Located Scenario</th>
<th>Virtual Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Call to order</td>
<td>Users join session</td>
</tr>
<tr>
<td>2</td>
<td>Series of presentations given by the meeting's participants</td>
<td>Users lead session using lecture style delivery in series</td>
</tr>
<tr>
<td>3</td>
<td>Set up brainstorming groups</td>
<td>Set up brainstorming groups</td>
</tr>
<tr>
<td>3.1</td>
<td>Physically isolate groups for privacy</td>
<td>User interface manipulated to segregate users into logical groups</td>
</tr>
<tr>
<td>3.2</td>
<td>Discuss and brainstorm</td>
<td>Discuss and brainstorm</td>
</tr>
<tr>
<td>3.3</td>
<td>Facilitator walks between groups and interacts with each of them separately</td>
<td>Facilitator manipulates user interface to interact with the formulated groups</td>
</tr>
<tr>
<td>3.4</td>
<td>Everyone gets back together and presents groups' results to everyone</td>
<td>Logical groups consolidate (via user interface manipulations) and resume lecture style delivery</td>
</tr>
<tr>
<td>4</td>
<td>Adjournment</td>
<td>Users quit/leave session</td>
</tr>
</tbody>
</table>

Table 4.2: Stepwise Comparison of Co-Located and Virtual Meeting Scenario

the actual activities within a co-located meeting, neither should an enabling framework limit organizational freedom within a virtual one.

In terms of the RASCAL framework, each brainstorming group is an instance of a Collaborative Association, since it is a grouping of entities that are actively “working together” in some semantically defined relationship. As the groupings of who is working together changes, the collaborative associations will change. Those working together in a specific CA will be coordinated according to a behavioural specification that deals with the intended purpose and characteristics of that group. Each CA can therefore be thought of having its own sub-goal which is related in some manner to achieving the top-level goal associated with the collaborative session. Table 4.3 shows the various goals and the CAs associated with them, including those which directly map to the different discussion groups (advertising strategy CA, ergonomic/form factor design CA, pricing strategy CA). The “main meeting area” is part of the overall meeting goal and therefore associated with the top-level CA that is part of the scenario definition. The facilitator migrates between CAs dynamically as he “moves around the room” and interacts with each group in turn. The pricing strategy CA is detailed in Figure 4.3 to illustrate specific framework constructs. An example of utilizing the CARE meta space is shown in Figure 4.4 such that the synchronization paradigm of the pricing document could be variable and is part of the editing semantic of the CA. For example, editing could be restricted to a single user at a time using a conservative locking scheme or an optimistic versioning/resolution approach could be taken so that each user edits their own version of the document and differences are resolved in a context-dependent manner (provided as part of the CARE meta space implementation).

<table>
<thead>
<tr>
<th>Goal Level</th>
<th>Collaborative Association</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall Meeting Goal</td>
<td>Finalize product launch plans</td>
</tr>
<tr>
<td>Brainstorming Groups’ Subgoals</td>
<td>Advertising strategy</td>
</tr>
<tr>
<td></td>
<td>Ergonomic/form factor design</td>
</tr>
<tr>
<td></td>
<td>Pricing strategy</td>
</tr>
</tbody>
</table>

Table 4.3: Goal to Collaborative Association Mapping
4.2.2 Tele-Learning

An oft-cited benefit of combining modern communications and multimedia technology is the potential afforded distance education. Supporting the educational process can be a challenge as the typical classroom is quite often a myriad of different types of behaviours which change over time. Depending on the content of what is being taught, the instructor and the students, different instructional techniques and interactions are used at different times and under different circumstances. Therefore, such a scenario provides a good example of how a RASCAL media space can facilitate a flexible collaborative environment.

4.2.2.1 General Tele-Learning Topology

A typical tele-learning system will consist of multiple students and a single instructor interconnected by a communications network. Sometimes, special educational software is used along with general purpose applications and tools to facilitate different kinds of interaction. Audio/video conferencing is quite common but shared applications and use of "canned presentations" are also increasingly part of the educational process.
Such an environment therefore can be seen to constitute a collaborative media space through the use of real-time audio/video capture/display in combination with support for applications, like a shared whiteboard, the distributed playback of synthetic media such as video clips, animated presentations, and so forth.

Unfortunately, despite having the logical character of a media space, many traditional tele-learning systems function either as an uncoordinated collection of software packages (such as those based on the MBONE suite) or those that place role-specific computational demands on select elements of the topology. For example, the instructor's machine is often the most powerful and is designed/constructed with specific requirements by virtue of its role. Machines which represent students within such an architecture are typically less capable and limited in functionality because of their intended role within the tele-learning system. The difficulty with such an approach is the rigidity in how it is used, which is imposed by virtue of its initial design, rather than how the users wishes to configure it. For example, in the traditional approach, if control for coordination of the classroom is embedded in software on the instructor's machine, it intrinsically disallows students the ability to lead the classroom, as may be desired by the instructor at some point in time. The result is a topology that is very static and uneven in terms of its hardware components, software distribution, managerial, functional and ultimately collaborative potential.

In the RASCAL approach to a tele-learning media space, the primary coordination logic is contained in the CCS (i.e. network), rather than in specific end-hosts (as shown in Figure 4.5). As the traditional method has coordination and synchronization logic placed in highly role-specific entities, the standard method results in a more complex and less orthogonal system where functionality is determined more by hardware and topological assumptions rather than software control mechanisms. The RASCAL model promotes an orthogonal system in which coordination is provided by a coordinated communications subsystem under the control of host-independent software. The instructor’s workstation, rather than be a single, complex and expensive machine, can be a “simple” entity with an interface to the behavioural management logic within the CCS. By increasing

Figure 4.5: Comparing TeleLearning Architectures
host equity (reducing differences in calibre between student and teacher machine requirements), the system's instructional policy can be enforced by role-based control software, rather than hardware layout. The ability to reduce the impact of resource requirements on student machines is also important given the burgeoning trend to low-cost network appliances such as set-top boxes or digital entertainment terminals (DETs). Consequently, by taking a network services approach, topology and functionality are more orthogonal and changes to either are easier. Specifically, the architecture offers more flexibility in the way that students can be involved within the media space. Since a participant's role is not determined by the complexity of coordination logic/mechanisms in their local host, the CCS allows both students and instructor to participate in or lead the "classroom" based on policy, not topology.

Therefore, the priority and management hierarchy of the media space is determined by control software at individual hosts which provide a management interface to the CCS. This provides more flexibility in development and extension of the system by encouraging high-level configuration of the media space using adaptable, policy-based software rather than application-dependent hardware. While end-hosts may require some secondary synchronization logic (as discussed later), coordination is primarily achieved through the intelligent communications system which is a more convenient and topological-independent location for policy-enabling mechanisms.

The CMSS is the part of the CCS which actually provides the policy-based behavioural management on behalf of the network. The main part of the CMSS is the Proxy Chair, which functions as a coordinator and is responsible for the space's behavioural management according to its management policy. It is important to note that the coordinator (i.e. Proxy Chair) does not represent a domain-dependent manager (i.e. the instructor or the business meeting facilitator in the previous example) but an entity which enforces the guidelines of the space for all participants within it. Therefore, in terms of a virtual classroom, the coordinator guides the instructor as well as the students; in terms of the virtual meeting, the coordinator guides the facilitator in addition to the regular meeting participants. Each of these entities are collaborative objects within the media space which are regulated according to the behavioural patterns associated with their particular interactions with other entities. It is these patterns that the Proxy Chair coordinates in order to regulate activities within the space and therefore, the collaboration in question.

### 4.2.2.2 Unsupervised Single Classroom Scenario

As an initial example, consider the collaborative scenario outlined in Figure 4.6, which maps the media space to an unsupervised virtual classroom. In this scenario, two well-known activity groups and one passive audience group are shown. Each of these groups form a CA within the scenario as shown in Figure 4.7 and are detailed in Figure 4.8 to illustrate specific framework constructs. These groups include: (1) two participants jointly editing a document with live audio/visual conferencing; and (2) an overlay annotation being drawn over a movie presentation. In addition to these members of the telelearning scenario that are actively collaborating, other students can be passive observers in the classroom (i.e. inactive members of the session) and would not be
Figure 4.6: Unsupervised Single Room TeleLearning Scenario

part of a specific well-known collaborative association (i.e. they would be a member of the default Null CA) as they would not be "working together" in a semantically defined relationship yet would still probably want to know what was going on in the classroom. This is itemized in Figure 4.9 and shown in relation to the CA allocation in Figure 4.10 resulting in the collaborative behaviour tree shown in Figure 4.11. Entity correspondence across Figure 4.9, Figure 4.10, Figure 4.11 and Figure 4.12 is shown via the circular numerical designations.

Within this scenario, the highest meta level is a global "classroom policy" which guides all interactions in the classroom, such as regulations as to how individuals interact, what kinds of group activities are allowed (such as brain-storming or working on a shared whiteboard) and so forth. These policies and their related mechanisms are form patterns (shown in Figure 4.12) which specify the role and interaction between entities within the media space. The Proxy Chair serves as a global coordinator which manages the coordination of the

Figure 4.7: Unsupervised Single Classroom CSiG

103
Figure 4.8: Detailed Example of Unsupervised Single Classroom CAs

entire space (the classroom) according to its management policy (the classroom policy). It is important to note that the Proxy does not represent the instructor but an entity which deals with the behaviour of all participants within the space; therefore, the Proxy would regulate the instructor's behaviour as well as that of the students.

While the classroom policy forms the meta level for the coordinator, the coordinator is itself meta to the collaborating groups. The coordinator governs the coarse-grain behaviour of the individual groups using the classroom policy while individual groups are governed in a similar manner but at a finer granularity and using their CA's behavioural pattern. For example, while the maintenance of audio/video "lip-sync" is done on a per pair basis, it is coordinated with respect to sibling collaborators under the control of the coordinator using a "conversation" behavioural pattern. This non-monolithic approach enables different paradigms and

**Figure 4.9: Single Classroom Session and Associations**

---

**Collaborative Session**

- **Session/Scenario CA:** Top-level behavioural description with collaborative goal
- **Purpose:** Logical scenario boundary for collaboration towards a specific purpose
- **Example Scenario:** Virtual Classroom
- **Example Goal:** Properly conducting classroom behaviour

**The Null CA:** The "empty set" of Collaborative Associations

- **Purpose:** Location for entities not part of specific well-known CAs; functions as a session-wide default CA (whose exact semantic is determined by the session itself)
- **Example Null CA:** Passive student audience not requiring tight coupling relative to specific tasks but still wanting to be aware of classroom activities

**Well-known CA:** A task-specific behavioural grouping

- **Purpose:** Location for entities part of a specific well-known interaction context (i.e. those entities following a specific behavioural pattern that defines their association in a collaborative sense)

- **Example Well-known CA - Learning Group 1:** Two students are jointly editing a shared document and A/V teleconferencing at the same time
- **Example Well-known CA - Learning Group 2:** A student is graphically annotating a video presentation
granularities of synchronization to be specified as part of a specific group’s local synchronization policy. Additionally, the appropriate considerations for mixed mode operations (how live and synthetic media are combined) can also be dealt with in a similar manner (see upcoming section on the application of RASCAL to multimedia synchronization). And finally, the mechanisms which actually perform the operations are at the lowest level in the hierarchy and represent the media-specific execution sphere. Consequently, complex classroom activities can be broken down into smaller subsets of policies and mechanisms, independently managed while still globally related to the overall classroom goal/semantic.

The tailorability offered by using such an approach means that different educational requirements can be met by integrating different components (i.e. specific demonstration applets or informational material, such as an online textbook). It also offers support for a wide range of classroom settings and learning styles, such as specifying interactions between students and the tools they can use. Such components could conceivably be intelligently modified or replaced under the control of the system itself (based on self-investigative meta-computations by higher-level entities). The ability to monitor and adapt via the application of reflection would effectively enable the classroom to dynamically "learn" how best to support its students/instructors based on their usage characteristics. Possibilities include changes in synchronization granularity according to user satisfaction with the provided quality of service, switching to a less stringent synchronization paradigm based on frequency of access and the dynamic reconfiguration of how collaborative objects are related (i.e. who is working together as part of the collaborative groupings).
4.2.2.3 Supervised Multi-Classroom Scenario

As a second example, consider the more involved example of a tele-learning scenario outlined in Figure 4.13, which maps the media space to a set of virtual classrooms with the addition of an instructor that moves around between them. In this scenario, three well-known activity groups, one passive audience group and a migrating instructor are shown. Each of these groups form a CA within the scenario as shown in Figure 4.14 and are detailed in Figure 4.15 to illustrate specific framework constructs. These collaborative groups include those outlined in the previous unsupervised scenario but are augmented by a third well-known collaborative group which manages student examinations (which are logically in another classroom, away from the main classroom interaction). In addition to these members of the telelearning scenario that are actively collaborating, other students can be passive observers in the classroom (i.e. inactive members of the session) and would not be part of a specific well-known collaborative association (i.e. they would be a member of the default Null CA) as they would not be “working together” in a semantically defined relationship yet would still probably want to know what was going on in the classroom. The instructor is shown as a top-level collaborative object (initially created as a member of the scenario-level CA) which is potentially related (in a logical sense) to all the different activities within the entire space. This is itemized in Figure 4.17 and shown in relation to the CA allocation in Figure 4.16; the resulting collaborative behaviour tree shown in Figure 4.18. Entity correspondence across Figure 4.16, Figure 4.17, Figure 4.18 and Figure 4.19 is shown via the circular numerical designations.

As with the previous example, the highest level is a global “classroom policy” which guides all interactions in the classroom, such as regulations as to how individuals interact, what kinds of group activities
are allowed (such as brainstorming or working on a shared whiteboard) and so forth. These policies and their related mechanisms are form patterns (shown in Figure 4.12) which specify the role and interaction between entities within the media space. An additional top-level "instructor" object is initially managed via the "classroom policy" as it can potentially interact with any other entity in the classroom(s). As an independent entity that can migrate between the learning and exam groups within the environment, the instructor is analogous to "facilitator" within the product launch example given previously.

As the instructor migrates between different groups, it becomes a temporary member of the appropriate collaborative associations. When not performing any particular interaction with a group of students, the instructor collaborative object would typically revert back to its scenario level CA (a reasonable design for most tele-learning scenarios). As before, the Proxy Chair serves as a global coordinator which manages the coordination of the entire space (the classroom) according to its management policy (the classroom policy).
is important to note that the Proxy does not represent the instructor but an entity which deals with the behaviour of all participants within the space; therefore, the Proxy would regulate the instructor's behaviour as well as that of the students.

The tailorability offered by using such an approach means that a scenario such as this one can orthogonally model different education environments (single vs. multiple classroom) and integrate different levels of management and dynamic collaborative association groupings as simple extensions to basic collaborative behavioural models. While the implementation of the interface and control logic of the permissions maybe somewhat involved for such a scenario, they form part of the collaborative association's meta space and can therefore be addressed independently of the basic organization. For example, an interesting possibility would include the notion of a "reflectively autonomous" instructor that adapts its instructional behaviour to meet the needs of its students. Rather than have a human user represented by an avatar in a collaborative virtual environment, the behaviour of the instructor could be controlled by an autonomous intelligent agent that
**Collaborative Session**

- **Session/Scenario CA**: Top-level behavioural description with collaborative goal
  - **Purpose**: Logical scenario boundary for collaboration towards a specific purpose
  - **Example Scenario**: Virtual Classroom
  - **Example Goal**: Properly conducting classroom behaviour

---

**Collaborative Associations**

- **The Null CA**: The "empty set" of Collaborative Associations
  - **Purpose**: Location for entities not part of specific well-known CAs; functions as a session-wide default CA (whose exact semantic is determined by the session itself)
  - **Example Null CA**: Passive student audience not requiring tight coupling relative to specific tasks but still wanting to be aware of classroom activities

- **Well-known CA**: A task-specific behavioural grouping
  - **Purpose**: Location for entities part of a specific well-known interaction context (i.e., those entities following a specific behavioural pattern that defines their association in a collaborative sense)
    - **Example Well-known CA - Learning Group 1**: Two students are jointly editing a shared document and A/V teleconferencing at the same time
    - **Example Well-known CA - Learning Group 2**: A student is graphically annotating a video presentation
    - **Example Well-known CA - Examination Group**: Two students are taking an examination (means is implementation-dependent)

---

**Top-Level Collaborative Object**

- **Example Migrating CO - Teacher/Supervisor**: Since a teacher typically migrates/moves between groups of students as they work, the Teacher CO migrates between various CAs while being created and owned within the CAs'scope scenario

---

**Figure 4.17: Supervised Multi-Classroom Session and Associations**

Dynamically adapts its supervisory rules for different groups of students. In some senses, this is analogous to a "substitute teacher" managing the classroom (i.e., not the real teacher) according to the real teacher's instructions (its basic supervisory rules) but it adapts what actually goes on in the classroom relative to actual reality of the students, their behaviour and the needs of the situation (i.e., it reflectively adapts itself).

---

**4.2.3 The Virtual Arts: Music, Theatre and Dance**

The artistic arena has always been a source of inspiration for what could be accomplished with multimedia technology. Systems that support artistic ventures, however, are very often special purpose and offer very little common ground with more traditional applications. For example, very seldom do projects address joint document editing and distributed music rehearsal in the same work. However, because of RASCAL's emphasis...
on dynamic behaviours, the same framework can orthogonally be applied to both practical and more esoteric pursuits. As an example, a RASCAL media space is now shown facilitating three different artistic scenarios.

4.2.3.1 Tele-Orchestra

By facilitating interaction between geographically separated musicians, a tele-orchestra scenario offers the opportunity to perform and rehearse in a non-traditional manner. Musicians that need to rehearse for an upcoming concert could do so while located in different cities, using a media space as a "virtual concert hall". Such an example is shown in Figure 4.20 in which three musicians are practicing under the tutelage of a conductor. In the simplest case, since each musician at a different locale forms its own collaborative association, as does the conductor. Within this example, there is a different combination of collaborative objects amongst the various CAs as the example does not provide complete orthogonality amongst all the participants; that is, not everyone has the same media/information flows available to them. In particular, the sound of each participant is multicast to the others, as each needs to hear the other in order to have a sense of awareness (in terms of musical performance). However, while each of the instrumentalists needs to see the conductor (hence having video reception), the conductor does not (strictly) need to see the instrumentalists and
Figure 4.20: Basic Tele-Orchestra Scenario

Therefore, has video capture while the players do not. In a different configuration, full-duplex video between the conductor and the instrumentalists could be used as could a configuration where full-duplex a/v between instrumentalists without the use of the conductor could provide a more peer-to-peer (aka jam session) configuration of a distributed orchestra. All three of these configurations are illustrated in Figure 4.21. Naturally, the size of the group and its particular needs (in terms of how the musicians “work”) would influence the actual design and configuration of the media space. The flexibility of RASCAL, however, allows the same basic framework to be able to support such a wide-range of configurations (see Table 4.4).

The use of different CA configurations enables the same basic scenario to be exploited and managed in a
<table>
<thead>
<tr>
<th>Framework Entity</th>
<th>Scenario Variant</th>
<th>Formal Instrumental</th>
<th>Formal Singer</th>
<th>Informal Jam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collaborative Session</td>
<td>Virtual Concert Hall</td>
<td>Virtual Jam Session</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collaborative Association</td>
<td>Composite</td>
<td>Instrumentalist</td>
<td>Instrumentalist, Vocal</td>
<td></td>
</tr>
<tr>
<td>Singleton</td>
<td>Conductor, Musician 1, Musician 2, Musician 3</td>
<td>Musician 1, Musician 2, Musician 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Null</td>
<td>Not used, since all entities have well-defined tasks; could be defined as audio receiver if the notion of an audience was allowed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collaborative Objects</td>
<td>Audio capture &amp; emission, Video capture &amp; display</td>
<td>Audio capture &amp; emission</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: Framework Elements per Tele-Orchestra Scenario Variant

A variety of ways. Detailed in Figure 4.22, Figure 4.23 and Figure 4.24, these "variations on theme" therefore benefit from the ability to re-use functional entities as well as behavioural patterns. For example, the formal instrumental virtual concert hall is shown with two configurations: (1) each collaborator is in their own independent CA that is managed by the overall collaborative session; and (2) the conductor CA is managed directly by the collaborative session but the three musicians are grouped together in an instrumentalist CA which manages them as a group with respect to the session. The benefit from the second configuration is that different behavioural characteristics (such as tighter audio synchronization and QoS) could be requested for the instrumentalists en masse, whereas that for the conductor can be adjusted independently. Furthermore, additional musicians do not directly impact the scenario definition in the second case but are dealt with at in terms of the instrumentalist CA. This is an example of how scalability can be addressed through the appropriate levels of behavioural indirection. Should a full orchestra of many different types of instruments be required, the instrumentalist CA could have child CAs that address specific types of instruments (which then could be addressed in terms of behavioural management and characteristics as a group); for example, woodwinds, brass, percussion, strings and so forth. While the basic behavioural pattern would be re-used amongst the different groups, it could be customized for each via its CARE meta space management interface (by the conductor). For example, when a specific section would not be playing their instruments for a period of time, resources required by them could be allocated to others.

The concert hall variant that utilizes a singer instead of a instrumentalist (detailed in Figure 4.25) is also an example of behavioural re-use. Since the "basics" of a music behavioural pattern would be shared amongst any type of musician, the same "musician-level" singleton CA could be used to represent the singer. However, it would be managed by a vocal composite CA which would then manage and control any differences in
performance characteristics and requirements between the instrumentalists and that of the singers. Now, the conductor, the instrumentalist and the vocal CAs are directly interacting via the collaborative session and group-dependent management is done by the appropriate composite CA. Because each of these could expose a management interface, they are then of course open to manipulation by another entity in the session, such as the conductor.

Within the musical context, there is the need to coordinate the participants' actions in terms of order and
timeliness. Additionally, an awareness of the other musician's behaviours as well as that of any conductor must be maintained so each participant can adapt themselves to the reality of a given performance. This includes subtle variations indicated by the conductor as a result of musical interpretation (aka artistic license).

Finally, the informal jam session is much like the formal singer variation except for the omission of the conductor. Therefore, because of the design of the scenario, there is no longer a need for video capture and display (as it was used solely with respect to the conductor). Therefore, the actual objects used within the space now are simplified as well. And as before, because management interfaces can be exposed for manipulation by another entity in the session, such as the system itself, automated QoS adjustment/allocation based on system knowledge of the musical score and its "performance requirements" (i.e. singer doesn't sing for a segment of the whole song, in another section he/she is a cappella - hence synchrony requirements/QoS can be adjusted/relaxed during these segments if system needs resources elsewhere). Artistic interpretation of the score can be stored as behavioural history for the given artists in combination if they regularly perform the
score in a manner other than the original. Because a jam session is typified by improvisation, this ability would effectively offer an "adaptive rehearsal hall" which would be able to modify its resource allocations based on typical behaviours of its participants.

4.2.3.2 Virtual Theatre

In an artistic venue like that of a theatre, a myriad of possible interactions can occur between various entities, ranging from the director and actors to the audience as well as the props and stage equipment. Typically, however, actors collaborate together under the auspices of a director with a preset story line to produce a dramatic production. In doing so, they can use props, see and talk to each other, hear and see prompting from the director as well as be aware of their environment, including (to some degree) the audience. Therefore, the actors and the director need to coordinate their actions in terms of order and timeliness, manage the use of props and other parts of the theatrical environment as well as have an awareness of the overall state of the production so they can adapt themselves to (i.e. ad lib) the developing story line.

When attempting to provide for a virtual theatre, in which actors, director and audience are located in different physical areas, connected to a distributed environment that functions as the theatre, the same challenges exist. That is, the actors and directors must be aware of and able to interact with each other while the audience must be aware of the actors on the stage as they are performing. Manipulation of props and restrictions of the environment must also be observed (just as a real actor shouldn’t fall off a stage, neither should a virtual one be able to perform unreasonable or undesirable actions). In many senses, the virtual theatre scenario shares many of the same characteristics and requirements of the tele-orchestra: the ability to hear dialogue and/or audible cues is fundamental to engaging in an aural interaction between the those in the space. Additionally, the need to “see” what is going on in the shared space (both for the actors and the director) is required for their analysis and continuing collaboration. The audience also has a need to hear and see the actors but unlike the actors, the audience should not be aware of the director’s interaction during the performance. Therefore, the ability to be on/off-stage is still necessary.

The novelty of the virtual theatre concept implicitly implies a variety of possible user interfaces. One example includes the use of avatars which would act as placeholders for actors within the environment. In such a system, a person could interact with another via manipulation of their respective avatars (in a manner similar the user interface found in systems like [ABH+95] and [MBD+95]). Alternatively, real-time audio/video capture and display could be used to provide a “reality-based” interface via a television/teleconferencing-like paradigm. Or, the two techniques could be combined to provide real-time video/audio supplements within an avatar-based interface. Figure 4.26 illustrates an avatar-based user interface in which actors are shown on a shared stage that can be seen via a remote audience. The director is also shown as an off-stage avatar – one that can be seen by the actors on stage but not by the audience. As discussed shortly, this concept of stage presence and view position can be facilitated using the appropriate collaborative associations and their membership policy (i.e. CAMP) to limit participation in collaborative groupings and the effects of collaborative focus.
Figure 4.26: Virtual Theatre Scenario with Conceptual Interface

This independence of the user interface relative to the scenario and entities concerned illustrates the potential of separating and addressing concerns in an orthogonal manner. By providing user interface and event coordination at a meta level, some users could utilize a 2D interface while those with the appropriate facilities could use a much more elaborate UI metaphor (such as 3D immersive VR). Even though the UI would be different, the coordination logic would still be the same and not dependent on the collaborative object's representation per se, but rather a lower-level control pattern that maps specific events to specific aspects of a particular UI technology. Consequently, global changes to the actor roles, their interaction and representation could be done independently.

For example, consider the virtual theatre scenario outlined in Figure 4.27 which represents the scenario analogous to that in Figure 4.26. The CSIG/CAAD pair outlined in Figure 4.28 and Figure 4.29 show the use of audio/video for the different classes of entities: that for actors and that for the director. As the audience is to
Figure 4.28: Virtual Theatre CSIG

hear/see the actors but not the director, by separating the audio/video groups based on actor/non-actor presence. It is easy to address audience awareness by their participation in the given collaborative group. Additionally, because the organization of the scenario is such that actor A/V is heard/seen by everyone involved, a reasonable design choice would be to use the default Null CA (●) to distribute the actors’ audio/video tracks. Other less general activities, such as “emitting” and “receiving” audio/video from the director, are assigned to task-specific CAs ( обязанности и соответственно в этом примере). Specifically, this use of the separate “emit only” and “receive only” CA pairs for the director’s audio/video suit the uni-directional nature of the control flow from director to actor. Conversely, the use of the Null CA can allow for universally bi-directional audio flow or just a limited implementation of the general pattern (i.e. receive only without emission) for the audience and director in terms of “receiving actor A/V”. This flexibility promotes re-use of a very common pattern while allowing the potential for adding audio feedback from the audience (i.e. waiting for applause or laughter to quiet down and/or possible interaction with the audience for an interactive theatrical performance).

The corresponding collaborative behavioural tree shown in the left pane of Figure 4.30 shows one possible definition of the virtual theatre scenario in which all entities (the actors and the director) are directly controlled.

Figure 4.29: Virtual Theatre CAAD
Figure 4.30: Virtual Theatre CBT Variants

in terms of the theatre scenario. Consequently, the theatre scenario directly controls the audience, the director as well as each actor. As with the above, the exact realization of the behavioural components is based on a composite CA which coordinates the semantic singletons patterns relative to the specific entity (e.g. for a specific actor). In such a CBT, stage presence, default (audience) point-of-view and the behaviour of each theatrical entity (i.e. actor) is controlled at a global level. While straight-forward, the scalability of such an approach is reduced because the ‘theatre’ itself must be adapted to the number of actors. The use of an “on-stage” CA (right pane, Figure 4.30) promotes scalability in terms of actors such as the director, audience and the “those on stage” interact while the “on-stage” CA deals with managing the specific interactions of those on stage vs. those off-stage (which could be given their own collaborative association if desired).

4.2.3.3 Tele-Dance

Another novel application of media space technology in the artistic arena is the tele-dance. In such a scenario, distributed participants dance together as if they were co-located with their partner(s). While such an approach begs numerous questions in terms of technological support, most expressly in terms of suitable user interface design, it is a good example of the need to apply both coordination, synchronization and the use of well-known and specific behavioural patterns. As an example of a more esoteric scenario, an advanced user environment like that in Figure 4.31 will be considered based on the technology outlined in Table 4.5.

The example uses force-feedback sensored body suits worn by the dancers to generate information (i.e. events) describing bodily motion and pressure exerted by physical gestures during the dance. These events, once transmitted between participants, could allow partners to “feel” what their partner is doing in terms of dance movements; that is, the force feedback sensors could simulate the pressure applied by a real partner in the dance to provide the sensory feedback without the actual participant being co-located. Alternatively, video composition and avatar technologies could be used (as illustrated in [MBD+95]) to manipulate graphical representations of the dancer’s remote partner(s).

Various artistic opportunities can be envisioned for such a scenario as well as its application as a learning tool for people trying to learn particular dance steps. By matching a person’s actual movements to the correct dance pattern, sensory feedback could be generated by the system to correct movements much like an actual dance instructor would do. That is, events generated by the dancers’ movements can be coordinated relative to a well-
known dance pattern (to facilitate correct performance) and each other (to match movements). A simple and
recognizable example is the basic "waltz" pattern, whose steps and (possible) representation as a finite state
machine are shown in Figure 4.32. Using such an executable model to represent dance steps allows a straight-
forward correspondence between a dancer's movements (i.e. input events generated by bodysuit sensors) and
their partner's interaction (i.e. computed responses realized by bodysuit force-feedback functionality).
Subsequently, changing the dance that participants are trying to learn/perform (and hence have their movements
compared to) would simply involve changing the dance pattern (i.e. its finite state machine) with the
appropriate definition, so movement events are compared and recognized by the appropriate FSM.

The basic two-person tele-dance scenario is shown in the usual diagrammatic fashion in Figure 4.33, Figure
4.34 and Figure 4.35. The given example uses three CAs to facilitate the media-level interaction between
participants; their rationale is offered in Table 4.6.

![Diagram of a conceptual tele-dance scenario](image)

**Figure 4.31: Conceptual Tele-Dance Scenario**

<table>
<thead>
<tr>
<th>Technology</th>
<th>Purpose/Facilitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio capture and rendering</td>
<td>Talk/hear dance partner for instructions, music, aural cues</td>
</tr>
<tr>
<td>Video capture and rendering</td>
<td>Visualize dance partner, their behaviour and visual cues</td>
</tr>
<tr>
<td>Force-feedback body suits</td>
<td>Receive physically gestured cues from their partner(s) so as to mimic co-located physical interaction</td>
</tr>
</tbody>
</table>

**Table 4.5: Tele-Dance Scenario User Interface Technology**

![Diagram of a tele-dance pattern and possible executable representation](image)

**Figure 4.32: Example Tele-Dance Pattern and Possible Executable Representation**
Figure 4.35: Basic Tele-Dance CBT Variants

<table>
<thead>
<tr>
<th>CA</th>
<th>Domain</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>①</td>
<td>Sensor</td>
<td>Body movements shared only between participants</td>
</tr>
<tr>
<td>②</td>
<td>Dance Scenario</td>
<td>Defacto scenario definition</td>
</tr>
<tr>
<td>③</td>
<td>A/V</td>
<td>Audio/video of dancers; default CA is amenable to general distribution for all participants including an instructor or receive-only audience</td>
</tr>
</tbody>
</table>

Table 4.6: Basic Tele-Dance CA Distribution, Domain and Rationale

Despite the use of only two semantic singletons (albeit complex ones in this illustration), Figure 4.35 shows two possible CBT organizations: (1) dancers are directly subject to the management of the main dance scenario (left pane); and (2) controlled at a finer and individual granularity using a “couple” CA (right pane). The second option promotes scalability in terms of coordinating additional dancers and offers the ability to more easily provide different rules to manage each pair individually. The right pane also shows the use of a “dance floor” CA which is akin to being on- and off-stage in the virtual theatre example. By doing so, support for a viewable dance floor along with a passive audience and off-floor instruction is more easily facilitated.
Figure 4.36: Advanced Distributed Square Dance Scenario CSig

Figure 4.37: Advanced Distributed Square Dance CAAD

Figure 4.38: Advanced Distributed Square Dance CBT

The basic tele-dance example could therefore be extended as in Figure 4.36, Figure 4.37 and Figure 4.38 to show support for a distributed square-dance scenario with an off-floor “caller”. While support for the different dance steps would be provided by a different dance pattern, an additional CA (number 5) is used to represent the caller and provide audio direction to the existing partner groups. Additionally, use of the Null CA for dancer A/V automatically supports the caller being able to see and hear what the dancers are doing without the introduction of an additional CA for an already existing behaviour.

4.2.4 E-Commerce

As part of the increasing permeation of network technology into homes and businesses, electronic commerce continues to emerge as an increasingly popular alternative to traditional commercial activity. Consequently, the importance of facilitating the diversity and flexibility required by such systems is an important issue.
One often cited example is that of an “e-tailor”; that is, a scenario that enables electronic retailing (i.e. shopping at retail outlets). The versatility of a media space enables many possible configurations which could be useful in such a context. For example, a user interface (such as in Figure 4.39) could provide an avatar-based virtual world at which users move throughout a three dimensional representation of the commercial environment. Alternatively, a standard web browser-based catalog interface could also be provided for users with less powerful equipment. Regardless, the opportunity to interact with sales staff, examine as well as purchase products all require some mechanism to govern the interaction between the staff and customers, the logic of the business transactions and the manipulation of objects and other media used in the sales/demonstration process. Again, because the user interface is defined at the meta-space level, a system could be designed for multiple UIs based on the same commercial transaction logic. Consequently, a family of “e-tailor” products could be created to offer scalability and diversity in terms of transactional behaviour but also its user interfaces.

As an example, Figure 4.40 illustrates a conceptual shopping scenario consisting of a migrating shopper who moves between areas in a virtual clothing store as part of a virtual shopping mall. Divided into interaction groups in Figure 4.41, a possible CA allocation is shown in Figure 4.42; its rationale is given in Table 4.7. As with the earlier examples, the use of a migrating member allows a user to engage themselves in different kinds
of interactive behaviours. Based on the use of the CA membership policies (i.e. CAMPs), different boundaries for interaction within the shopping environment’s logical space can be used to tell whether or not the shopper is browsing, “trying on” or purchasing merchandise. By providing different CAs for the different “parts of the store”, different aspects of interaction can be addressed; for example:

- Varying amounts of inter-personal scope can be offered – hearing/seeing other people in a 3D version of the merchandise rack area may be desired to create a more realistic shopping environment while only being aware of the sales person may be all that is desired during the sales transaction itself.

- Varying levels of security may need to be associated within different types of behaviour; for example, the

<table>
<thead>
<tr>
<th>CA</th>
<th>Domain</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>①</td>
<td>Migrating Shopper</td>
<td>Default “private” behavioural environment when not interacting</td>
</tr>
<tr>
<td>④</td>
<td>Sales Counter</td>
<td>Sub-area dealing with sales behaviour (e.g. isolate security concerns)</td>
</tr>
<tr>
<td>③</td>
<td>Fitting Area</td>
<td>Sub-area dealing with “trying on”/viewing merchandise</td>
</tr>
<tr>
<td>②</td>
<td>Merchandise Rack</td>
<td>Sub-area dealing with displaying merchandise</td>
</tr>
<tr>
<td>●</td>
<td>E-Tailor Scenario</td>
<td>Defacto scenario definition</td>
</tr>
<tr>
<td>●</td>
<td>Mall Concourse</td>
<td>Default “public” behavioural environment shared amongst all members of the scenario (i.e. akin to walking or sitting in the open mall concourse and experiencing all the other shoppers)</td>
</tr>
</tbody>
</table>

Table 4.7: E-Commerce CA Distribution, Domain and Rationale
Figure 4.43: E-Commerce CBT Variants

sales counter CA would need more security to protect financial information (such as credit card information) when a purchase is being made.

- Different user interfaces may be desirable for the different areas of the store; for example, a frontal/side-view browser with article movement capabilities (i.e. clothing rack ‘scroll bars’) could be useful for the clothing rack CA. In the fitting area, multiple perspectives based on a three-dimensional panoramic view of the product (such as on a mannequin) could be useful. The sales counter, however, would doubtfully benefit from the complexity associated with these kinds of interfaces. In short, each store area is better served by the ability to isolate its particular UI local to its own CA.

As shown in Figure 4.43, different collaborative behaviour trees are possible depending on the organization and delegation of management responsibilities within the scenario. The left pane shows the simplest configuration in which the virtual shopping mall directly manages the migrating shopper and the different areas of the store. While simple for a small e-commerce environment, expansion of the environment both in terms of size and diversity would complicate the main scenario definition. Using the right pane, in which a store manages its own local subdivisions and customers are dealt with as their own particular behavioural category offers a more flexible and scalable approach.

4.2.5 Multimedia Synchronization

The preceding example scenarios have shown the application of RASCAL as a means to facilitate flexible and manageable collaboration. In these examples, the use of different multimedia tools have been assumed as part of the available environment without much consideration for how they are handled within it. This section now explores the application of the RASCAL framework to this level of collaborative multimedia: how RASCAL facilitates managing individual and grouped multimedia constructs.

As mentioned earlier in Chapter Two, numerous approaches to multimedia synchronization can be found in the literature. Of these, many deal exclusively with synthetic media while some handle conversational media like real-time audio. To meet the diverse needs of collaborative practices, however, collaborative multimedia must handle both synthetic and real-time media simultaneously and in conjunction with each other. For example, in addition to supporting synchronized playback of a pre-recorded audio and video tracks, a collaborative system may require the ability to synchronize a live audio commentary to the pre-recorded video. Such a scenario is an
example of *Mixed Mode Synchrony* — the ability to combine, synchronize and coordinate media of different modalities (i.e. both real-time and synthetic) within the same environment.

Like the process of collaboration itself, the behaviour of real-time media is open-ended; the contents, semantics and behaviours of “on-the-fly” media are indeterminate and not well-known in advance. Synthetic media, on the other hand, have known characteristics which can be analyzed prior to use. Rather than reconcile these divergent viewpoints, systems often limit their functionality and support for these differing paradigms. The result is system rigidity: provision for specific interactive behaviours, specific user interfaces for their representation and specific mechanisms to implement them. In short, they are not open-ended and they are not adaptive. Presentational systems, for example, typically utilize fixed playback schedules with ordering and inter-media dependencies determined/computed before playback. While suitable in certain instances, such an approach does not offer dynamism, flexibility or fluidity in interaction and usage. Conversely, while conversational systems often utilize a protocol-based approach to be more reactive to the real-time data flow characteristics, the same techniques are not necessarily appropriate for presentational systems. In particular, because presentational data flows are well-defined and can be characterized in advance, advance buffering and other optimization techniques can be applied ensure timely data availability. To cover this breadth of utility, systems can put different kinds of functionality together in a large software package. The result is a collection of narrowly-scoped techniques that makes for increased complexity due to inclusion without the flexibility of integration. Such growth in functionality does not necessarily mirror itself directly in terms of flexibility, but rather in the volume of choice. Furthermore, unlike functionality, if the system is not designed to offer the desired behavioural support, there is typically no way to provide it. Therefore, if such behaviours are required, they must be ensured manually (Figure 4.44).

![Diagram](image)

**Figure 4.44: The Usual Divide — Collaboration, Coordination, Synchronization**
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This section illustrates the orthogonality of RASCAL by showing its application to common multimedia synchronization scenarios. In particular, two important categories of multimedia synchronization are overviewed: (1) audio/video synchronization; and (2) mixed-mode synchrony.

### 4.2.5.1 Audio/Video Synchronization

The classic audio/video synchronization scenario is often called the "lip sync" problem, and as presented previously, it has been extensively studied in the literature. Typically, it is addressed in two separate contexts: (1) synthetic pre-recorded A/V streams; and (2) live real-time A/V streams. In each case, however, the goal is the same – to align audio and video streams within a given tolerance (Figure 4.45).

While the previous applications of the RASCAL framework have illustrated somewhat high-level behaviour, the notion of audio/video synchronization (i.e. aligning correct portions of audio/video streams) is in itself a behaviour. Consequently, the same techniques can be applied at a lower-level of abstraction, therefore offering an orthogonal approach to behavioural management. Because the exact mechanism and policy logic are defined at meta-levels, the same framework can be applied since the aspects which must change to address issues of complexity vs. implementational efficiency are already separated from the organizational structure.

As an example, consider Figure 4.46 which illustrates RASCAL's meta-object separation of concerns for the audio/video synchronization scenario. A possible use of the class framework introduced in Chapter Three is shown in italics. In this example, the inter-stream aspects of policy and coordination are shown as meta to the intra-stream mechanisms and the policies that directly manage them. This perspective matches the premise that in order to achieve inter-stream synchronization, intra-stream synchronization must be achieved first. While the concentration of the example is the synchronization and coordination of the streams at the rendering level, the intra-stream coordinator could also be connected to the policy that manages the data flow for each object (via the appropriate Data Flow Policy). By doing so, rather than strictly making changes to the final rendering of a medium, a coordinator could regulate data arrival (such as dealing with QoS issues via the object's meta space).

![Figure 4.45: Example A/V Temporal Alignment](Image)
Figure 4.46: AV Pattern Organization

Another benefit of the meta component-based approach is the versatility brought about through customization and re-use. As an example, Figure 4.47 shows an A/V semantic singleton in which two different entities are replaceable: one structural and one behavioural. The rationale behind these customizations is given in Table 4.8. Consequently, the same basic construction can be seen to offer (in the particular configuration shown here) up to four different permutations. By localizing such variations to a well-known pattern, the pattern can be used as a general solution step by more abstract models. For example, the A/V pattern can be used as a component by more complex scenarios without them being concerned about the details of audio/video synchronization. However, because the solution uses an orthogonal approach to the more abstract collaborative scenario descriptions, the same methodology/management and support infrastructure can serve both purposes.

4.2.5.2 Mixed-Mode Synchrony: Beyond Structural Composition

While audio and video constitute an important part of collaborative multimedia, broader support for multimedia is key to its utility. Such support is commonly addressed by adding different functionality through the use of
Table 4.8: Multimedia Component Specialization – Purpose and Rationale

<table>
<thead>
<tr>
<th>Entity Type</th>
<th>Entity Purpose</th>
<th>Entity Difference</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavioural</td>
<td></td>
<td></td>
<td>Deal with asynchrony (hold frame, go blank, …)</td>
</tr>
<tr>
<td>component</td>
<td></td>
<td></td>
<td>or change frame rates differently/accomplishingally</td>
</tr>
<tr>
<td>Structural</td>
<td></td>
<td></td>
<td>Can use more computationally light-weight decoder for real-time media</td>
</tr>
<tr>
<td>component</td>
<td>Video</td>
<td>synchronization</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>policy</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>decoder</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>mechanism</td>
<td></td>
</tr>
</tbody>
</table>

“plug-ins”, dynamic link libraries or similar technologies. However, the result is typically an array of functional (i.e. structural) capabilities, independent of support for how they work together. In the context of collaboration, this functional diversity without support for behavioural integration and management results in an unwieldy environment that lacks support for cohesion and coherency.

The prime difficulty with the open approach, however, is how to deal with all the possibilities that can occur. For example, if only two specific types of media are used, the system can be built to suit their particular characteristics. However, in a system in which “everything can change”, static structural and behavioural models (including composition, dependency and synchronization rules) are not suitable. For example, the above case could use static behavioural rules defined when the system is built or the scenario authored; e.g. “video 1 has audio annotation 2 for time 20” with precedence “annotation masters video” would synchronize video relative to the audio annotation. While useful for synthetic “view only” presentations, modifications or extensions to the system could be awkward, difficult and expensive. Consequently, in a system which is typified by the necessity to change, such an approach limits collaborative potential.

While an A/V scenario epitomizes the notion of temporal synchronization as applied to continuous media (i.e. rendering the media streams according to timeliness of playback), collaborative multimedia requires broader support for different media types as well as different synchronization techniques (see Chapter Two and Appendix A). For example, collaboration that utilizes media, applications and related tools ranging from streaming video to structured drawing applications must consider not only temporal synchronization, but the effects of causality between interacting objects. Doing so, however, is complicated because mixed-modality involves support for real-time and non-real-time media. This mix of the inherently unpredictable and the predictable, combined with issues such as different synchronization granularities, precision requirements and so forth, clearly illustrate the complex and composite behavioural nature of such an environment. In short, the potentially heterogeneous mix of activities results in a “multisynchronous – multimodal” space in which the infrastructure relating to object interaction must be flexible enough to handle variety and manageable enough to control it.

An example of temporal vs. causal linkage between media is illustrated in Figure 4.48 in which the progression of a slide show is controlled in one of two ways: (1) temporal, in which the display of each slide is timed; and (2) causal, in which progression between slides is based on the occurrence of a specific event (in this case playing the high A and low G notes). As such, the event-driven slide show illustrates the notion of mixed media casual linkage using semantic events which act as triggers. Mechanisms for how to realize such trigger events in a continuous real-time music stream, while important, are a meta-level issue and would be part of the
appropriate collaborative object’s meta space. The actual relationship for the specific types of triggers and the synchronizable relationship to other media would be the responsibility of the related collaborative association.

A similar scenario based on the interaction of three different kinds of media is illustrated in Figure 4.49. Unlike the previous example, this tri-entity relationship uses a voice/keyword recognition interface to trigger the advance of the slide show. Additionally, the correspondence between slide and film frame advance would be specified as part of the collaborative association managing the trio’s interactions. In this case, the interface for each object, their functional logic, their individual behaviour and their joint behaviour are addressed separately. As per the RASCAL framework, these aspects map to the appropriate meta spaces and their realization would be facilitated using active objects which independently compute and perform the necessary role logic. That is, the media actively compute about their own role in the synchronization process.

Another example, based on the notion of a television news broadcast, shows the application of relationship between multiple continuous media streams at different levels of granularity/precision. Shown in Figure 4.50, the news anchor’s commentary provides the primary audio stream which masters the two video streams. The
first video stream, labelled as report video, is the video track that corresponds to the audio commentary and requires tight synchronization to ensure "lip sync". The second video stream (labelled as clip video) is related to the other two streams in that it is being described by them; that is, it has a holistic relationship at a larger granularity to the two other streams which have a tighter semantic correspondence. Therefore, a possible solution to such a situation could be to configure the synchronization policies that manage the two audio/video relationships to have a "collaborative semantics" meta object in the policies' meta spaces (see Figure 4.51). This semantic object could specify (in some system-dependent manner) the appropriate priority between the streams (e.g. audio is master, tight vs. loose semantics for A/V streams). It could also indicate which media to alter so they "fit together", such as changing playback speeds (Figure 4.50).

While the preceding multimedia examples generally concentrate on "low-level" aspects of synchronization, the question remains how to use the framework to synchronize and coordinate media in a more abstract and high-level manner. For this situation, the mixed media scenario illustrated in Figure 4.52 is used to show the interaction between a shared document edit, a slide show and a film (video) clip. While these individual tasks can be well-handled individually, consider a dependence between these groupings as shown in Figure 4.53. The dependency is that a piece of text in the textual document is semantically linked to the third slide in the

Figure 4.51: Possible Organization of Meta Objects for Mixed AV Scenario
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Figure 4.52: Conceptual Mixed Media CSIG

Figure 4.53: Example Causal Dependency Between Mixed Media

slide presentation, and transitively, the third frame of the film clip (as illustrated both here and earlier). Therefore, a “causal ripple through” as illustrated in Figure 4.54 would occur amongst the various facets of the scenario when the said text was deleted (shown as being “cut” from the document).

Specification of these relationships is done in the usual manner using collaborative associations to group the specific behavioural logic. Shown in Figure 4.55, Figure 4.56 and Table 4.9, this set of activities could constitute its own scenario (left frame) or be a part of a larger collaboration (right frame with additional

Figure 4.54: Example Causal Ripple-Through Between Mixed Media
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unspecified CAs). Specifically, CA_{root} is shown as the CA that manages the relationship between the various individual media (the document, the slides, the film). In the left pane, it is shown as the root CA while in the right pane, it is shown as a composite that manages the multimedia parts of some larger scenario. The unspecified composite CAs (CA_{unknown}, CA_{unknown}) as well as the Null CA and those labelled ⊙ and above are simply placeholders meant to illustrate that more scenario complexity could be derived in a similar manner. Unlike previous examples, the Null CA is not used for an audience broadcast because the intention of the scenario is that an audience would be relative to a specific medium (for example, certain people would see the slides but not be aware of the document). Therefore, since ⊙ is already serves as a “passive read-only” slide presentation group, joining that CA would be to experience the slide show.

The shared document edit collaborative association CA_{SharedDocumentEdit} is shown as a composite behaviour which deals specifically with joint document editing; that is, it regulates multiple concurrent instances of the basic

<table>
<thead>
<tr>
<th>CA</th>
<th>Domain</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>⊙</td>
<td>Video Playback</td>
<td>Specifies film frame playback/timing behaviour</td>
</tr>
<tr>
<td>⊙</td>
<td>Slide Show</td>
<td>Specifies slide presentation/timing behaviour</td>
</tr>
<tr>
<td>⊙</td>
<td>Single User Edit</td>
<td>Specifies edit logic for a single user</td>
</tr>
<tr>
<td>●</td>
<td>Media Scenario</td>
<td>Defacto scenario definition</td>
</tr>
<tr>
<td>●</td>
<td>Not Specified</td>
<td>Not specified in this example</td>
</tr>
<tr>
<td>⊙+</td>
<td>Not Specified</td>
<td>Not specified in this example</td>
</tr>
</tbody>
</table>

Table 4.9: Mixed Mode Multimedia Example CA Distribution, Domain and Rationale
editing CA which is shown as semantic singleton ②. Such a construction allows joint editing to be managed in a scalable manner independently of the basic edit process, since management of the group is performed at a meta level to the actual edit logic. Overall, however, these behaviours would specify how the (joint) editing is performed (i.e. locking, optimistic versioning and such) while the CA that relates the editing process to the other media (i.e. slide show and film) would be specified separately. That is, this dependency would be provided as its own CA, which through the use of the active object paradigm, would allow the relationship to actively evaluate whether the system was conforming properly. Subsequent to the edit (text deletion), the individual synchronization behaviours of the slide show and film clip could then perform different re-synchronization actions (specified locally to themselves). For example, Figure 4.54 shows the duration of the slide/frame display being adjusted to meet the new conditions. Whether doing so is a valid option, however, is dependent on logic specified in that CA’s meta space (such as specified by the collaborative semantics meta object). Other actions, for example, could involve “holding” the current frame, “going to black” or any number of transitional behaviours.

The main principle in the above example, is that provision for the transition, the selection logic to apply the said transition and the management of the dependency are all handled separately. This separation is inherently more scalable since it combines straight-forward and general principles/policies rather introducing scalar (dimensional) restrictions into specific definitions. Additionally, through the use of the active object and reflective paradigms, each of these aspects can perform real-time monitoring and evaluation of their situation and modify themselves and/or related entities to meet the needs and realities of the current collaborative environment.

4.2.6 Multimedia Summary

Support for multimedia synchronization in a dynamically changeable environment necessitates the provision of a dynamically adaptive synchronization architecture. As applied to mixed-mode synchrony, this includes the ability to address the myriad of characteristics than influence individual media and how they work together. Additionally, the framework was shown to be able to not only address abstract collaborative groupings, but also provide an orthogonal approach to traditional multimedia synchronization issues such as event vs. continuous synchronization, precision and granularity requirements, paradigm and causal dependencies across media of varying types and modalities.

4.3 Summary

This chapter has illustrated the RASCAL framework as applied to a variety of collaborative multimedia scenarios. The framework was applied over a range of abstraction levels and its ability to scale between different levels of technical detail was shown. Additionally, the various alternatives possible within a single scenario demonstrates the framework’s flexibility relative to a given collaborative context and the viewpoint of the system designer/architect.
Ultimately, the essence of RASCAL as applied to collaboration and multimedia is its ability to provide a dynamically adaptive behavioural management architecture that can change itself to meet the differences in a collaboration and its media over time. To meet these needs, the RASCAL framework offers an extremely flexible way of addressing varied and disjoint requirements. Using an abstractable, open-ended and orthogonal approach to behavioural provisioning and management, RASCAL promotes a wide-range of adaptivity through support for customization, re-use and evolution.

The next chapter will now illustrate one possible approach to implementing the basics of such a system.
REALIZING RASCAL II: THE MSPACE CONCEPTUAL PROTOTYPE

This chapter augments the previous discussion of the RASCAL framework by presenting the essence of the conceptual prototype implementation undertaken as part of this research. As an abbreviation for "media space", MSpace blends simulation and implementation technologies to illustrate the various aspects of the RASCAL framework. As such, it does not provide an exhaustive or complete illustration of all possible approaches to or benefits of a RASCAL-based system; rather, it attempts to show the general organization and potential of the framework in terms of one possible implementation.

First, the overall organization of the MSpace prototype is presented along with the use of specific technologies and their rationale. Individual aspects of the prototype are then detailed in further detail while evaluation of their suitability relative to system realization is offered in subsequent chapters.

5.1 Technological Organization and Rationale

The original motivation behind the design of the MSpace prototype was to illustrate a real-world collaborative user interface utilizing an intelligent communications subsystem vis-à-vis a reflective, model-based management system. The intention was to provide a concrete collaborative multimedia experience which was transparently managed by a reflective behavioural backbone. Based on the active object/executable model paradigm, such an approach suited both prototyping and simulation needs for the study of different behavioural patterns as well as issues surrounding its reflective design.

Toward this end, MSpace employed a variety of technologies to implement the different aspects of a RASCAL media space. Availability, relative suitability and the potential to illustrate relevant concepts were all considered in the selection of which methodologies and tools were utilized for different components. The organization and role of these implementation technologies is illustrated in Figure 5.1. Briefly overviewed in Chapter Two, their deployment within MSpace can be seen to fall within two distinct categories: (1)
behavioural management via modelling and simulation; and (2) functional provision and distribution via operating system supported infrastructure. In general, this division maps to a separation between system management and user experience (shown along with their correlation in Figure 5.2). Users interact via collaborative objects within the logical bounds of a collaborative session, both of which are provided to the user via a media space client that forms their “point-of-presence” within the space. Each client, session and object communicates via the CCS/CMSS which addresses their communication and behavioural management needs. In essence, the CCS/CMSS forms the “(behavioural) management backbone” while a front-end to the CCS (the CCSfe within the prototype implementation) provides the transition point between end-user and management technologies. The allocation of specific technologies to these architectural components is summarized in Table 5.1; their benefits and disadvantages will be further discussed in upcoming sections.

5.2 Architectural Component Overview

Based on the general RASCAL framework presented in Chapter Three along with the above organizational overview, this section presents details about specific aspects of the MSpace prototype. First, a global perspective is offered to show how the general architecture maps to the prototype implementation, followed by discussion of individual components.

5.2.1 MSpace: The Global Perspective

The RASCAL framework presented in Chapter Three offered both a generic architecture and a methodology for the organization of collaborative media space systems. Figure 5.3 presents how that architecture can be mapped to a generic implementation in which “slots” for different technologies to be used within an actual

<table>
<thead>
<tr>
<th>Architectural Component</th>
<th>Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client Point of Presence</td>
<td>OS Supported Infrastructure</td>
</tr>
<tr>
<td>CCS Front End — CCSfe</td>
<td>OS-Supported Infrastructure</td>
</tr>
<tr>
<td>CMSS Behavioural Backbone</td>
<td>Active Object Executable Models</td>
</tr>
</tbody>
</table>

Table 5.1: Architecture Technology Allocation
system. The generic media space topology in the centre of the picture is that first shown in Chapter Three, and radiating from it are the three primary system-level architectural entities that can be addressed via disparate technologies:

1. The Generic Media Space Model
2. CCS/CMSS
3. Client Points of Presence

The Generic Media Space Model. This top-level model is used to outline the media space’s architectural components (both hardware and software) and their interconnectivity relative to the RASCAL framework. As such, it functions as a “container” which represents the whole media space and references to entities within it depict the generic organization of the space independent of a specific usage or configuration. In terms of the prototype, the generic media space model is represented as an executable model using the ROOM methodology via the ObjeCTime Developer CASE tool. The visual design metaphor offered by ObjeCTime (whose basics are outlined in Table 5.2) uses an object-oriented approach (introduced earlier in Section 2.2.4 and further outlined
Table 5.2: ROOM Structural Diagram Basics

Table 5.3: ObjecTime Classes
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Further explanation of Figure 5.4's annotations can be found in Table 5.4 while the class/entity name prefixes used in this diagram (and throughout the rest of the chapter) are explained in Table 5.5.

Through the use of structural containment, complex entities are defined as composites of role/task-specific active objects. For example, the CCS (as shown in Figure 5.5) contains a multicast facility and the Proxy Chair, an arrangement which maps directly to the generic architectural topology outlined in Chapter Three. In addition to these physical elements, logical entities such as collaborative behavioural patterns and objects (i.e. mspacePatterns and mspaceObjects) are also built in a similar manner. Unlike the physical components, these logical entities are defined "globally" as a system pool of entities that are used "locally" within various role-specific contexts. Consequently, they have no specific connectivity to other elements at the definition level, but do within the role-specific slot they occupy during execution. Additionally, this arrangement corresponds to the use of the behavioural database, presented as part of the RASCAL topology.

Chair form the basis for the CMSS, which provides the communication subsystem's actual functionality. For purposes of the prototype, the Proxy Chair is represented as a single static entity to match its logical definition. While a simple implementation is sufficient for illustrative purposes, more complex realizations of the Proxy can be retrofit into the current model through evolutionary changes to the Proxy implementation. Doing so is supported through the use of specific actor classes to create and isolate such entities from their those that utilize them. That is, the CCS is based on the class RBE_CCS while the multicast facility is based on

![Figure 5.4: Annotated Structural Model of the RASCAL MSpace Prototype](image)
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<table>
<thead>
<tr>
<th>Label</th>
<th>Entity Name</th>
<th>Construction</th>
<th>Ordinality</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>RascalMediaSpace</td>
<td>Static</td>
<td>Single</td>
<td>The entire media space system</td>
</tr>
<tr>
<td>B</td>
<td>mspaceCCS</td>
<td>Static</td>
<td>Single</td>
<td>The combined CCS/CMSS</td>
</tr>
<tr>
<td>C</td>
<td>mspaceUserClientStations</td>
<td>Dynamic</td>
<td>Multiple</td>
<td>Users' physical locations</td>
</tr>
<tr>
<td>D</td>
<td>mspacePatterns</td>
<td>Dynamic</td>
<td>Multiple</td>
<td>System-wide pool of collaborative patterns</td>
</tr>
<tr>
<td>E</td>
<td>mspaceObjects</td>
<td>Dynamic</td>
<td>Multiple</td>
<td>System-wide pool of collaborative objects</td>
</tr>
</tbody>
</table>

Table 5.4: Legend for Annotated MSpace Structural Model

RBE_MulticastFacility and the Proxy Chair upon RBE_ProxyChair. The RBE_ prefix (again see Table 5.5) refers to the basic and requisite nature of the said entity to the framework. More specifics on the CCS/CMSS as the means for dealing with behavioural management will be offered in upcoming sections.

**Client Points of Presence.** The set of entities known as the “points of presence” represent client devices (i.e. workstations or similar end-user device) that collaborators physically utilize to interact with other collaborators within the media space. Represented as a collection of mspaceUserClientStations of class RBE_UserClient, these are the access points where users utilize collaborative objects within the bounds of a logical collaborative session. As such, they act as composite sources/sinks for events that are actually generated by specific, fine-grain entities (i.e. the collaborative objects). In a simulation-oriented environment, these entities could be used to isolate and provide traffic generation facilities of the appropriate type. In a system that provides actual collaborative functionality, however, these entities serve as placeholders and interfaces to the specific application functionality provided via disparate technologies (such as the OLE-based tools in MSpace). More specifics on example MSpace client points of presence will be offered in upcoming sections.

### 5.2.2 MSpace Behavioural Management: The CCS, CMSS & the CCSfe

Behavioural management within MSpace is addressed using a complex mix of both modelling and
implementation techniques. In accordance with the basic RASCAL framework, behavioural management is primarily addressed by the CCS/CMSS behavioural backbone. This backbone, which is built using the active object/executable model paradigm vis-à-vis ObjecTime, however, must interface with those technologies used within particular client point of presence implementations. In order to transition between these two disparate approaches, MSpace utilizes a transitional point called the CCSfe, i.e. the “CCS front end”. The CCSfe provides the translation between the backbone technologies and those particular to the client point of presence implementations used within the prototype (that is, the MSpace client application and the collaborative tools used within it).

The following section now details the implementation of these various MSpace components. Following that, the particulars of the client point of presence application and its relationship to these CCSfe is illustrated.
5.2.2.1 CCS/CMSS: Active Behavioural Modelling and Simulation

The MSpace behavioural backbone is realized as an ObjecTime-based ROOM executable model whose components are active objects based on the generic RASCAL class framework. Thus, the entities modelled as part of the backbone can take advantage of the object-oriented, actor-based implementation and simulation\(^{10}\) facilities of the ObjecTime toolset.

Consequently, by virtue of their own thread of execution, both “physical” and “logical” entities can perform computation rather than being strictly passive objects (Table 5.7). Those such as the Proxy Chair and the Multicast Facility utilize their active nature to perform their functionality, such as to coordinate/transmit messages within the CCS. The behaviour of these structural entities is therefore embodied by their execution relative to their functional role within the system. Their modelling as an active object, therefore, is straightforward and easily understood.

Conversely, logical constructs such as behaviours and collaborative sessions are not usually tangible entities. Rather, they are taken as inherent aspects of processes involving the use of “real things”, such as specific applications or communications network. As a realization of the RASCAL framework, however, MSpace uses first-class representations of these logical entities. That is, each behavioural pattern is defined and incarnated as its own independent executable unit (vis-à-vis the active object/actor paradigm). As part of this execution, each pattern can perform its own computation, which can involve monitoring its own behavioural performance, making decisions based on that analysis, and subsequently affecting changes in response to that evaluation.

This ability to monitor, analyze and adjust is facilitated through the use reflection and a meta-level architecture. By forming the basis of a dynamic organizational methodology, the performance and role of entities can be

<table>
<thead>
<tr>
<th>Type</th>
<th>Example</th>
<th>Subclasing</th>
<th>Design Time</th>
<th>Run Time</th>
<th>Provision via Thread of Execution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td>Application Tools, Media</td>
<td>Implementation Technology-Dependent</td>
<td>Inherent in Implementation Code / Logic</td>
<td>Implementation Technology-Dependent</td>
<td>Independent Functional Execution</td>
</tr>
<tr>
<td></td>
<td>Topological Constructs (e.g. CCS)</td>
<td>via ROOM Classes Model</td>
<td>Structural Containment</td>
<td>Slots &amp; Actor Importation</td>
<td>Independent Construct Behaviour and Management</td>
</tr>
<tr>
<td>Logical</td>
<td>Collaborative Scenario Definition</td>
<td>via ROOM Class Model</td>
<td>via Hierarchical FSM</td>
<td>Slots &amp; Actor Importation</td>
<td>First Class, Explicit and Independent Realization of a Behaviour as Executable Logic</td>
</tr>
<tr>
<td>Behavioural</td>
<td>Synchronization Algorithm Specification</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.7: Entity Specialization and Execution

\(^{10}\) Discussion of the availability and utility of the MSpace/ObjecTime simulation facilities will be deferred until Chapter Six, due to its “evaluatory” nature.
adapted relative to the larger computational system at different levels of abstraction. Therefore, by realizing logical entities, such as behaviours, policies and collaborative sessions, as concrete computationally active objects, they can monitor, analyze and adjust the performance and role of entities relative to the collaborative effort and the ability of the system to meet its intended goal.

5.2.2.1.1 Behavioural Building Blocks: Components and Patterns

As shown earlier, a key aspect of the RASCAL framework is its parallel approach to collaboration. That is, the traditional functional methodology is augmented with one in which behavioural components form the fundamental “building blocks” used to describe collaborative activities. Within MSpace, each of these individual components are self-contained behavioural specifications implemented as an ObjecTime actor. Accordingly, the execution logic of each actor, and therefore the executable behavioural rules that it uses to regulate collaborative events, is provided by its own finite state machine (i.e. FSM). At the lowest level of system design, a behaviour describes the basic functionality of a specific application or functional component via the rudimentary entry points for tasks that entity can perform. That is, the FSM can be seen as an event-to-function mapping mechanism. Subsequent to that, behavioural components are hierarchically organized such that the domain of a higher meta-level (more abstract) behaviour (i.e. what it computes about) is defined as a lower-level (less abstract) behaviour. Consequently, behaviours can monitor, analyze and adjust the performance of other behaviour(s), forming the foundation for a self-adaptive behavioural management system.

In addition to hierarchical linkages, RASCAL also utilizes behavioural groupings known as collaborative associations (see Chapter Three). These CAs exist as patterns of individual behaviour (component) specifications which, when assembled into semantically and syntactically connected groups that work together, meet particular needs within the collaboration. However, rather than place the complexity of numerous and/or diverse behaviour specifications within a single actor, a behavioural pattern is represented as a group of interacting actors; therefore, effectively forming a behavioural subsystem. Each behavioural pattern is constituted as a parent behavioural component (and therefore actor) which administers and communicates with its base-level behaviours (actors) to ensure the intended correlation and consistency between levels of the specific pattern. The composition of actors as managed and interacting hierarchies (which communicate with each other via message passing) form the of basis for active behavioural patterns which define higher-level behaviours which can be used to specify increasingly complex collaborative interactions. That is, by recursively taking behavioural patterns as components within other behavioural specifications, complex behaviours can be constructed using components and patterns in an interchangeable manner, as nodes in the collaboration’s corresponding collaborative behavioural tree (as presented in earlier chapters). Through relating these entities via reflection, a standard approach to organization and interaction can be provided; and consequently, it is through this standardized approach that the ability to customize not only becomes legitimate, but an integral part of managing both the structure and the behaviour of the system.
5.2.2.1.2 Customizing Behaviours: Both Inside and Outside the Blocks

The initial design of any system is typically based on the requirements of its intended users. Therefore, the designer effectively "customizes" the system using suitable components, functionalities and behavioural specifications to meet user needs at the time the system is built. However, as times goes on, users typically require different functionality and different behaviour from the system. That is, in collaborative terms, just as the collaborative process itself changes over time, so too must a collaborative system. Consequently, the ability to change both functional and behavioural aspects is a necessary part of system evolution. As an implementation of the RASCAL framework, MSpace uses (active) object-orientation combined with reflection and its intrinsic support for tailorability to offer the necessary flexibility for both functional and behavioural evolution. In this section, emphasis is concentrated on behavioural issues.

As outlined in Table 5.7, MSpace uses various specialization techniques to take advantage of pre-existing behavioural specifications and build upon them. Design-time specialization is provided through the ability to specify custom finite state machine logic on a per actor basis combined with the ability to specialize an actor via use of ObjeCtTime's actor classes. Run-time behavioural specialization, which allows changes to the system during execution, is provided through "behavioural substitution" via dynamic actor importation (as provided by ObjeCtTime). This flexibility is achieved by substituting and composing behaviours using behavioural slots in which separately defined behaviours (via their actors) can be inserted. Pools of collaborative behaviours are defined globally at the system level (see Figure 5.4) and are dynamically imported into role-specific slots which define their execution context. By doing so, the same behavioural entity can serve as the definition as a top-level session (scenario) specification (such as in Figure 5.6) or as a portion of a more complex behaviour (as

![Figure 5.6: Annotated Structural View of Collaborative Session](image-url)
Table 5.8: Legend for Annotated Collaborative Session Structural Model

<table>
<thead>
<tr>
<th>Label</th>
<th>Entity Name</th>
<th>Construction</th>
<th>Ordinality</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>rmsCollaborativeSession</td>
<td>—</td>
<td>—</td>
<td>Each collaborative session exists as a collection of individual top-level collaborative patterns</td>
</tr>
<tr>
<td>B</td>
<td>rmsPrimaryCollaborative Patterns</td>
<td>Dynamic/Slot</td>
<td>Multiple</td>
<td>Specific collaborative patterns are imported as part of the session definition as relevant to execution of the collaboration</td>
</tr>
</tbody>
</table>

outlined in Figure 5.7). These figures are annotated in Table 5.8 and Table 5.9 respectively; further details of these particular constructs will be provided in upcoming sections.

As an example, consider a run-time behavioural modification typical of that outlined in the business meeting scenario in Chapter Four. Shown in Figure 5.8, the left frame shows the notion of behaviour replacement using conceptual clouds of lecture and brainstorming behaviour specifications while the right frame shows the corresponding "actor and role" approach used within MSpace, vis-à-vis a behaviour "slot". By allowing different actors, each with their own particular execution logic, to execute in the context of a scenario-specific role, the flow of event generated by user activity would be regulated according to the rules of the actor currently executing in the slot. Consequently, by changing the actor, the behavioural rules which govern that particular part of the scenario's behavioural definition would change, therefore resulting in a change in the behaviour expected and accepted by the system. However, two important issues remain: (1) what constitutes a behaviour; and (2) how does reflection fit.
5.2.2.1.3 **Inside the Blocks: Constituting Sessions and Patterns**

Based on the RASCAL behaviour construct outlined in Chapter Three, MSpace defines two types of entities to regulate collaborative scope: (1) Sessions; and (2) Patterns. Outlined in Figure 5.6 and Table 5.8, a session is a top-level behaviour which specifies the goal of the collaborative scenario. A session can contain multiple top-level patterns in order to support a complex scenario conceptually having multiple independent tasks that are in a peer-to-peer relationship. That is, a scenario can be defined as a group of independent (or "equally important") behaviours that are addressed separately in order to meet the scenario's overall goals. Typically, however, a single behaviour would be used to define the overall behaviour (and goal) of the collaboration. This typical situation can therefore be regarded as a straight-forward subset of the more complex generic approach outlined previously. In fact, a collaborative session is effectively a "container" for the specific behavioural patterns (as discussed below); it therefore has no specific function other than to allow for independence between top-level behaviours.

In contrast, patterns are the primary behavioural representation used in MSpace. As presented in Figure 5.7, a pattern is itself a compound entity. While the declaration, incarnation and context-specific usage of a pattern (as behavioural components) were discussed in the previous section, its internal elements (as outlined in Table 5.9) allow a pattern to be an extremely flexible and general construct. The objects referenced within a pattern are "slots"; this allow specific collaborative objects from the "object pool" defined at the system level (*mspaceObjects* in Figure 5.4) to be dynamically inserted into the pattern which is to manage their behaviour.
Like the behavioural pool, this approach supports the notion of system-wide collaborative object database for managing collaborative functionality as a separate yet integrated part of the whole collaborative process.

Within each pattern, a group of optional Associations can be defined strictly within the bounds of the pattern to defined the relationship logic of the pattern. As a dynamically instantiated actor, each association is defined using the actor class framework and can be added/removed as required over evolution of the pattern; it also limits implementation details to a particular FSM. This enables classes of associations to be defined in which refinements to a basic relationship can be implemented simply as a subclass of the association’s actor class. It is the responsibility of the behaviour actor to define the logic and interaction between the objects and the associations within the behaviour. Doing so is not always strictly static; nor does it always involve the same set of actions across different associations; therefore, provisions for addressing this issue must be provided. These will be illustrated in subsequent sections.

Finally, the third part of a pattern is its “meta pattern”, which defines its (optional) meta level. By providing an optional meta level, each pattern can potentially be used at any point within a reflective tower (which define RASCAL’s hierarchical behaviour specifications). Again, it is the responsibility of the given behaviour to provide the appropriate interaction with the meta level via use of reflection (discussed next).

5.2.2.1.4 Applying the Reflective Approach

As an example of the RASCAL framework, the organization of MSpace is designed to take advantage of a reflective meta-level architecture. In particular, the ability of the behavioural components to participate in reflective computations is integral to the system’s ability to monitor, analyze and modify itself during the collaborative process.

To describe how reflection is applied within MSpace, three basic areas are briefly overviewed: (1) the basis of the meta-level architecture; (2) the essence of the meta object protocol; and (3) the provisioning of reflection within the environment.

5.2.2.1.4.1 The Basis for the Meta-Level Architecture

All entities within the MSpace model are based on the object-oriented paradigm, using the class organization framework provided by ObjecTime. Additionally, because the essence of RASCAL is to provide a reflective meta-level architecture, all entities require the means for being incorporated within a meta-level architecture as well as being able to perform reflective acts. Therefore, these capabilities are provided using the class derivation facilities of ObjecTime in a manner analogous to the generic RASCAL class framework outlined in Chapter Three.

In MSpace, all entities are derived from the root class RASCALBase. In this root class, the ability to perform reflective acts is defined, and in the case of MSpace involves entity interaction with the provider of the reflection service (since the development tools utilized did not inherently support reflection). Therefore, all derived objects are reflective in that they inherit access to the reflective mechanism provided by the
RASCALReflectionService (as will be presented below). Access to this service is provided using an explicit meta interface (as per [KP96]) called the Reflective Meta Interface, or RMI. The principle is to provide location and entity-independent support for reflection. This interface parallels the standard functional interface (which handles “standard” application/object-specific functionality that is the essence of that object’s base level). For this reason, this interface is called the FBI, or Functional Base Interface. Consequently, it is through use of the ObjecTime actor paradigm combined with the above support for reflection that the REXS stereotype (as presented in UML discussion of the RASCAL framework in Chapter Three) is provided.

5.2.2.1.4.2 The Role and Realization of the Meta Object Protocol

As presented in Chapter Three, the meta object protocol defines how an entity interacts with its meta level(s); or more precisely, a MOP governs an entity’s interactions with its meta object(s). Therefore, in terms of applying reflection to behavioural definition and management within MSpace, the role of the MOP is the facilitate the interaction and control of various behavioural components and patterns.

As part of MSpace’s behavioural backbone, MOPs are defined using ObjecTime’s protocol class facilities. As these protocol classes define the types of messages actors can send between each other, the meta object protocol is the basis for the exchange of information on the Reflective Meta Interface (RMI) ports which are part of every MSpace entity. That is, RMI provides a standard routing mechanism for the development of a (family of) meta object protocols through the use of protocol subclassing. Consequently, the system designer can opt to provide different MOP granularities, such as a single MOP that deals with multiple meta-level issues or a series of MOPS, each of which is specialized with respect to a specific metaobject’s concerns. For example, as illustrated by the various meta-level issues that constitute the various meta spaces outlined in Chapter Three, a single “CARE MOP” which combines all aspects of CA meta object interaction. Alternatively, an organized collection of aspect-specific MOPs could be defined, possibly based on a common CARE protocol parent.

5.2.2.1.4.3 The Provisioning of Reflection

The development of architectures and systems based on the reflective paradigm typically presuppose one thing: that the ability and infrastructure necessary to perform reflective acts are intrinsically a part of the underlying computational system. More often than not, unfortunately, this is not the case. And as in the case of MSpace, the underlying technologies used were not natively reflective. Consequently, reflective capabilities had to be explicitly provided.

The approach taken in MSpace\(^{11}\) is again based on the active object paradigm, through the use of an ObjecTime service [Obj97]. Such a service differs from the actor-specific approach in two main aspects:

\(^{11}\) That is, as related to the behavioural backbone (CCS/CMSS) in particular. Reflection as applied to user-level collaborative tools and applications will be discussed in subsequent sections.
- It is not represented in a graphical manner like the other structural entities.
- A service allows multiple actors to communicate with and utilize its functionality without the need to explicitly embed and connect specific instances via ports.

As an example, ObjecTime provides access to time-related functionality through a built-in "timer service". Using what is known as Service Access Points and Service Provision Points (SAPs and SPPs respectively) [Obj97], actors can access timing functions without the need to graphically position a "timer" in each part of the system that needs its facilities. Because timing issues are considered a basic requirement within many systems, timing facilities are provided in a manner that eases their use, management and implementation. Therefore, in the same vein, utilizing a service rather than individual actors to provide reflective capabilities is justifiable as it:

- Offers a more intuitive functional approach, acting more as a general facility which can be used rather than as a specific entity with which to interact.
- Simplifies entity connectivity, since there is no need to connect specific ports.
- Enables a more transparent approach to providing a system-level facility (as though the underlying system was providing the service) rather than specifically requiring each entity to explicitly deal with its own local provider.
- Provides a standard location to define, implement, measure and tune facilities independent of system topology.

Called the \textit{RASCALReflectionService}, the MSpace reflection service offers backbone entities the ability to request a reflective computation/act be performed on their behalf. Because the essence of performing reflection is the ability to examine, modify and intercede in the organization and execution of a system, the MSpace reflective service isolates the modification of actor/slot pairings within ObjecTime's structural models. Therefore, any specific technological issues that are required to actually enable the reflection to occur (such as switching the slotted actors) can be isolated. It also facilitates the potential to provide evolutionary change in the reflective abilities due to any potential changes in backbone technology.

Outlined in Table 5.10 (with icons shown in Table 5.11), the \textit{RASCALReflectionService} is shown as a three level hierarchical state machine that responds to \textit{Reify} and \textit{Deify} events. The top level of the FSM consists of three states that allow for the system to place any startup and teardown logic for the reflective infrastructure independent of the main operational state (\textit{RSActive}). Once active, the second level of the FSM details whether an object is computing at its base level or performing meta-level computations. Subsequent reflective acts, which would constitute the formulation of a reflective tower are shown in the third level of the FSM. It is the responsibility of the logic within the third level FSM to track the level of the reflective tower currently being computed. This provides an intuitive and finite representation of a potentially infinite reflective structure.
Table 5.10: Hierarchical FSM for MSpace Reflection Service

As an example, consider the formulation of a given object’s reflective behavioural tower, outlined in Figure 5.9. As an object is executing in its base state, its behavioural status must be queried in order to ensure its correct operation. Hence, a Reify event triggers a switch in the object’s processing from its functional base level to its behavioural meta level. The logic at the behavioural level specifies the behavioural options and sequences of functional operations that entity can perform by itself. However, the system is aware that this object is part of a collaborative grouping that specifies a joint behavioural specification. Therefore, a synchronization behavioural meta-object (for its individual synchronization policy) and a coordination behavioural meta-object (for group
### Table 5.11: ROOM/ObjectTime Behavioural Diagram (FSM) Basics

<table>
<thead>
<tr>
<th>Domain</th>
<th>Symbol</th>
<th>Specific Meaning</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>State</td>
<td><img src="image" alt="Symbol" /></td>
<td>Individual leaf state</td>
<td>Standard notion of state (non-composite)</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Symbol" /></td>
<td>Hierarchical parent with sub-states</td>
<td>Composite state which allows nesting of sub-states within it</td>
</tr>
<tr>
<td>Transition</td>
<td><img src="image" alt="Symbol" /></td>
<td>Transition between states</td>
<td>Move from one state to another based on a triggering event: perform code body associated with said transition</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Symbol" /></td>
<td>Initial Transition</td>
<td>Fired upon first entry into a state</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Symbol" /></td>
<td>Hierarchical Transition Entry</td>
<td>Entry point for sub-state</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="Symbol" /></td>
<td>Hierarchical Transition Exit</td>
<td>Exit point for sub-state</td>
</tr>
<tr>
<td>Choice Point</td>
<td><img src="image" alt="Symbol" /></td>
<td>Boolean Selection Transition Point</td>
<td>Allows a single transition to conditionally branch</td>
</tr>
</tbody>
</table>

coordination) are two additional levels in the behavioural hierarchy. Based on reification to the synchronization level, that policy determines that the object is functioning as intended; however, when it reifies itself to the group coordination policy meta level, that level determines that the group is not coordinating itself as intended. As a remedy, it determines that the synchronization behavioural specification is not appropriate and therefore switches the synchronization policy to one more appropriate in the attempt to satisfy both the lower-level synchronization requirements as well as the group coordination effort. Therefore, via reflection the meta level decides (based on its internal logic) whether lower-level behavioural modifications are necessary. If so, it would remove the said behave from the behavioural slot and import the appropriate actor to replace it. Then upon deification (i.e. a Deify event), the new behaviour would take effect (returning to the thread of execution belonging to the actor in the slot).

![Figure 5.9: Representing A Behavioural Tower - FSM, Components, Actors](image)
5.2.2.2 CCSfe: The Technological Transition Point

The CCSfe is a general purpose front-end to the CCS which can be used to map differences between the technological approaches used to implement the behavioural backbone and those used to implement the user points of presence and associated collaborative tools. The CCSfe is not a specific part of the RASCAL framework per se, as its necessity is relative to the technologies used to implement a system rather than the framework itself.

Therefore, in the case of MSpace, the CCSfe is used to map differences between and connect the OS-specific user interface technologies and the ObjecTime-based behavioural backbone. Hence, it is where the idiosyncrasies of the various implementation technologies and their relative suitability/compatibility come to the fore. It can therefore be seen as a means of isolating technological inter-dependency, functioning as an interface between them. Consequently, the MSpace CCSfe utilizes a proxy-like approach (refer back to Figure 5.2) in providing it provides a convenient place to monitor the interactions between the two parts of the system. This approach is shown in Figure 5.10 in which the same technologies as used in the MSpace client (discussed shortly) are used to connect the ObjecTime portion of the system to the distributed user clients. As an example of possible management interfaces, the MSpace CCSfe offers a "report-oriented" visual tracking of events as they occur relative to the creation of a collaborative session and collaborative objects within it.

5.2.3 MSpace Client: The User Experience

As part of the conceptual prototype, a point of presence client application was developed to illustrate one possible approach to user interface design. The client's design was based on the available technologies and with the desire to mirror the integrated nature of the media space concept. Detailed previously in Chapter Two, the MSpace client uses technologies based around the use of OLE technology. Mirroring the flexibility of the RASCAL framework itself, the prototype's user interface is illustrated by an assortment of screen shots shown in Table 5.12.

In each instance, the prototype's main (application) window represents the participants' view of the whole media space, functioning as a container for different collaborative sessions (realized as child windows within
<table>
<thead>
<tr>
<th>Domain</th>
<th>Sample User Interface</th>
<th>Comment/Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple Individual Media</td>
<td></td>
<td>Three individual collaborative sessions:</td>
</tr>
<tr>
<td>sessions</td>
<td></td>
<td>1. Movie player</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Drawing application</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Unknown (obscured)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The drawing application is currently receiving input and its interface is active. The other sessions are still active but their interface is not receiving input.</td>
</tr>
<tr>
<td>Mixed-Mode Session</td>
<td></td>
<td>A single collaborative session multiple media:</td>
</tr>
<tr>
<td>Utilizing Real-Time Video</td>
<td></td>
<td>1. Live video capture via a camera</td>
</tr>
<tr>
<td>Capture</td>
<td></td>
<td>2. Graphic bitmap</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Text document</td>
</tr>
<tr>
<td>Mixed-Mode Session</td>
<td></td>
<td>A single collaborative session multiple media:</td>
</tr>
<tr>
<td>Utilizing Synthetic 3D Animation</td>
<td></td>
<td>1. Text document</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Graphic bitmap</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. A 3D navigatable virtual world</td>
</tr>
</tbody>
</table>

Table 5.12: User Interface Screen Shots of Example Scenarios

Each session consists of objects that represent media and applications utilized within the collaboration. By utilizing OLE technology, a wide variety of objects can be inserted into the space using a component-based approach akin to implementational reflection. Users familiar with the “Insert Object” facility found in applications such as Microsoft Word™ will be well-acquainted with this technique.

Specific functionality is dynamically deployed using the insertion of an OLE Client Item (representing the user interface end of an OLE client/server pair) into a containing OLE Document (representing the collaborative session). The functionality of the actual component is localized within a separate OLE server while its user interface is realized in the bounds of the document using in-place activation. The organization of these OLE constructs in relation to the generic client organization is outlined in Figure 5.11.

Therefore, each object shown in the previous screen shots is transparently enabled by its own specific application (as offered via an OLE server) and provides its functionality in a seamless and integrated fashion within a unified user interface. Therefore, rather than using disparate applications with noticeably disjoint user interfaces, the result is an “applet-like” approach within a single collaborative environment.
As the various applications and tools are utilized within the user interface, the corresponding events generated by their manipulation is intercepted as passed to the behavioural backbone to be managed relative to the intent of the collaborative scenario. Such application tools can include existing OLE-capable applications (i.e. OLE servers) as well as those custom written for such purposes\textsuperscript{12}. Examples of custom servers attempted as part of this research include real-time audio/video microphone/camera capture, a modified version of the Windows Media Player and a remote telepointer application. Each of these tools were written in C++ and utilized a non-trivial combination of technologies including MFC, ATL, ActiveX, D/COM and DirectX.

Unfortunately, an additional complexity resulted from the need to enable multicasting within the system. Due to OLE’s client/server approach, a specific entity was developed to facilitate sending and receiving multicast data (and control messages) on a per entity basis. This \textit{MCast} object, shown in Figure 5.11, is an embedded ActiveX control (based on the custom \textit{MCaster} dynamic link library written in C++ using ATL) that provides for multicast connections via DCOM \textit{connection points} [Gri97] [Tem97]. This entity is embedded in any object that needed to send or receive multicast data, including collaborative objects and sessions at the client as well as their placeholders within the CCSfe.

\subsection*{5.2.4 MSpace and Beyond}

Based on the overview of technologies used within different MSpace components, Figure 5.12 shows the correspondence between various implementation technologies and their representation within different parts of the implementation. As part of its development, a class hierarchy based on the generic RASCAL framework was created to guide construction of the actual MSpace prototype. While portions of this hierarchy were discussed earlier in this chapter, more details on specific classes, their organization and utilization as a basis for future systems are left for discussion in Chapter Six.

\textsuperscript{12} Several key issues relevant to the suitability of OLE for use within the context of a real-time collaborative system became obvious during prototype development. Their discussion is deferred to Chapter Six due to their evaluatory nature.
5.3 Summary

This chapter has presented an overview of the MSpace conceptual prototype which illustrates one possible approach to implementation of the RASCAL framework. Specific MSpace implementation details were highlighted as well as how they related to the general principles of the RASCAL architecture.
CHAPTER SIX

REFLECTING ON RASCAL:
ANALYSIS, EVALUATION AND DISCUSSION

This chapter presents a general evaluative discussion of the RASCAL framework and its potential as the basis for future collaborative multimedia systems. A critique of the MSpace prototype is also provided along with the presentation of related research to facilitate comparison with similar works.

6.1 General Discussion and Evaluation

This dissertation has presented a framework which addresses the various stages of a collaborative media space's lifecycle. The fundamental tenet behind the research is that complexity must be addressed through simplicity; it is not enough to utilize a collection of objects, each of which performs some collaborative function. Rather, RASCAL is based on combining simple entities in ways that mutually react and adapt to each other, using dynamically flexible combinations (i.e. patterns) of tools and the rules governing their interactions. This separation of behaviour from function provides a scalable and evolutionary approach to media system design through the use of a reflective meta-level architecture. It is also this combinational approach that forms the basis not only for media space structure but also for the behaviours that regulate it.

This section discusses the "pros and cons" of RASCAL as a framework as well as its general topology/architecture. This is augmented by an overview of its potential relative to future system design. And finally, issues and observations arising from work on the MSpace prototype are also offered.

6.1.1 RASCAL: As a Framework of Patterns

Throughout this work, RASCAL has been primarily characterized as a framework for the behavioural management of collaborative media space systems. As such, it offers both a methodology and a set of constructs by which to build a collaborative media system in which behavioural diversity and management are of first-order importance. These constructs, as outlined in Chapter Three, form the basis for components which can combined into patterns of interacting entities. Patterns, as outlined in Chapter Two, offer an approach to help organize and re-use common solutions. They therefore function as building blocks within the boundaries of a framework's overall organization. In traditional structural terms, the two approaches have been distinguished as follows (as taken directly from [GHJV94]):

- Abstraction: Design patterns are more abstract than frameworks. While frameworks can be embodied in code, only examples of patterns can be. A strength of frameworks is that they can be written down in programming languages and not only studied, but executed and reused directly. In contrast, design patterns are implemented each time they are used; however, they also offer information as to the intent, trade-offs and consequences of a design.
- **Size and Scope**: Design patterns are smaller architectural elements than frameworks. A typical framework can contain several design patterns but the reverse is never true.

- **Specialization and Applicability**: Design patterns are less specialized than frameworks. While frameworks always have a particular application domain, design patterns can be used in nearly any kind of application. While more specialized design patterns are possible, they do not specifically dictate an application's architecture.

Design patterns can therefore be seen as a related technology to that of frameworks. By providing a complementary way to construct systems, patterns can form part of the "bricks and mortar" that constitute the framework itself. This begs the question that, if design patterns can form part of a system's structure vis-à-vis a structural framework (which specifies what entities exist, how they are connected and so forth), can a behavioural framework, which specifies how entities perform their function and interact with others, be realized from behavioural patterns?

Such a behavioural pattern would borrow from the traditional pattern concept and fit relative to a behavioural framework much like a design pattern would to a structural framework. That is, like design patterns form part of a structural framework, so would behavioural patterns be taken as a constituent part of a behavioural framework (Table 6.1). For example, both types of patterns are smaller than their companion framework and can be reused throughout. However, behavioural patterns would differ from their design counterparts in that their organization, structure and execution more directly affect the behavioural management framework. Overviewed in Table 6.2, a behavioural pattern goes beyond a mechanism to structure implementation and provides an executorial infrastructure which is constituted by the patterns themselves. The abstraction of the behavioural pattern is not the level of structural difficulty it addresses, but the level of user-behaviour it specifies (such as high-level user-centric vs. low-level algorithmic). Size and scope are related to the pattern's abstraction such that complexity is dealt with in terms of its hierarchical definition (via component sub-patterns) rather than by a monolithic approach.

The behavioural framework provides a way to organize different behaviours and apply them at the appropriate level of abstraction, be it relevant to human-oriented collaborative or algorithmic concerns, whichever is correct.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Design</th>
<th>Behavioural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usage</td>
<td>Common structure-oriented software construction technique</td>
<td>Behaviour-oriented specification and novel software construction technique</td>
</tr>
<tr>
<td>Associated Framework</td>
<td>Structural / Implementational</td>
<td>Behavioural management / Implementational</td>
</tr>
<tr>
<td>Abstraction</td>
<td>Different structural organizations each of which is realized separately</td>
<td>Different behaviour specifications, policies and management</td>
</tr>
<tr>
<td>Size/Scope</td>
<td>Reasonably compact</td>
<td>Varies per task; user-definable</td>
</tr>
<tr>
<td>Specialization/Applicability</td>
<td>Orthogonally reusable across many systems/applications</td>
<td>Varies; reusable across common collaborative contexts</td>
</tr>
</tbody>
</table>

Table 6.1: Design vs. Behavioural Patterns
Table 6.2: Design and Behavioural – Pattern to Framework

for the given scenario. The actual behaviour, however, is provided through the execution of each individual behavioural pattern itself.

As presented previously, the framework provides a behavioural management system based on a reflective metalevel architecture; as such, higher levels can investigate, compute about and induce the appropriate changes in lower-level behaviours. Through the provision of individual behaviours via computationally active components and patterns, the management of said behaviours exemplifies the notion of a behavioural broker, in which individual behaviours are “handed out” to meet the “requests” and/or needs of the system, either in terms of resources, user preferences or some other consideration. This functionality, as provided by the behavioural backbone (i.e. the CCS/CMSS vis-à-vis the Proxy Chair) is akin to the broker pattern, which is used to structure distributed software systems (see Chapter Two).

Some of the other patterns mentioned in Chapter Two also offer ways to structure different parts of a RASCAL-based system. Use of publish/subscribe (for provision of multicast data groups), proxy and client/dispatcher/server (as illustrated via DCOM in the MSpace prototype) are two such examples. Metamorphosis, which provides for run-time modifiability, could potentially be used along with reflection to provide a self-modifying system within components (an optional approach, dependent on the underlying technology). The intent and applicability of other patterns, including PAC, view handler, decorator and strategy can be seen and realized within the separation of concerns vis-à-vis the use of meta objects and corresponding meta spaces. Examples include the separation of user interface concerns via view handler, PAC and decorator or the isolation and manipulation of computational behaviour logic into “families” of behaviour patterns (effectively realizing the strategy pattern). And finally, reflection, which provides the fundamental essence of the entire framework and its approach to allowing a system to “see itself”, is also a pattern.

6.1.1.1 Novelty in Approach

As a framework, RASCAL addresses a number of issues from a unique perspective. These are now highlighted in point form in the interest of brevity.
- A RASCAL-based system is not strictly built out of functional entities. Such entities are mirrored by those which address their behaviour.

- Behavioural components are not implicit parts of the structural objects, but their own active entities (i.e. active objects or actors). They are defined and execute on their own, interacting with other components as necessary to manage the "functionality" offered by them.

- Behavioural components can be combined into composite entities (i.e. patterns). By applying this approach in a recursive manner, components and patterns (taken as components in a larger pattern) can be combined in a hierarchical manner to produce complex and composite behaviour specifications (a collaborative behavioural tree, as outlined in Chapter Three). Each component/pattern has logic which specifies its own specific behaviour or the relationship logic between the constituent patterns/components that are managed by that pattern itself.

- The above separation of concerns is facilitated by use of a meta-level architecture. As a basis for the application of reflection, a component's attributes are reified as separate meta-objects. Therefore, through the use of the active object paradigm, each of these meta-objects can actively execute in order to provide a particular attribute's facilities. One such example of this is an entity's behaviour.

- The framework supports use of both computational and implementational reflection. Implementational reflection is used to allow diversity in terms of physical elements such as computational mechanisms including codecs, user interface elements, different applications and so forth. Computational reflection is used primarily by the behavioural backbone and its first-class representation of collaborative behaviours.

- All meta objects, and in particular, all behavioural components, are explicitly first class entities which are explicitly reified and reflectively defined. They can therefore form a reflective tower which can investigate and modify itself (i.e. self-investigative and self-modifying behaviours) to deal with user specifications and/or environment influences (i.e. the ability of the network to provide a specific QoS or the end host to provide an appropriate level of processing or other resources). By employing reflection, there is a natural causal connection between elements used to enforce aspects of a given entity, such as a behaviour or function and its user interface. Doing so allows them to be realized in a causally connected manner such that changes at one location are appropriately sensed in related parts of the system.

Based on these issues, Table 6.3 outlines the typical differences in approach between a RASCAL-based system and those which utilize traditional approaches. As can be seen, the RASCAL approach can be summed up as offering flexibility through modifiability enabled by computability. Comparison at object, function, behaviour and policy levels are provided relative to a set of criteria outlined in Table 6.4.
<table>
<thead>
<tr>
<th>Entity &amp; Characteristic</th>
<th>Typical Approach</th>
<th>RASCAL Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paradigm</td>
<td>Mixed; predominantly passive</td>
<td>Active actor</td>
</tr>
<tr>
<td>Connectivity</td>
<td>n-ary parent; general graph</td>
<td>Single parent; simplified hierarchy</td>
</tr>
<tr>
<td>Function</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Role</td>
<td>Domain-specific utility</td>
<td>Domain-specific utility</td>
</tr>
<tr>
<td>Definition</td>
<td>Object-specific internal logic</td>
<td>Object-specific internal logic</td>
</tr>
<tr>
<td>Selection</td>
<td>Usually static</td>
<td>Static and/or dynamic</td>
</tr>
<tr>
<td>Allocation</td>
<td>Usually design time</td>
<td>Design and/or run-time</td>
</tr>
<tr>
<td>Realization</td>
<td>Object – singular entity contains all aspects</td>
<td>Object – unified but explicit separation of concerns</td>
</tr>
<tr>
<td>Adherence</td>
<td>Utilizes inherent/internal control logic</td>
<td>Utilizes explicit/separate control logic</td>
</tr>
<tr>
<td>Connectivity</td>
<td>None – attributes implicit/inherent</td>
<td>Attributes explicit meta objects</td>
</tr>
<tr>
<td>Modification</td>
<td>Code change</td>
<td>Actor replacement</td>
</tr>
<tr>
<td>Behaviour</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Role</td>
<td>Implicit regulation of function</td>
<td>Explicit regulation of function</td>
</tr>
<tr>
<td>Definition</td>
<td>Object-specific internal logic code</td>
<td>Pattern of interaction rules; arbitrarily complex logic via independent actors</td>
</tr>
<tr>
<td>Selection</td>
<td>Static</td>
<td>Dynamic</td>
</tr>
<tr>
<td>Allocation</td>
<td>Design time, during composition only</td>
<td>Run-time; during composition and throughout execution</td>
</tr>
<tr>
<td>Realization</td>
<td>Inherent and executes as part of encapsulating object</td>
<td>Explicit meta-object which executes independently</td>
</tr>
<tr>
<td>Adherence</td>
<td>Utilizes inherent/internal control logic</td>
<td>Utilizes explicit/separate control logic</td>
</tr>
<tr>
<td>Connectivity</td>
<td>None – implicit/inherent in object</td>
<td>Function or behaviour child, behaviour or policy parent</td>
</tr>
<tr>
<td>Modification</td>
<td>Code change</td>
<td>Actor replacement</td>
</tr>
<tr>
<td>Policy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Role</td>
<td>Advisory (passive) regulation of behaviour</td>
<td>Instructional (active executor) regulation of behaviour</td>
</tr>
<tr>
<td>Definition</td>
<td>Inherent in behaviour logic/code</td>
<td>Explicit behaviour actor</td>
</tr>
<tr>
<td>Selection</td>
<td>Static</td>
<td>Dynamic</td>
</tr>
<tr>
<td>Allocation</td>
<td>Design time, during composition only</td>
<td>Run-time; during composition and throughout execution</td>
</tr>
<tr>
<td>Realization</td>
<td>Inherent; embedded within behaviour logic</td>
<td>Explicit; separate logical unit</td>
</tr>
<tr>
<td>Adherence</td>
<td>Executor definition based on design-time/advisory policy</td>
<td>Executor instructed by/interacts with policy (itself an executor)</td>
</tr>
<tr>
<td>Connectivity</td>
<td>Executors different from policies; separate policy/execution &quot;parents&quot;</td>
<td>Executors and policies are orthogonal; only one parent</td>
</tr>
<tr>
<td>Modification</td>
<td>Code change</td>
<td>Actor replacement</td>
</tr>
</tbody>
</table>

**Table 6.3: RASCAL vs. Other Approaches**

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paradigm</td>
<td>Whether a passive or active computational entity.</td>
</tr>
<tr>
<td>Role</td>
<td>What is the purpose of a given entity.</td>
</tr>
<tr>
<td>Definition</td>
<td>What the entity constitutes as a software construct.</td>
</tr>
<tr>
<td>Selection</td>
<td>Whether the entity is static (fixed once selected) or dynamic (can be varied/replaced).</td>
</tr>
<tr>
<td>Allocation</td>
<td>How a given entity can be brought into being (i.e. instantiated).</td>
</tr>
<tr>
<td>Realization</td>
<td>How a given entity is represented within its software definition (explicit vs. implicit).</td>
</tr>
<tr>
<td>Adherence</td>
<td>How aspects of a given entity can be enforced.</td>
</tr>
<tr>
<td>Connectivity</td>
<td>With what and how can an entity be connected within the framework.</td>
</tr>
<tr>
<td>Modification</td>
<td>How changes to a given entity can be achieved.</td>
</tr>
</tbody>
</table>

**Table 6.4: Comparison Criteria**
6.1.1.2 Advantages and Benefits

One of the realizations behind RASCAL is that collaboration is a highly fluid and open-ended process. Therefore, the creation of a framework that is open, dynamic and adaptive to both differing technology and potential application were significant concerns.

Based on these elements, the following merits of the framework are briefly overviewed. In particular, it offers the following benefits:

- **object-orientation**: The framework employs the object-oriented paradigm to model participants, media, applications and other items within the media space in a convenient manner. It also works well with the reflective paradigm through support for metaobject protocols.

- **open architecture**: The application of metaobject protocols and implementational reflection endows the architecture with a "glass-box vs. black-box" approach [KP96] [Rao91]. That is, rather than simply integrate components via interfaces with no idea of their inner workings, the internal structure of the architecture and its components are made visible for examination and manipulation via a separate well-defined "meta" interface. This controlled approach to introspection promotes modular, object-oriented and re-useable component-based systems with increased support for customization, extensibility and adaptability while also controlling bad software engineering (implementation) practices.

- **extensibility, modifiability and suitability**: The architecture is extensible in the fact that additional entities can be added to and used within the collaborative process as desired. The open architecture also promotes extensibility by providing a well-defined way to extend the functionality of existing entities and/or modify their current behaviour. Consequently, this also enables diversity in what kinds of systems the framework can support.

- **dynamism and active object orientation**: The framework is defined such that its constructs are non-static, dynamic entities. In attempts to mirror the actual collaborative process, the ability to extend and modify architectural components is not fixed and done during execution.

- **scalability**: The framework scales such that by providing an open implementation, those entities which affect performance can be modified as required to fit their new scope. Furthermore, since the media space is a logical construct, implementation of specific functionality can be done in a manner that suits a particular application of the media space; for example: use of distributed vs.. centralized implementations of entities such as the Proxy Chair (as detailed elsewhere).

- **separation of concerns**: The framework separates media space “execution” from its “coordination” so as to offer cleaner design and implementation alternatives. This separation promotes scalability by promoting a modularity in functionality and reducing the complexity introduced by attempting to do everything “in one spot”.
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- **policy-driven**: The use of meta levels offers a way to use high-level policy directives to "coordinate" the use of a media space while ensuring coherence via a causal connection between high-level semantic-based policies with low-level "execution" mechanisms.

- **(self-) investigative**: The framework supports the development of a system which can monitor (i.e. investigate) itself at both mechanistic and policy levels.

- **(self-) adaptive**: The framework supports the development of an adaptive system which modify itself at both mechanistic and policy levels.

The above benefits provide a versatile framework that can facilitate a wide range of systems. However, two of them merit additional discussion; these are: scalability and suitability.

**Scalability.** The scalability of RASCAL can be looked at in two ways: (1) in terms of its physical architecture (i.e. topology); and (2) can the framework address a range of technological and user-oriented abstractions and behavioural requirements. This section addresses the second of these points.

In terms of utility, the ability of RASCAL to scale relates to its application at different levels of abstraction and technical precision. In this sense, RASCAL is scalable in the following ways:

- It can abstract itself to high/low levels detail; that is, the primary concern of implementation can vary between individual behaviours.

- It can build arbitrarily simple or complex hierarchies to address semantic variation; that is; difficult and complex behaviours can be split into combinations of simpler behaviours.

- It does not place the computational burden or cognitive complexity (i.e. the need for a designer, programmer or user to understand) all in one spot.

In relation to the first point, RASCAL's constructs and general methodology can be applied across a range of implementational concerns. That is, different behaviours at different levels can be coded/implemented differently to reflect the primary concern of that behaviour. For example:

- **Low-Level Synchronization Behaviour**: Concerned mostly with implementation speed, efficiency and real-time response, adjusted relative to the functional component it is dealing with; for example: A/V synchronization.

- **High-Level Collaborative Behaviour**: Concerned mostly with sufficient intelligence and semantic understanding of user behaviour; for example: Is this group of five users working together or is it two groups (of three and two users respectively).

Ultimately, it would be the responsibility of the CMSS to determine whether a given pattern is appropriate for use in a given circumstance.

**Suitability.** The fitness of any system is related to the domain which it is supposed to support. Because the genesis of RASCAL was the need to facilitate specific behavioural issues (such as mixed media
synchronization) within a collaborative multimedia environment, one of RASCAL's benefits is its ability to support the different kinds of media and interaction that make up the collaborative multimedia domain.

For example, the standard presentational, conversational and interactive media categories are supported as follows:

- **Presentational**: Utilizes fixed rules which control playback just like other systems.
- **Conversational and Interactive**: Start with fixed rules (as designed by for the particular scenario or user base) to control the exchange of media data and control events.

This versatility is enabled by the framework’s ability to dynamically monitor and re-adjust its behavioural configuration to see if it currently meeting the needs of the entities it is coordinating.

- **Presentational**: Playback rules can be altered based on the synchronization error rate and/or other parameters measured by the system (such as available network bandwidth or the amount of jitter).
- **Conversational and Interactive**: Behavioural rules (i.e. synchronization parameters, algorithms) can be dynamically modified by the system as it detects behavioural tendencies and determines how to adjust its resource usage.

### 6.1.1.3 Issues and Concerns

As with all systems, there are legitimate issues which must be dealt with to ensure a viable realization of the RASCAL framework. This section overviews briefly overviews these concerns and offers commentary on their importance and possible ways to addresses them.

**Reflection – Provision and Overhead.** As with any “system service”, care must be taken in the provision of reflection to avoid inducing difficult or excessive overhead. Readers familiar with the notion of garbage collection and other similar services are well-acquainted with this dilemma of how to provide a useful yet non-obtrusive service.

In terms of provision, the ideal situation is one in which the technologies utilized for the actual system are inherently reflective. By utilizing a natively reflective infrastructure, the resultant systems can easily take advantage of its capabilities without inducing extra computational overhead. Examples include the Prospero CSCW toolkit [Dou96] which is based on Lisp; further details on this system will be offered later in this chapter. For those which are not natively reflective, the implementation of the reflective infrastructure must be done in a way that enables the reflective system itself to be adaptive and responsive to the needs of its users. That is, the reflective subsystem must be adjustable so that different timing and resource constraints of the primary system are not disrupted by use of the subsystem itself. Therefore, like the standard approach to many real-time operating systems, the reflective subsystem must employ a reasonably light-weight and microkernel approach in providing a scalable reflective service. For example, the ability to reflect must not necessarily be encumbered with complex artificial intelligence algorithms embedded within it. Rather, the system must allow
itself to be made as simple or as complex in terms of its evaluatory nature as deemed by the designer and/or user. As an example, MSpace provides a basic infrastructure to support reflective acts across all backbone entities; however, because it embeds such policy logic in its meta level (which is its own actor), the actor can be substituted with one that performs either simple or complex computations.

Non-provisory overhead is also of concern in the responsiveness and latency that can be introduced into the system when it is performing reflective acts. In particular, because RASCAL behaviours are defined in a hierarchical manner using a reflective tower, there is a certain amount of interaction that will be necessary between the different levels of the behaviour’s reflective tower. This movement between behavioural levels if called a Behavioural Cascade, or BC. BCs occur when changes in one of the behavioural levels induces reflective acts throughout other portions of the tower in question. As shown in Figure 6.1, different kinds of cascades are possible, ranging from those which offer a lot of inter-level activity and those that are more limited. Depending on the location of the initiation and the extent to which the rest of the tower is involved, significant overheads could be experienced. Naturally, incurring behavioural cascades very frequently would be detrimental to performance. However, large numbers and frequent BCs would be indicative of an improper design, environmental difficulties or overt sensitivity by the monitoring logic. The desirable situation is a limited BC involving a localized set of meta-levels. Hence, an analogy to virtual memory can be seen in which frequent and extensive cascades can be likened to “behavioural thrashing” akin to memory pages in a demand-paged virtual memory system.

Separation of Concerns. One of the premises of good software engineering is the appropriate separation of concerns. As part of its design, RASCAL explicitly separates domain-specific functionality from its behavioural management. Often referred to as “separating coordination from execution”, such a division requires specific effort to provide, especially in terms of the mental shift required to think in such a way (so as to design tools appropriately). Additionally, when the use of existing legacy tools is desired, they would typically require some sort of wrapper to enable this division. An example of this can be seen in MSpace’s use.

![Example Behavioural Cascades](image)

**Figure 6.1: Reflective Behavioural Towers and Example Cascades**
of OLE and ActiveX controls to provide audio/video functionality.

Pattern Generation and Knowledge Definition. As part of the separation of concerns, the creation of behavioural components and patterns as separate and explicit entities becomes relevant. Therefore, issues related to authoring, accuracy and other logistics need to be addressed. For example, in the MSpace prototype, the finite state machines are authored manually; consequently, the actual behaviour definitions and their specification as rules sets affect the accuracy and usability of the behaviour within the model. The intent is that this procedure should eventually be automated through the use of behavioural editors and/or automatic behaviour recognition software.

6.1.2 RASCAL: As an Architecture and Topology

In addition to viewing RASCAL as a framework, a generic architectural topology (as outlined in Chapter Three) is proposed for RASCAL-based systems. This section briefly overviews the salient aspects of the proposed approach.

6.1.2.1 Novelty in Approach

The novelty in terms of RASCAL as an architecture is primarily two-fold: (1) as a transparent network-oriented approach like that offered by intelligent networks for telephone services (such as calling waiting and 1-800 service); and (2) as an example of reflective middleware.

Akin to the intelligent network approach, RASCAL attempts to provide a "network coordination service" in which the behavioural management of collaborative activities and tools is done "by the network". That is, rather than embed behaviour logic in end-devices, it is made part of the communication service utilized by the RASCAL-based system (i.e. the behavioural backbone vis-à-vis the CCS/CMSS). While network-based synchronization for multimedia systems has been attempted previously, it has traditionally been addressed as a protocol-oriented solution. RASCAL, on the other hand, addresses the network as a manageable and customizable computational entity which performs behavioural management activities on behalf of the end-user devices. Fortunately, with the increasing interest in programmable networks, such an approach is not only feasible but increasingly popular.

As an example of reflective middleware, a RASCAL media space is illustrated in Figure 6.2. Based on an adaptation of the middleware concept (shown in Chapter Two), a RASCAL media space can be seen to connect the behavioural management middleware component to individual parts of the media space by two interfaces: the standard functional interface and the reflective meta-level interface. Such a configuration allows the middleware not only to provide common functionality (as is the purpose of middleware), but also to provide a standard way of controlling that functionality and its adaptation vis-à-vis reflection.
6.1.2.2 Advantages and Benefits

By design, the RASCAL topology (as presented in Chapter Three) is rather simplistic. Often, the initial reaction to its centralized approach is one of surprise, given the potential complexity the framework and its systems hope to address. However, this approach is in fact an important advantage to the architecture. Specifically, it is a logically centralized approach, not one which mandates any one approach to its implementation. For example, while RASCAL’s services are provided by the Proxy Chair as part of the CCS/CMSS, based on the notion of middleware, distribution of those services is entirely up to the discretion of the system architect. Consequently, the design of RASCAL is implicitly scalable in that it allows this freedom. This issue will be explored further in the upcoming section.

6.1.2.3 Issues and Concerns

Aside from networking issues associated with all multimedia systems (such as QoS and so forth), the most common concern with the RASCAL topology is its centralized approach. While proposed as a potential benefit (see previous section), the centralized approach does require diligence in how it is realized. This section briefly overviews how to possibly deal with such an issue.

A key observation is that the Proxy Chair does not deal with media data; rather it deals with its coordination. Hence, the Proxy deals with control events that describe the flow of multicast data, (as was presented in Chapter Three). Therefore, the potential load on the Proxy Chair is not strictly related to media/application content but rather its use and the precision, granularity and frequency at which events occur in the space. Consequently, this “lightened load” inherently allows a simpler implementation of the Proxy to still be sufficient in terms of the message traffic it would receive.

However, consider the situation in which the amount of computation and/or message traffic causes degradation in service and warrants additional processing capabilities. Because of the middleware and “network service”
approach, the realization of these services within the network (i.e. by the Proxy Chair) allow them (i.e. the Proxy Chair) to be modified in a transparent manner. Therefore, a distributed Proxy could be designed and implemented. Such a Proxy could divide message traffic and computational load in numerous ways (as would be up to the system architect). Examples include having specialized Proxy clusters which deal with audio/video processing and others which deal with static media, such as images and text. Alternatively, Proxies could be allocated on the basis of some network-specific characteristic, such as geographical region (based on network address information). Yet another could involve a set of Proxies, each of which deal with different processing capabilities and which map the management of applications and users based on the computational complexity of their associated behavioural patterns. For example, those which complex patterns over a certain number of levels (perhaps indicating the number of users involved in a certain collaborative grouping) or that contain certain types of processing logic (such as artificial intelligence logic) could be assigned to specific Proxies.

6.1.3 **Beyond the Present: Evolutionary Potential**

The primary strength of RASCAL is its perspective: the collaborative process and its constituent elements are taken as entities which are dynamically adaptive and require coordinated interaction between them. Media space elements are addressed in an evolutionary and developmental manner rather than as functional specifications of particular applications. Therefore, in some senses, the key to RASCAL’s potential is what it does not provide, as much as what it does.

Therefore, this section offers two perspectives for evolution via RASCAL: (1) that based on self-adaptivity; and (2) that based on use of an existing system, like that of MSpace.

6.1.3.1 **Self-Adaptivity: Potential, Provision and Application**

Consider a discussion-format scenario in which an audio narration (annotation) to some visual aid is also being offered. The narrator may wish to move back-and-forth between the annotation and the discussion with other participants in the space. Therefore, instead of strictly using a voice/picture alignment strategy to control progress (which would typically be the default for the stand-alone annotative case), the user may wish to utilize a voice-analysis meta-level component which has the capability to analyze the intention of the voice-over. That is, the user may wish to use a behavioural pattern that can analyze whether his/her vocalization is being directed to a A/V synchronization pattern (to dynamically start/stop/resume video playback) or whether it is directed to a free-flow audio chat pattern which enables full duplex non-synchronized audio chat between participants. Also, based on aspects such as resource availability, cost and/or security issues, selection of collaborative focus could in fact be denied.

This particular problem (as illustrated above) is how to decide which media and users are related within the collaborative effort. In a real-life setting, physical location and interaction with/clasping of an object defines who is interacting together and how people in that context are behaving. For example, a group of three people sitting at desk drawing on a piece of paper defines a natural collaborative grouping that would be separate from
those drawing on the whiteboard at the other end of the room. Within a logical space, however, defining who is interacting with who and what facilities they are using is less obvious. Furthermore, if a person at the desk stood up and went over to the whiteboard, the shift in collaborative focus would be obvious. Within a logical environment, however, movement between collaborative groups somehow needs to be recognized and facilitated.

This need to go beyond simple behavioural management and provide for “intelligence” in the application of behavioural management is shown in Figure 6.3. The ultimate goal of this hierarchy is to provide appropriate behavioural control based on user’s collaborative focus is called Semantically-Adaptive Synchrony, or SAS. The principle of SAS is that the behavioural management (i.e. synchrony) required in a particular situation needs to adapt itself based on the semantics of that collaborative effort. Recognition of such a “situation” along with its semantics is a dynamic, complex but not necessarily conclusive/determinate process. Being very context-dependent, SAS requires an intelligent approach to managing the space, its entities and their behaviours. Therefore, Intelligent Behavioural Management (IBM) is required by a system in order to recognize known well-known user behaviour patterns and create new ones as they become commonly used in the system. This intelligent learning approach is based on a dynamically modifiable structural and behavioural organization that can compute about itself for the purpose of adapting itself to meeting the new configuration(s) that arise from changing usage. Through the use of reflection, this intelligence can be realized via an arbitrary meta-level architecture, being as simple or complex as the designer wishes to make it. Such an approach to synchronization, called Reflective Synchrony, is a means of providing intelligent behavioural management though the use of reifiable behaviour models which can tailor their synchronization specifications “on the fly”. Taken further, Reflective Synchrony allows for INtelligently Self-Adaptive and INvestigative (INSAIN) behaviour management (Figure 6.4, see also Figure 3.4) via a reflective tower that can be abstracted to an arbitrary level of “intelligence”. This offers the potential of dealing with behavioural semantics, pattern recognition and so forth at higher levels in the meta-hierarchy that can adapt over time using the appropriate technologies as they become available.

Within Reflective Synchrony, two different models for the application of reflection can be envisioned. Abbreviated as PARS, the Passive/Aggressive Reflective Synchrony models are shown in Figure 6.5. The

![Figure 6.3: Extended Behavioural Management Hierarchy](image-url)
Passive approach is one in which a meta-level performs its meta-level computations in response to a request from its base level. The Aggressive approach is that initiated by the meta-level; that is, the meta-level behavioural pattern continually computes about its domain (the base level) and pre-emptively intervenes as it deems appropriate. The RASCAL framework does not dictate which kind of approach to use; in fact, either is possible – both separately and in combination within the system. The appropriate choice is left to the system designer.

Consequently, different behavioural patterns can be seen to offer specific Quality of Interaction (QOI). These differing behaviours can offer different levels of accuracy, synchronization support and the like depending on need of the collaborative scenario, user preferences or system resource levels. Example media characteristics that could be utilized to provide variation in object QOI include: reduced input (i.e. mouse) sensitivity, progressive resolution coding; colour vs. b/w rendering and/or different frame rates.

6.1.3.2 Building On Experience: Exploring MSpace

This section briefly overviews the experience garnered from the MSpace conceptual prototype. Lessons learned from the implementation itself and its potential for future implementations and simulation studies are also mentioned.
6.1.3.2.1 The MSpace Conceptual Prototype: Lessons Learned

Detailed in earlier chapters, the development of MSpace was based on the integration of a variety of PC-based technologies and development tools. While independently valuable technologies, their particular combination proved more difficult than intended for the desired implementation. In particular, the following aspects proved problematic:

**OLE Legacy Technology:** Unfortunately, a significant deficiency of OLE in terms of real-time applications is its use of static server representations when an object is not the focus of user input (known as "in-place active"). Specifically, there is no standard means to handle modern real-time “continuous sourced” entities (e.g. video) and their user interface in all cases. This issue of “user interface integration” and “user interface liveness” (see Chapter Two) effectively means that when the video object is not in collaborative focus, obtuse (and typically non-performant) means need to be used to update the user interface.

**D/COM Complexity.** While a viable example of middleware technology, many of the aspects of COM and DCOM are not particularly well-suited to real-time applications. In particular, simple issues such as the "heaviness" of its implementation and its communication model (such as lack of true multicasting support) are too difficult and awkward to work around. Simple issues such as data associativity (i.e. how to relate data to the appropriate application tool) can be extremely frustrating in real implementation terms. Additionally, the ability to programmatically manage event manipulation (i.e. how to notice, intercept, respond to and effect application events and changes in data programmatically) is only partially supported. Some of these issues are supposed to be addressed in the upcoming COM+ model, which will first be available as part of the new Windows 2000 architecture. However, for purposes of MSpace’s development, they were not available.

**Closed Technologies.** Many of the technologies (such as ObjecTime and MFC) offer mechanisms to expand and modify select elements of their implementation and how they provide services to software developed using them. In the case of MSpace, however, MFC’s support for OLE and DCOM along with ObjecTime’s ability to programmatically control actor placement, definition and communication, were examples of when useful implementation details within the tools were “off limits” and could not be used in the desired manner. Effectively, the difficulty emerged from trying to create an “open system” out of ones that were inherently “closed”.

**“Too Many Masters”:** Several of different technologies utilized within MSpace had one additional problematic aspect about them: they were all frameworks that assumed control over program execution. Consequently, the integration of these frameworks (such as MFC, DCOM and ObjecTime), resulted in multiple “masters”, each of which had the perspective that it was “in charge” of system execution. Consequently, providing a way to integrate them proved extremely difficult and in some cases, was unsupported.

6.1.3.2.2 Future Implementation Possibilities

The MSpace conceptual prototype is itself only an example of the kinds of systems that can be realized. For example, through its use of collaborative object applications (via OLE components), the actual MSpace
prototype can take on different characteristics and functionality. Therefore, in order to illustrate how MSpace was built and how it can be used as a basis for similar systems, this section provides a brief overview of the classes used to construct it. As such, these classes (some which are shown in Figure 6.6) are a realization of the generic RASCAL class framework outlined previously.

To build a MSpace media space, the designer first instantiates a top-level containing instance of the RASCALMediaSpace class. Instantiation of this object maps to the creation of the media space; its destruction constitutes the removal of the media space as an environment in which collaboration can take place. For any collaborative system, there will be only a single instance of the RASCALMediaSpace.

Within the media space, all entities are derived from the top-level base class known as RASCALBase. This entity provides the core functionality required by all entities: reflectivity. This support for reflection is provided by another top-level entity called RBS_ReflectionService. Because the current technologies used to implement RASCAL are not themselves reflective, support for reflection must be facilitated externally. It is the intended role of this service to provide such support for entities within the space. To do so, access is inherited
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**Figure 6.6: Illustrating Some of the MSpace Classes**
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though the RASCALBase class.

From the RASCALBase class, there are three abstract RASCAL classes and a series of RBE_ and RBS_ classes defined (as a reminder, these prefixes are explained in Chapter Five). The abstract classes are the classes which will be used by most media space designers to build their system. Entities built around these abstract classes and their derivatives form parts of the media space which the users use within their collaborative activities. The remaining RBx_ classes are intended to provide environment-wide entities and services which enable operation of the space. However, in order to facilitate flexibility in the configuration of the media space’s support entities and services, these classes also inherit the ability to reflect though their derivation from the RASCALBase class. The potential utility of such an approach is the ability to dynamically reconfigure the media space environment vis-à-vis reflection. Such a reconfiguration could be based on a user interface to enable manual setup. Alternatively, complex decision logic (i.e. “intelligence”) could be embedded in an entity’s meta space which is accessed through the use of reflection. Examples include changing the behaviour of the multicast facility or change the realization of the Proxy Chair from a centralized implementation to a distributed one. Dynamic changes in UI services for a given entity could also be based on such an approach.

The three primary abstract classes of concern to the average RASCAL designer are RASCALAssociation, RASCALCollaboration and RASCALObject. These classes effectively form categories from which other abstract and concrete classes can be defined. Each of these classes will now be discussed in order of their use in creating a realizable media space.

In order to utilize the media space, users participate in a collaborative session which is an instance of the RMSCollaborativeSession class. A user may theoretically belong to many different collaborative sessions, although this is equivalent being “in more than one place at one time”. Hence, while a user can be a member of any number of collaborative sessions, he/she will be interactively active in only one of them at any point in time (this is not a limitation of the framework but of physical reality). On the other hand, a user could conceivably launch a media object into a session which would remain active (and producing output to the other users) while he/she is interacting in another session. This would give the appearance of simultaneous activity within two separate sessions. Sessions are created within the media space and form the logical entities in which collaborative activities occur.

Within a session, a user collaborates through the manipulation of collaborative objects derived from RMSObject. These user-level objects represent the entities that participants in the collaborative session use to perform their work. Examples could include user-defined applications (RMSApplication), events (RMSEvent) or type of medium (RMSMediaObject). RMSMediaObject is itself an abstract class that would be subclassed to provide the specific functionality of a particular media type. For example, it could be subclassed in the following manner to provide support for different types of codecs (Figure 6.7).
It would also be possible to simply consolidate support for media objects under the RMSApplication class. While such could still be done, especially for the collaboration which involves the use of applications for editing media, media objects were provided as a separate class for the following basic reasons:

- Users may wish to collaborate using applications that are not strictly media-based.
- Users may wish to collaborate using media that tend not to be application-centric; for example, live audio/video conferencing could be facilitated in a light weight fashion by employing separate video and audio "applets" rather than strictly using a video conferencing application. Alternatively, raw data feeds (video, audio or images) with no controls could also be envisioned.

Conceivably, either could be done according to the choice of the media space designer. Therefore, such an approach was seen to be more flexible and generally a cleaner separation of object types. Type of synchronization or media mode used for media are not mentioned at this point as such information is a meta property of the medium itself and can be associated with the object at a later date (via dynamic property binding via its metaspace).

The RMSObjects are entities which are manipulated as part of the collaborative process. How they are manipulated, however, is demarcated and controlled through the use of instances of classes derived from RASCALAssociation, or more particularly, RMSAssociation. These classes define the constraints between objects, be it specific media, applications or events that the user has defined and associated with a particular object type. For example, a RMSEvent could be defined and associated via an existence dependency (possible RMSDependency subclass) with a particular application. Hence when that application comes into existence in the media space, the event would be fired which could itself satisfy an existence dependency for another application in the space, allowing it to proceed. Hence, you can define complex associations of different types between objects. These associations form the way objects are intended to interact and therefore form part of the behaviour patterns which govern the actions within the media space. These behavioural patterns
(RMSCollaborativePattern) are designed using the notion of aggregation in which more complex behaviours are formed by combining simpler behavioural patterns together (using some sort of association).

To coordinate the space, the actual input actions generated by the users need to conform to the behavioural patterns which govern the acceptable sequence and timeliness of events in the space. This adherence is provided by use of RMSManager objects. These entities effectively police the rules outlined by the behavioural patterns/components. In particular, the RMSCoordinator and RMSSynchronizer manager objects are responsible for different levels of coordination and management within the space. Furthermore, they can be subclassed to specialize in their management of certain types of behaviour, including media mode, granularity, limitations of undo/reverse-ability (e.g. internal dependency within MPEG frames) in terms of associated codecs, etc., and be related dynamically to their objects of concern through an RMSMetaProperty association.

RMSManagers are instantiated as meta objects and linked via RMSMetaProperty associations to the objects on whose behalf they are delegated functionality. For example, an audio media object would have its own UI and synchronizer; so would a video object; and they would share a coordinator that would interpret and monitor their behaviour relative to an A/V lip-synch synchronization behavioural pattern.

As part of building such an environment, a client application at a workstation represents the "point of presence" used by each participant to connect to the space. Via this application, users would create and/or join collaborative sessions, while within each session, a user would insert and/or manipulate objects that are used as the basis of collaboration. Table 6.5 illustrates the relationship between elements of the RASCAL Object Hierarchy and components of the system.

- **Instantiated**: Class is used directly "as is".
- **Jointly instantiated**: Entity is shared across the implementations of the backbone CCS and its front-end.
- **Derivation**: Specified class is used as a root for more specialized classes.
- **Correspondence**: Neither the class nor its derivations are directly used at this point; rather, a "placeholder" which corresponds to it is used in its place.

It should be noted that the object hierarchy is defined as a structuring framework rather than strictly a series of building blocks from which all components in the space must be explicitly derived from its class definitions. While the actual definition of the hierarchy is done through the ObjecTime toolset, objects may or may not be built directly using that hierarchy. In many cases system entities will be represented in multiple locations as "variations on a theme".

For example, consider the media space itself. It is defined as a top-level class whose instantiation functions as an existential entity for when you build a collaborative media space system. When the system is running this entity is instantiated and in terms of the ObjecTime CCS/CMSS backbone, it forms a structural container for the rest of the media space model. However, in terms of the rest of the system, it is not directly instantiated but
<table>
<thead>
<tr>
<th>System Entity</th>
<th>Representative MSpace Classes</th>
<th>CCS/CMSS Backbone</th>
<th>CCS Front-end</th>
<th>User Client Point of Presence Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Media Space</td>
<td>RASCALMediaSpace</td>
<td>Instantiated</td>
<td></td>
<td>Set of client applications</td>
</tr>
<tr>
<td>Collaborative Session</td>
<td>RMSCollaborativeSession</td>
<td>Instantiated</td>
<td>Correspondence</td>
<td>Correspondence, instantiation or derivation</td>
</tr>
<tr>
<td>Collaborative Object</td>
<td>RMSUserObject-derived classes</td>
<td>Instantiated</td>
<td>Correspondence</td>
<td>Correspondence, instantiation or derivation</td>
</tr>
<tr>
<td>Collaborative Behaviour</td>
<td>RMSCollaborativePattern</td>
<td>Instantiated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Object Relationships</td>
<td>RASCALAssociation-derived classes</td>
<td>Instantiated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Management Objects</td>
<td>RMSManager-derived classes</td>
<td>Instantiated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCS</td>
<td>RBE_CCS</td>
<td>Jointly Instantiated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proxy Chair</td>
<td>RBE_ProxyChair</td>
<td>Instantiated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multicast Facility</td>
<td>RBE_MulticastFacility</td>
<td>Jointly Instantiated; Functionality is delegated to front-end</td>
<td></td>
<td>Correspondence; where the client application executes</td>
</tr>
<tr>
<td>User Client Workstation</td>
<td>RBE_UserClient</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.5: Entity Correspondence Summary

corresponds to the collection of user client workstations, the client applications they are running and the sessions/objects they are manipulating.

The collaborative sessions and the collaborative objects are slightly different in that they are manifested at each stage of the system, but not necessarily in the same manner. Within the CCS/CMSS backbone based on ObjecTime, each of these entities is built explicitly from their representative RASCAL class. Entities within the backbone form the computational rather than user-interactive part of system. As defined in ObjecTime, they could be used to generate end-user objects that the user interacts with. However, ObjecTime is not particularly adept at providing a multimedia user interface for the applications it generates; therefore, different technologies and techniques were used to provide the actual client application and collaborative object tools used within it. For the prototype, these entities were built using Windows NT-based operating system constructs and development tools. They are built to “plug in” to the framework in which the instantiated backbone variant of the object is the one which is “managed” while the client-application variant provides the “end-user experience”. The CCS front-end provides the necessary translation between the backbone and the client end; this allows the client end to change and isolates the changes necessary to interface different client
technologies to the backbone. In effect, the behavioural backbone is isolated from client UI dependencies and each functions as a proxy for the other's functionality. It also provides a suitable place to put a specific management/monitoring interface for the CCS/CMSS backbone if one is desired.

6.1.3.2.3 Simulation Studies

Because of ObjecTime's ability to function as both a simulation and code generation environment, MSpace entities that are built within ObjecTime can also developed and tested using its simulation facilities. By supporting internally built test harnesses as a means to validate its models, ObjecTime offers the ability to independently simulate, test and analyze any of the prototype's ObjecTime-based components, including the reflection service and the behavioural pattern mechanism. Consequently, behavioural patterns for collaborative scenarios and different synchronization configurations could be built and tested before using them in an actual collaborative setting. The ability to check for excessive behavioural cascading could also be investigated. One challenge, of course, would be the generation of realistic interaction input models to drive the behavioural models.

Therefore, such a configuration can be thought of as a collaborative simulation environment (CSE) by which different media space components (such as behavioural patterns and the like) can be tested via simulation before generating an actual run-time system.

6.2 Related Research and Systems

Collaborative space research has traditionally revolved around elements of collaboration arising from process, sociological and technological perspectives: (1) specific application environments [AEH88] [Eri94]; (2) human-computer interaction [GG95] [LL90]; and (3) communication and/or application protocols [Yav92] [AY96]. Additionally, multimedia research, especially with respect to synchronization and networked architectures, often take very specific viewpoint, ranging from authoring mechanisms to QoS. Still others focus on specific implementation, algorithmic or protocols issues. While not necessarily focusing on any of these particular issues in detail, this dissertation does not preclude any of these efforts. In fact, it can be viewed as a potential a way to organize, relate and integrate different approaches (including user interface technologies, applications and protocols) as required. Consequently, specific research efforts that bear relevance and/or some comparison are now overviewed.

6.2.1 Multimedia Collaboration

While there have been a significant amount of work done in multimedia and collaborative systems, much of it has had a specific focus in terms of one issue or the other. For example, traditional desktop conferencing systems like MMCONF [CMB90] and Rapport [AEH88] focused mostly on the use of audio/video. Rather than address a plethora of specific systems which focus either on multimedia or collaboration per se, a range of
efforts that illustrate their combination are overviewed (and summarized in Figure 6.8). These include: multimodal environments, collaborative virtual environments and (media-capable) CSCW tools.

Multimodal environments (MMEs) are a family of systems capable of establishing creative, multimodal user interaction by exhibiting real-time adaptive behaviour [CF99]. Users typically communicate by means of full-body movement and vocalization (e.g. talking, singing or playing), and receive real-time feedback from the environment in terms of sound, music, visual media and actuators. MMEs therefore form a kind of augmented reality, one in which live objects exist in a synthetic environment. The interaction between computational entities and human gesturing is possible using bio-feedback methods in which MMEs act as agents that observe the user, extract “gesture gestalts” and change their state over time. As part of their research in this area, [CF99] presents four “artistic” applications based on their MME architecture with an emphasis on the realization of artificial emotions:

- **HARP/Vscope**: This application tracks full-body human movement using on-body, wireless sensors, for gesture recognition and real-time control of computer-generated music and animation.

- **SoundCage Interactive Music Machine**: IMM uses a set of spatial sensors are used in a “cage” to overall, full-body human movement without the need for any on-body devices or constraints.

- **HARP/DanceWeb**: Ultrasound sensors are used to acquire human movements, either in stand-alone installations or integrated with the SoundCage IMM.

- **Theatrical and Museal Machine**: TMM consists of one or more semi-autonomous mobile robots which can perform tasks such as a museum tour guide, or robot-actor on stage at cultural events and art installations. The system is able to exhibit an "emotional state" through sound, visual media and its movements.

Similarly, the **Artificial Life Interactive Video Environment** (or ALIVE) [MBD+95] is an augmented reality system in which people can interact with virtual creatures without being encumbered by traditional VR equipment, such as headsets, goggles and sensors. Based on a “magic mirror” metaphor, a person using the ALIVE space sees his/her own image on a large-screen TV as if in a mirror. Animated characters are added alongside the user’s own image (via video compositing) in the reflected world, enabled through and managed by autonomous intelligent agents which control their behaviour and interaction with the user. Using a vision-based tracking system to extract the user’s bodily position and gesture information, the autonomous characters use this information along with their own motivations (i.e. behavioural logic and/or policy) to act in believable and entertaining ways. Therefore, the user can interact (and hence potentially "collaborate") with various agents via their representations within the world. The end result is a system which illustrates the interaction between synthetic and live characters found in such films as “Who Framed Roger Rabbit” [ILM88].

An interesting approach to teleconferencing is illustrated via the TELEPORT project [GAB99]. In this research, users are situated in an office which is “virtually extended” using an augmented reality interface. The intent is to manipulate the visuals in a specially designed environment which manipulates projections of a
remote office to make the user perceive the remote space as physically attached to their own. This so called "immersive copresence" illustrates a novel user interface approach similar in intent to the composite effects of the ALIVE project. While the potential to collaborate is quite motivating and addresses many HCI issues, there is no real emphasis on the management of the collaborative behaviours provided.

**Collaborative Virtual Environments** (or CVEs) are a form of virtual reality (VR) systems whose focus is on enabling collaboration between multiple participants within the shared VR space. As opposed to traditional virtual reality systems which focus on simulation of a physical environment, CVE's address the interaction between people and are sometimes called "social virtual reality" systems [MER00].

One approach to CVE's is the proposed middleware standard for multi-user virtual worlds called Open Community. It is based on the SPLINE (Scalable Platform for Large Interactive Networked Environments) technology originally developed by Mitsubishi in relation to their Diamond Park DVE prototype [ABH+95]. PlaceHolder [LST94] was an early research initiative which explored a media-based paradigm for narrative action in virtual environments. Primarily focused on non-technical issues, it used a navigational technique called "placemark marks". These markers, either graphical (iconic/pictorial) or aural (so called "voicemarks"), would then serve as "signposts" for people as they traversed the shared space. Other approaches include projects such as MASSIVE-2 [CRG97], DIVE [Hag96] and NPSNET [MZP+94]. These systems are highly specialized and highly powerful immersive 3D environments which focus on varying issues related to development of purpose-specific, large scale and/or physically realistic DVE's. While it beyond the scope or intent of this work to address the issues involved in such systems, they illustrate the different kinds of interface techniques that can be utilized by a collaborative framework.

Certain CSCW tools also offer collaborative multimedia potential. These include systems such as JETS [SOG98], its successor Jasmine [SSGS00], JAMM – Java Applets Made Multiuser [BSSS97] and Habanero [CGJ+98]. Each of these efforts are Java-based telecollaboration systems which aim to facilitate Internet-based collaboration through the sharing of Java applets. Therefore, the functionality of these systems can range from video conferencing to shared text editing and the like, offering a way to integrate different functionalities in an "application suite"-like approach. The first three projects aim to share applets/applications via the Internet using a standard web browser, while Habanero offers alternative approach, using so-called "Hablets" which require a proprietary browser. Habanero also supports the development of collaborative environments offering a framework to create shared applications, either from scratch or by altering existing single-user applications. In each, integration and sharing of functionality is the primary concern in terms of facilitating collaboration. There is no support for addressing specific behavioural concerns in a wider sense.

Non-Java based approaches to CSCW include projects such as GroupKit [GR98], which provides an emphasis on group management, and MBONE [Eri94], which concentrates on multicast issues. GroupKit does not specifically address multimedia concerns, nor does it specifically deal with behavioural management. Likewise, functional integration is not addressed since the premise of GroupKit is the building of custom applications; in contrast, while MBONE offers a useful suite of tools, they are separate and disjoint applications.
that are not easy to use together in parallel without fairly extensive user-level management. Prospero [Dou95a] [Dou95b] [Dou95c] [Dou96] is an interesting approach that relates to this dissertation not in that it provides an integration or multimedia environment, but in that it is a reflective CSCW toolkit. It offers a "build-from-scratch" approach to CSCW development and focuses on constructional vs. integrational flexibility. Unfortunately, because it is based on the Lisp language, Prospero realizes its reflective nature from the fact that Lisp itself is reflective. Another work, the Introspect framework by Tolone [Tol96], is a meta-level model which allows users to specify "settings" for "collaborative contexts". As a meta-level framework, it includes a collaborative support architecture (using a collection of web applets) and a collaborative specification environment (which specifies how collaborative tasks are organized). Therefore, while the use of reflection in CSCW has been proposed before, its use has been primarily as a toolkit design mechanism or high-level collaborative task organization. In particular, its application to multimedia systems and this work's emphasis on behavioural management and definition were not addressed in these two specific instances.

The primary difficulty with the above efforts is that collaboration is either approached in terms of: (1) a specific program's functionality; or (2) how well the elements of a system and/or its user interface suit the needs of the collaboration and its participants. Consequently, behaviour and management are often either not addressed or embedded within a given application. Additionally, collaborative utility is limited by the use of specific tools in a particular context because the collaborative utility is "wrapped up" in the design and complexity of the chosen tool set. A similar viewpoint is offered by [MBK+99] which outlines work towards multimedia networking middleware based on combining the best from several multimedia toolkits into one. However, by virtue of reusing aspects from previous toolkits, the resultant product is again constrained by the designers' choices.

Therefore, more flexibility is offering by regarding these user interface technologies as possible meta-level extensions or UI options which can be integrated with an underlying behavioural management framework like RASCAL. The significance of MMEs is their integration of synthetic computational entities (including media) as active objects which interact with human participants according to some behavioural specification. The focus of most MME work, however, is their user interface and use of agents. The focus of CVEs has been their emphasis on the realization of 3D virtual reality environments while many of the mentioned CSCW tools tend to only have a strong functional integration approach (in addition to a heavy Java-bias). However, each approach can be seen to be a subset of a media space in which the actual user interface can be considered as a meta-level issue (see Figure 6.8). In a sense, the media space is in fact a logical "meta space" which encompasses different kinds of user interaction paradigms independently of the support required from functional and behavioural frameworks like RASCAL.

6.2.2 Synchronization and Coordination

As evidenced by [IEE96], there has been a large amount of work carried out in the area of multimedia synchronization over the last decade. Such research has covered various approaches including specification
Figure 6.8: Media Space Diversity

techniques, synchronization algorithms and mechanisms, network and processing issues as well as numerous specific systems. Most of this work has primarily been considered in one of the traditional presentational, conversational or interactive domains; therefore, while applicable in parts to the diverse requirements of a collaborative media space, they do not suit the overall breadth and diversity of such an environment.

Numerous approaches [LG90] [LG91] [Gib91] [GDT91] [AH91] [BCC+92] [CCGH92] [LK92] [RR92] [LKG93a] [LKG93b] [DNNR93] [WQG94] [Ack94a] [Ack94b] [Rob95] [SKD96] [Rob97] to media synchronization within presentational systems can be found in the literature. In general, they can be characterized as follows:

- **layered construction**: Synchronization is addressed at multiple stages, using different entities and mechanisms to correct asynchrony as it becomes noticeable (e.g., the network and playback levels, within and/or between streams, etc.).

- **object abstraction**: Media data and system components are modeled as independent but interacting objects. Several use the "active object" (aka "actor") paradigm.

- **event synchronization enabled through scheduling**: Coarse-grain event-level synchronization is facilitated by using scheduled media object playback times.

- **continuous synchronization enabled through fine-grain temporal intervals**: Fine-grain continuous synchronization is achieved through the division of a media object into a series of small temporal subdivisions which are individually aligned to their correct playback time.

- **interactivity via pre-computable paths and choice points**: Some systems support user control of playback and/or the ability to "move around" within the presentation. Those that do utilize some sort of "choice point" at which multiple paths through the presentation can be taken. Because they are known in advance, the path and its requirements in terms of synchronization and other resource requirements can be pre-computed prior to their navigation.

Conversational systems, on the other hand, tend to rely more on protocol-based techniques. Examples include the MBONE [Eri94] audio tools ivs and war which use the RTP [SCFJ96] protocol. In these systems, the
synchronization mechanism functions as a protocol engine ensuring that the data conforms to the protocol. This is in contrast to presentational systems in which the mechanism ensures the data conforms to an external specification (i.e. the presentation’s scenario timeline).

The deficiency with most presentational systems, in terms of a real-time media space, is their reliance on scheduling and the pre-computation involved. In particular, such scheduling is not always possible within a real-time collaborative environment. Conversely, the protocol approach, while more flexible in terms of real-time requirements, is based on the notion that a set of data exchange rules is the main issue. In some systems, this approach degenerates to basic floor control [DG97], yielding “message sequence chart”-like solutions ranging from the very general to the very specific and complex. In contrast, this work addresses the need for a framework and methodology which can be used to integrate these techniques; this enables the realization of a versatile and enabling infrastructure for user-level collaborative applications that considers multiple types of behavioural needs simultaneously.

6.2.3 Multimedia Middleware

In an attempt to bridge the functionally rich but difficult and error-prone programming interfaces offered by modern networked operating systems, multimedia middleware attempts to layer useful abstractions and support services between the OS and multimedia applications. Two such projects are outlined here: GOPI and Agilos.

The Generic Object Platform Infrastructure (or GOPI) [Cou99] from Lancaster attempts to provide configurability, performance and predictability within a standard operating system environment. Basic “core” services (including thread, communication, buffer and other components) are implemented as independently replaceable modules whose services are offered to upper layers using an appropriate “personality” subsystem (such as the CORBA interface with multimedia extensions). This core subsystem maps standard OS services to those appropriate for multimedia while the personality subsystem allows GOPI to present its ‘best face’ to the appropriate application layer.

Agilos [LN99a] [LN99b] is a middleware control architecture designed to provide QoS services to assist application-aware adaptations; that is, adaptation mechanisms tuned to the performance goals and specific functionalities of an application. The objective of Agilos (which is short for “Agile QoS”), is to control the adaptation process within the application so as to maximize user satisfaction with the system’s performance under any resource condition. Agilos is designed as a three-tier architecture:

- Tier 1: The lowest tier utilizes application-neutral mechanisms which maintain tight relationships with individual types of resources, reacting to changes in their availability.

- Tier 2: Application-specific “configurators” are responsible for making decisions on when and what adaptive mechanisms are to be invoked in a client-server application, based on on-the-fly user preferences and application-specific rules.
• Tier 3: Deals with group-level behavior adaptation, so that dynamic reconfigurations of client-server mappings are possible and tuned to application.

Hence, Agilos can be seen as employing a meta-level approach to QoS management but does not offer the ability to modify itself in an orthogonal manner. GOPI, on the other hand, offers a bit more support for self-configuration thought its “personality” subsystem, but offers more of a programming interface than an adaptation service. Therefore, both of these projects are not quite at the same level as the work found in [BCC+99] [BCRP98] [CBC98] which introduces a reflective middleware approach to QoS management. In any event, multimedia middleware systems can be seen as primarily dealing with the issues of QoS management, adaptation and abstraction. However, the breadth of behavioural management support offered by RASCAL has not yet been addressed.

6.2.4 Reflection and Reflective Systems

The application of reflection has seen increased acceptance across a range of technical domains in recent years. Moving beyond applications in linguistic and AI fields, reflection and meta-level architectures are increasingly being exploited in distributed and real-time computing. Additionally, these techniques are also being used as a way to provide flexibility not only at a machine level, but to meet the needs of human users.

6.2.4.1 Distributed Computing

One significant systems area that has received considerable attention from the reflection community is that of distributed computing. Seen as a way to mediate between complexity and flexibility, reflection has been used to separate the “what” from the “where” within a variety of distributed systems. Two such examples are: (1) the distributed object architecture called Tj/CodA; and (2) the Muse distributed object model and related operating systems Muse and Aperios.

Distributed Objects. [McA95] presents a meta-level architecture for transparently adding distributed behaviors to objects without substantially affecting their base-level. The motivation for this work is to provide an environment which allows designers to explore and experiment with various computational and structural models for application objects. The main feature is the separation of the base-level application code from the meta-level object distribution code. A platform called Tj was developed to describe distributed object behavior and is built on top of CodA [McA93], a general meta-level architecture which provides access to the implementation of an object’s basic computational elements (e.g. state, message passing, queuing, method execution). Tj’s distributed object model consists of mechanisms to deal with object spaces, machines, topologies, remote references, object marshalling, replication and migration. Those mechanisms are left open and can be extended to include user-specified changes and additions.

Middleware. As an approach to building complex distributed systems, middleware has been increasing in popularity. As stated earlier, middleware offers a way to offer appropriate abstractions and services between the application and the operating system/network layers. By adding reflective capabilities to the “middle tier”,
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reflective middleware [BCRP98] [CBC98] (see picture?), allows the middleware to reconfigure itself so as to be responsive to the changing needs of layers with which it is interacting. Such an approach has been taken in [BCC+99] to support QoS adaptation within a CORBA-based environment. The advantage is that it provides for "agile reconfiguration" of the middleware itself, thus facilitating adaptive support services that can change to suit the reality of its operating environment.

Operating Systems. The application of reflection and object-orientation to distributed operating system design formed the basis for two generations of operating systems.: (1) the first, a research OS (and its corresponding distributed object model) called Muse; and (2) its commercial derivative called Aperios\(^{13}\).

Muse [YTT89] is an object model which provides a reflective architecture for an object-oriented distributed operating system of the same name. The underlying motivation is that an operating system should provide users with an extensible system using high-level abstractions, appearing as a virtual machine with its own programming environment. In Muse, a meta object accepts requests from objects to perform primitive functions such as allocation of local storage and accessing external devices (the meta object level provides a virtual machine environment, while a meta meta object corresponds to an actual processor). Inter-object communication is therefore location independent while porting Muse requires only modifying any machine-dependent part of the processor’s meta meta object.

Aperios [Yok92] [Yok99] is based on the notion that an operating system should use object-orientation in order to encapsulate all shared and/or protected entities. Conversely, they also claim that the system should provide mechanisms to inspect object internals in order to facilitate debugging and object management (such as scheduling). In Aperios, each object has a meta-space which contains meta objects. Every system service is implemented by meta objects; for example, an object’s virtual storage is a collection of "(memory) segment" meta objects managed by a virtual segment manager meta object. As these meta objects are also objects, they have meta-spaces as well. The framework is characterized by object/meta object separation, meta-hierarchy and object migration (which is equivalent to transferring metaobjects between meta-spaces).

6.2.4.2 Real-Time Systems

Within the development of Aperios, related research [BMSM95] has been conducted to address real-time concerns and how reflection plays a role within it. Reflection was introduced as a main principle within the Spring real-time operating system [SR89] [SR95]. Used as a fundamental principle and organizational theme for system architecture, the synergy that comes from combining reflection, admission control (for guarantees), and planning (for scheduling) established a new paradigm for real-time systems [Sta99]. In particular, reflection addresses a key real-time systems dilemma: the need for abstraction to deal with complexity versus
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\(^{13}\) Readers may be more familiar with one of the other names this operating system has been given over its development: Muse (as the initial research project), Aperos and Apertos (in-term development names) and finally, Aperios (as it is used commercially within Sony™ products) [Yok99].
the need for specific, low-level details associated with real-time requirements [Sta99]. Consequently, the use of reflection within real-time systems tends to parallel that within distributed computing.

6.2.4.3 User-Level Concerns

Reflection has also been used to provide support for user flexibility in terms of the user interface design and the customization of toolkit functionality. Within CSCW, the use of reflection was first proposed by Dourish [Dou92] [Dou93] [Dou95a] [Dou95b] [Dou95c] as a methodology to "re-orient" the design and structure of interactive systems around user needs and participation. The principle focus of his work was the use of reflection as a methodology in the development of CSCW toolkits. Subsequent work by Tolone [To1996] applied reflective techniques in the development of a collaborative specification system.

User Interfaces. Silica [Rao91] is the CLOS14-based portable window system layer of the Common Lisp Interface manager. Silica was the first project to significantly illustrate the notion of implementational reflection towards the realization of open implementation. Silica presents a base-level interface which consists of windows that support input and output operations, while the meta-level interface consists of components which implement base-level behavior and the object-oriented protocols which specify how these components interact. Therefore, Silica allowed the run-time customization of user interface windows and their component widgets.

CSCW Toolkits. The application of reflection to the development of a CSCW toolkit (e.g. user interface widgets, etc.) was motivated in order to support more adaptive and modifiable toolkits than are the traditional norm [Dou96]. By providing generic toolkits that could be adapted in well-defined ways, CSCW applications based on them could be modified on-the-fly to meet their specific needs. Conversely, doing so using traditional techniques required the application to be rebuilt using a different toolkit in a developer-centric rather than user-centric manner.

As an example, some toolkits for CSCW systems have offered different degrees of support for synchronization [Dou94] [DB92]. Again, the traditional approach was to define a toolkit based on a specific synchronization technique (such as locking); this technique was then used throughout any system based on that toolkit. If the provided synchronization model was inappropriate, the application would simply have to use a different toolkit. Similarly, with the integration of different functionality in one toolkit, users were often forced to use whatever collection of techniques the toolkit developers provided. For example, if the toolkit provided a particular UI metaphor with support for a specific database model, the users were required to use them as they were combined within the toolkit itself.

The use of reflection in such a toolkit, however, was intended to allow users to modify (via well-defined interfaces) portions of the toolkit from within the embedding application to provide a tailorable system. For
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14 Common Lisp Object System – part of the ANSI Common Lisp standard.
example, the user could re-implement the granularity of a scroll bar widget for a specific application. In particular, the Prospero toolkit [Dou95a] [Dou95b] [Dou95c] [Dou96] deals with applying reflection to issues of data distribution, user interface tailoring and conflict management. The use of reflection in this work is of the implementational variety and offers a means by which users can adjust toolkit functions between applications. A major difficulty with Prospero is its implementation in (and reliance on) the Lisp language to obtain its reflective abilities. Additionally, while Prospero is aimed at building applications, this work provides a reflective framework for managing relationships between entities not just the configuration of a specific application. Therefore, while application-level use is supported, the granularity of reflection within this work is much finer and offers a way to build, maintain and integrate functional as well as behavioural relationships.

Additional differences between Dourish's work and that in this dissertation include the emphasis on:

**Multimedia:** This work has a stronger interest and focus on multimedia issues, including multimedia synchronization and the potential application of the RASCAL behavioural management approach to mixed mode synchrony. Conversely, Dourish's work is aimed more at a human factors level than that found in this thesis.

**Intelligence:** Dourish proposes the idea of "accounts" which suggests the ability to provide configuration management based on individual user settings. RASCAL proposes similar capabilities, but bases them on the potential to embed intelligence in the reflective behavioural management tower. As a result, customizable and adaptive behavioural changes for different users and applications based on both user preferences, system resources, or artificial intelligence policy logic offer a more expandable, evolutionary and potentially intelligent approach to this issue.

**Collaborative Specification Framework.** The Introspect framework by Tolone [Tol96] is meta-level model which allows users to specify "settings for a collaborative context". It is characterized as a meta-level framework because it includes an architecture which enables collaboration support (using a collection of Web applets) and a related specification environment (which specifies how collaborative efforts are organized). The system utilizes implementational reflection to integrate its three levels: the definition level causally affects its specification level which causally affects the instantiation level. Using "templates" of coarse-grain activities, activities and the relationships between them are defined, specified and eventually instantiated in order to achieve a collaborative goal (i.e. realize the collaborative context). An example of Introspect's target "audience" is the collaboration involved in achieving a "New Product Release". To achieve such a goal, activities such as "departmental meetings", "documentation updates", "system upgrades" and "marketing adjustments" would be defined and related to each other in how they result in the release of a new software product. Changes in the how a new product is released would therefore be reflected to these related tasks. This work therefore provides an approach to organizing and "assembling" collaborative tasks. Doing so in a generic and versatile manner, it can be thought of as an "collaborative construction set" in which users specify component activities (including both synchronous and asynchronous) and evolve them over time.
In relation to this dissertation, the Introspect framework does not address any system level issues, nor does it address the integration of multimedia into a collaborative environment. Additionally, it does not address the provision of specific behaviours for the activities it organizes. That is, it provides a coarse level of abstraction that does not deal with low-level issues like that of synchronization. Furthermore, while highly versatile, its specification technique itself is quite complex. Therefore, in general, while being similar in terms of a "compositional theme", the level of abstraction and target audience of Talone's framework is different from that of RASCAL. For example, Talone does not address behavioural specifications in relation to explicit real-time entities.

Therefore, it is important to note that while the use of reflection in CSCW has been proposed before, it has been primarily used as to methodology for toolkit design or collaborative task organization. As well, its use within middleware systems has been applied to the management of QoS issues. It has not been applied to the behavioural management of collaborative multimedia systems (including their synchronization and coordination issues) at the level of detail and permeation as is done within RASCAL. Additionally, while offered as a possible technique to address the user-centric nature of interactive systems, it has not been used as a principle methodology to bridge between system design, implementation and execution. Beyond the use of implementational reflection; this dissertation offered a model by which entities regulate their behaviour meta-level via computational reflection which is causally connected to their execution base-level achieved through implementational reflection. Consequently, these other uses of reflection offer validity to the notion of employing such techniques within a media space coordination architecture and offer a springboard for further study.

6.3 Summary

This chapter has discussed RASCAL by providing a qualitative evaluation of the framework and the MSpace conceptual prototype. Observations about the framework and its potential as a basis for future collaborative media systems was offered.
<table>
<thead>
<tr>
<th>Technology</th>
<th>Function</th>
<th>Behaviour</th>
<th>Management</th>
<th>Integration</th>
<th>Deficiency</th>
<th>Interesting Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMM et al.</td>
<td>Augmented reality</td>
<td>Agent-based; dynamic/adaptive</td>
<td>Unclear</td>
<td>UI</td>
<td>Specialized hardware</td>
<td>Emotive computing</td>
</tr>
<tr>
<td>ALIVE</td>
<td>Autonomous intelligent agents</td>
<td>Agent-based</td>
<td>UI/Agent</td>
<td></td>
<td>Single user; specialized hardware</td>
<td>Intelligence/immersive &quot;magic mirror&quot; interface</td>
</tr>
<tr>
<td>TELEPORT</td>
<td>Per participant</td>
<td>Unclear</td>
<td>UI</td>
<td></td>
<td>Specialized hardware</td>
<td>Immersive copresent teleconferencing</td>
</tr>
<tr>
<td>Place Holder</td>
<td>Virtual Reality</td>
<td>Inherent per entity within the environment</td>
<td>Unclear</td>
<td>UI</td>
<td>Socially oriented conceptualization</td>
<td>&quot;marking&quot;-based tracking/navigation system; including voice</td>
</tr>
<tr>
<td>OC/SPLINE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Unicast</td>
<td>Locale partitioning</td>
</tr>
<tr>
<td>MASSIVE2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Scalability of reliable multicast</td>
<td>3rd party objects</td>
</tr>
<tr>
<td>DIVE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Dynamically shared databases</td>
<td></td>
</tr>
<tr>
<td>NPSNET</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Military oriented Java-specific; applet-dependent function; no behavioural management</td>
<td>World partitioning; Applet sharing, applet-based extensibility</td>
</tr>
<tr>
<td>JETS</td>
<td>Java applets &amp; applications</td>
<td>Inherent per applet</td>
<td>Functional Container</td>
<td>None/unclear</td>
<td>Java-specific; Swing-dependent</td>
<td>Transparent event interception</td>
</tr>
<tr>
<td>Jasmine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JAMM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Habanero</td>
<td>Custom applets, aka “Habets”</td>
<td>Inherent per tool</td>
<td>None/unclear</td>
<td>Disjoint use and management</td>
<td>Multicast</td>
<td></td>
</tr>
<tr>
<td>MBONE</td>
<td>Custom tool suite</td>
<td>Inherent per tool</td>
<td>Session management tool</td>
<td>None; user enforced</td>
<td>Disjoint use and management</td>
<td>Multicast</td>
</tr>
<tr>
<td>GroupKit</td>
<td>Custom tools</td>
<td>Inherent per application</td>
<td>Custom</td>
<td>TCL-specific</td>
<td>Group orientation</td>
<td>Group orientation</td>
</tr>
<tr>
<td>Prospero</td>
<td>Custom tools</td>
<td>Dynamic and adaptive</td>
<td>Custom</td>
<td>Lisp/language dependence</td>
<td>Reflective</td>
<td></td>
</tr>
<tr>
<td>Introspect</td>
<td>Web applets</td>
<td>Inherent per applet</td>
<td>Custom control environment</td>
<td>Organization</td>
<td>Exceedingly complex</td>
<td>Meta-level task organization framework</td>
</tr>
<tr>
<td>RASCAL</td>
<td>Functional objects; implementation specific</td>
<td>Explicit active behavioural specification using patterns/objects; dynamic/adaptive</td>
<td>Active intelligent network service via behavioural representation</td>
<td>Functional &amp; behavioural integration framework</td>
<td>Non-trivial separation of concerns</td>
<td>Reflective middleware for intelligent behavioural management</td>
</tr>
</tbody>
</table>

Table 6.6: Summary of Various “Collaborative Multimedia” Works
Chapter Seven

Summary and Conclusion: RASCAL in Review

"The real voyage of discovery consists not in seeking new landscapes, but in having new eyes"
Proust (1871 – 1922)

This final chapter concludes the presentation of the RASCAL framework. The research program is briefly summarized and the various contributions are reviewed and related to specific research activities. Future research directions are then outlined followed by some final thoughts.

7.1 Research Overview and Dissertation Summary

This dissertation has presented a novel approach to the realization of collaborative multimedia systems. Through the fusion of computer supported collaborative work and multimedia technologies, the collaborative media space emerges as a dynamic and versatile platform for distributed collaborative interaction. Inherently broad and open-ended, a media space requires its enabling and supporting infrastructure to be appropriately flexible and malleable. Rather than restrict design or implementation, designers and users must be allowed to realize both the requirements and the potential of a given collaborative scenario. Consequently, RASCAL can address the needs of a diverse cross-section of collaborative situations, such as:

- real-time, synchronous distributed environment
- activity/event orientation
- dynamic membership, group and activity definition
- diverse computational and collaborative multimedia requirements
- mixed behavioural requirements and coupling

To meet these needs, the Reflectively Adaptive Synchronous Coordination Architectural framework was proposed. More commonly referred to as RASCAL, the model offers a reflective middleware approach to the management (both structural and behavioural) of real-time synchronous collaborative media spaces. The model offers a framework and methodology for building systems which integrate behavioural management facilities through the use of an “intelligent” policy-driven communication subsystem. The result is a behavioural-oriented, coordination-based collaborative support infrastructure for building shared media spaces which blend presentational, conversational and interactive multimedia.

Based on the reflective and active-object paradigms, specifics of the RASCAL framework were presented along with its application to various collaborative multimedia scenarios. Subsequently, the framework was illustrated
via MSpace, the conceptual prototype implementation undertaken as part of this research. By blending
simulation and implementation technologies to realize the various aspects of the RASCAL framework, MSpace
provides one example of various approaches that could be taken vis-à-vis a RASCAL-based system.

The potential of RASCAL is further discussed in terms of realistic implementation and performance
considerations as well as its long-term prospects as the basis for intelligent, self-adaptive collaborative
behavioural management systems.

7.2 Goals, Objectives, Contributions and Achievements

The focus of this research was the realization of a way to design, construct, manage and evolve collaborative
media spaces. These media spaces provide for collaboration utilizing any combination of presentational,
conversational and interactive multimedia, with no fixed user interface, application toolset, behavioural model
or policy. The model offers a framework and methodology for building systems which integrate behavioural
management facilities through the use of a policy-driven communication subsystem. Rather than address
specific low-level approaches to data transfer, synchronization or the like, this work focused on how to integrate
media space elements in a way that allows run-time evaluation, manipulation, control and evolution of the
space. The goal was not to design a specific application or system with an intrinsic but hard to qualify
behaviour. Rather, the goal was to design a way to build systems out of specific functional and behavioural
entities. The intent being that a system can monitor, adapt, modify and evolve itself, both functionally and
specifically in terms of its behaviour, in order to meet changing needs over its lifetime.

This work presented a framework and methodology which can be used to build a versatile and enabling
infrastructure for user-level collaborative environments. The proposed methodology does not preclude any
existing effort but can be viewed as a potential way to organize, relate and integrate different approaches
(including user interface technologies, applications and protocols) as required. The architecture's design, its
underlying software engineering and the role of the communication infrastructure are therefore primary
considerations and are based on a key underlying principle: management and domain functionality must be
strictly separated to facilitate a flexible, modifiable and adaptive system.

In meeting these overall goals, the following objectives (as outlined in Chapter One) and how they were met are
summarized in Table 7.1. Given the thesis statement, focus and objectives of this research, this work addressed
the need to provide for advanced features and complex behaviours within multimedia collaborative
environments not by the use of specific low-level approaches but by the correct software engineering and
system construction techniques. It takes a responsibility-driven methodology and combines facets of artificial
intelligence, active (intelligent) networks, real-time systems, multimedia and collaborative environments. The
resulting contributions of this research, initially outlined in Chapter One, are now overviewed in Table 7.2.
They are organized in a semi-hierarchical manner which mirrors their provision within the overall research
effort.
<table>
<thead>
<tr>
<th><strong>Objective</strong></th>
<th><strong>How Met</strong></th>
</tr>
</thead>
</table>
| Illustrate a media space as an integrated cooperative system involving the following elements:  
  - media  
  - human participants  
  - technological entities                                                                 | Definition of a media space was offered and illustrated via a variety of media-based systems, assorted application scenarios and their fit within collaborative and multimedia paradigms.                                                                                                                                                        |
| Specify a coordination-based media space architecture based on the use of a coordinated communications subsystem (CCS). | Presented the role of behavioural management (including coordination) and its role in a collaborative media space. Its provision as a service within the network (the CCS) and as offered via the Proxy Chair (part of the CMSS) were explained. The framework and topology to facilitate this organization was based on a meta-level architecture that utilized reflection in order to integrate and unify appropriately separated concerns within the model. |
| Define the need, role, essence and elements of a collaborative multimedia support system (CMSS) relative to the CCS and the given media space architecture.                                                                 |                                                                                                                                                                                                                                                                                                                                               |
| Specify a meta-level behavioural management model utilizing the above media space architecture; this includes the role of:  
  - reflection  
  - meta-technologies  
  - intelligent network services                                                                 | The application of the framework to various scenarios, including a variety of media-specific ones was presented. This included the application of the framework to audio/video synchronization as well as mixed mode synchrony between live and synthetic media.                                                                                                                                 |
| Provide an integrated and unified approach to the above concerns and issues within a model called RASCAL — the Reflectively Adaptive Synchronous Coordination Architectural framework |                                                                                                                                                                                                                                                                                                                                               |
| Explore the integration of presentational, conversational and interactive multimedia within a unified collaborative multimedia framework  
  - This includes addressing the nature and role of synchronization between live and synthetic streams and their combined use within a media space.                                                                 |                                                                                                                                                                                                                                                                                                                                               |
| Illustrate the principles of the RASCAL framework using a conceptual prototype | Presented the MSpace conceptual prototype that implements the various facets of RASCAL as outlined in Chapter Five                                                                                                                                                                                                                                                                                   |

**Table 7.1: Thesis Objective Summary**

### 7.3 Future Work and Research Directions

The work presented in this dissertation has offered a general and flexible approach to collaborative multimedia system development. Consequently, based on the provided research and its illustrated application, numerous avenues for further research exist. This section therefore briefly highlights several of opportunities for future exploration, improvement and implementation.

#### 7.3.1 Implementation Alternatives

One of the most straightforward additions/improvements to this work would be alternative implementations of a collaborative environment like that of MSpace. Interesting possibilities include those based on Java, those based on augmented and virtual reality as well its those offered within a pervasive computing context.
<table>
<thead>
<tr>
<th>Contribution</th>
<th>How/Where Achieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formulation of the basis of a general design methodology for complex real-time collaborative multimedia systems.</td>
<td>Development of the RASCAL framework and its associated methodology (Chapter Three), illustration of its application to various collaborative scenarios (Chapter Four) and potential implementation possibilities (Chapters Five and Six).</td>
</tr>
<tr>
<td>Development of a meta-level framework for the construction of collaborative media space environments</td>
<td>Specification and illustration of the RASCAL framework (Chapters Three and Four) and the MSpace prototype (Chapter Five).</td>
</tr>
<tr>
<td>Development of a behavioural-based collaborative media space topological model based on an intelligent communications subsystem.</td>
<td>Specification and illustration of the RASCAL communication topology (Chapter Three).</td>
</tr>
<tr>
<td>As a facilitator of “context-mediated behaviours” through the ability to dynamically replace and adapt behaviours.</td>
<td>Introduced as part of the RASCAL framework in Chapter Three, illustrated by example in Chapter Four and via MSpace in Chapter Five; its future potential is detailed under the notion of “INSAIN Behaviours” in Chapter Six.</td>
</tr>
<tr>
<td>As an enabler of a self-investigative and self-regulating approach to adaptive media space synchronization and coordination</td>
<td>Introduced as part of the RASCAL framework in Chapter Three, illustrated by example in Chapter Four and via MSpace in Chapter Five; its future potential is detailed under the notion of “Reflective Synchrony” in Chapter Six.</td>
</tr>
<tr>
<td>As a facilitator of a behavioural agent approach to active collaborative space management and adaptation</td>
<td>Introduced as a general aspect of the RASCAL framework in Chapter Three (vis-à-vis interaction between active objects) and illustrated by example in Chapter Four.</td>
</tr>
</tbody>
</table>
| As an orthogonal and comprehensive design approach to support the coordination and synchronization of media space elements:  
  - Between live and synthetic streams  
  - For both causal and temporal media synchronization  
  - Facilitating the use of different synchronization models and paradigms | Initially presented within the scope of the general RASCAL framework (Chapter Three) and specifically detailed by example in Chapter Four.                                                                                                                                                               |

**Table 7.2: Thesis Contribution Summary**

Based on experience with the existing prototype and the popularity of the Java language, the development of a Java-based RASCAL collaborative application would provide (relative to the current OLE/COM prototype) a more light-weight, platform independent and widely available system. The use of dynamically downloadable applets suits the component-oriented nature of RASCAL and the use of Java also offers interesting potential for integrating RASCAL with other collaborative projects pursued within MCRLab. For example, RASCAL could potentially be used to provide a behavioural management system for projects such as JETS or Jasmine (which were detailed earlier in Chapter Six). Since each of these projects is based on the interception/transmission of events, the use of collaborative applets directly maps to the use OLE-enabled applications and the provision of behaviours as applets would facilitate an interesting approach to downloadable and dynamically instantiable behaviours and policies.
Also popular within collaborative systems is the use of augmented and virtual reality (as briefly shown in Chapter Six). While often developed as standalone systems, the provision of user interface issues at a meta level within RASCAL allows the framework to isolate the difficulties and peculiarities of specific HCI technologies. Given the observation that augmented and virtual reality systems are readily influenced by human (user) conduct, RASCAL also has the potential to provide for adaptive behaviours that can meet the changing reality of user behaviours within such a user-centric system. Consequently, the potential for RASCAL to serve as the behavioural backbone for an immersive collaborative system would provide interesting research opportunities.

Finally, in contrast to the "heavy" user interface technologies typical of immersive reality systems, RASCAL could also prove useful in the context of more light-weight pervasive computing devices. As outlined in Chapter Three, the network service approach provided by RASCAL naturally suits a range of client point of presence technologies, including information appliances like set top boxes. Expanding upon this notion along with the framework's user interface independence, RASCAL's real-time event coordination approach could also be applied as an approach to behavioural management amongst distributed light-weight collaborating devices. Examples could include coordinating input amongst multiple video cameras or even more novel devices such as coordinating interactions between appliances such as an electronic coffee cup [Bei99], a coffee maker and a robot which acts as a waiter to deliver coffee which is automatically brewed when the cup is empty. In such a circumstance, the devices used are extremely generic and specific usage policies are not built-in. Consequently, provision of their coordination by the same service which connects them is more appropriate and facilitates easier management of the entities in a wide range of particular usage scenarios.

7.3.2 Behaviour Facilitation and Specialization

As part of its use of meta objects to abstract and isolate entity properties, RASCAL provides behavioural specifications and policies (generically known as behavioural patterns) that regulate the flow of events which constitute entity behaviours. Consequently, the regulation and accuracy of the actual behaviour is affected by the accuracy of the pattern(s) which manage it. Therefore, the ability to manage a behaviour is directly related to the ability to capture the essence of that behaviour in a pattern that is used to regulate it. Hence, by utilizing an environment which allows the development and evaluation of behavioural patterns would be beneficial.

Initially mentioned in Chapter Six, the availability of a more advanced realization of a CSE/CDE would provide a testbed for the creation of such patterns. Variations include: (1) providing a simulation environment for the creation and testing of such patterns, potentially utilizing mockup user interface components to illustrate how the said pattern actually manifests itself; and (2) automatic pattern recognition based on monitoring existing user input. This automatic recognition could then utilize a database to store these commonly occurring behavioural patterns to build a collection of "behavioural profiles" for known users and activities. Alternatively, simulation could provide the ability to test implementation overhead incurred in specific
behavioural situations (such as overhead resulting from behavioural cascades) and the need to address scalability (such as applied to distribution of the Proxy Chair).

7.3.3 Scalability

The scalability of the RASCAL framework is in large part addressed by its component-based, meta-level architecture. However, as mentioned in earlier chapters, concern over the use of a centralized behavioural management system (i.e. the Proxy Chair) can be addressed through the notion of a distributed Proxy Chair. Briefly outlined in Chapter Three, the realization of a distributed Proxy would require additional research to clarify the numerous issues related to an actual implementation. This would include design and implementation specifications, addressing the size of the Proxy cluster itself as well as exploration of the policies and mechanism for collaborative load distribution (which would be akin to process migration/load balancing in operating systems). The necessity and viability of such an approach would need further study based on reasonable performance data (either based on simulation or a more suitable, light-weight and fluid collaborative environment implementation than that offered by the current prototype).

7.3.4 Intelligence

All of the preceding aspects of future work relative to RASCAL would be well-served by one overriding consideration to realize the framework’s full potential: intelligence. As outlined within the previous discussion, the general design of the RASCAL framework is designed to allow the introduction of varying levels of computational complexity to deal with different aspects of entity management in whatever way is most suitable. Consequently, the provision of artificial intelligence capabilities (such as neural nets, expert systems or fuzzy logic) within the meta-level policy and behavioural management apparatus would allow the behavioural management backbone to perform more complex analysis of what is occurring throughout the collaborative environment. Examples could range from trend analysis and automatic behavioural modification to the reallocation of resources. The separation of concerns inherent in the framework allow the provisioning and maturation of such facilitates independent of other system aspects. The result is the potential to deal with high-level behavioural abstractions at more of a “collaborative semantic” level rather than in terms of low-level “algorithmic events”. While a speculative direction, the potential of a framework to deal orthogonally with everything from manual to potential autonomous collaborative actions would seem worthy of future consideration.

7.4 Final Thoughts

This work has presented a broadly-based approach to the realization of collaborative media spaces. As an integration of multimedia technology with the tenets of computer supported collaborative work, the collaborative media space abstraction forms the basis for a wide range of collaborative media-based systems.
In facilitating the real world collaborative process, a collaborative framework must unify and enable synergy between its components in a natural, utilitarian and conducive manner. It must provide means to specify, utilize, adapt and evolve as the collaborative process does the same. Therefore, there is a need to emphasize the importance of design, its relation to execution and the ability to maintain and evolve the relationship between them. The RASCAL framework addressed these issues by using a combination of techniques ranging from a component-based, meta-level architecture to the use of reflective computations and the potential application of artificial intelligence.

While the organization and application of RASCAL can sometimes seem rather intricate, the purpose of a research framework is not to strictly meet present day needs; rather, it must be able to facilitate system growth and evolution. Therefore, through its inherent ability to change and adapt, the RASCAL framework is an example of addressing diversity and change via simplicity and appropriate engineering, applying the necessary techniques to facilitate the growing complexity of future system design and expectation.
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APPENDIX A

MULTIMEDIA ORGANIZATION AND SYNCHRONIZATION NOMENCLATURE

This appendix overviews the organizational and synchronization terminology used within multimedia systems. It is presented as an appendix due to its definitional nature and supportive role to the main text throughout the dissertation.

The variety of media types that constitute multimedia yields a broad diversity in the management, presentation and exchange of information. Since multimedia systems are expected to support a range of different media, there also exists a wide range of processing characteristics that must be handled. These characteristics are often unique to a particular medium and dictate certain kinds of processing environments. As a result, convoluted performance requirements are dictated not only by a given medium's complexity but also the difficulty associated with combining them; it is the combination of different kinds of media within a single environment that dramatically increases the complexity of multimedia systems. For example, audio is very susceptible to delays in data delivery and requires continuity in data availability to avoid noisy reproduction. In contrast, however, video is more often characterized by voluminous data sizes and large computational overheads; data loss may be less traumatic and continuity shifts are less noticeable. Therefore, a multimedia system must allow and compensate for the differences between media so that each can be rendered appropriately.

Because of the wide range of characteristics associated with different data types, media are generally grouped into categories or classes. Common classes include image, audio, video, animation and text. Each media class yields a specific kind of representation and typically entails certain (range of) behavioural characteristics. Each instance of a medium within a media class is typically identified as a media object. As such, it identifies its own unique attributes and encoding scheme. For example, one media object may be an GIF image while another may be encoded as a JPEG, each with its own specific width, height, colour table and bitmap. Within a media object, any renderable element of that object is called a media unit; that is, a media object is made up of one or more media units that when rendered (according to any required temporal constraints) constitute the media object. For example, a video clip object would be formed from a series of video frames or individually rendered images. Each frame (or image) would therefore constitute a single media unit.

Within each media class, an actual medium could be represented using any of a variety of encoding schemes. An enormous variety of such schemes exists and each has its own unique processing environment in terms of computational overhead, data size and so forth. Some schemes are quite simple while others are extremely complex. Additionally, there is no guarantee that any set of encoding schemes will work well together (in terms of having similar processing requirements) or that any particular scheme will be well-suited to the
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15 Media units are also commonly referred to as Logical Data Units (or LDUs) in the literature.
software/hardware used to render it. Consequently, the characteristics of a specific media class as well as an individual medium can have a significant impact on their integration into a common system.

For example, pre-recorded *synthetic* media vs. real-time *live* media (as explained in Chapter Two) have computational requirements which mirror their different usage characteristics. However, even within each of these categories, different media and their associated codecs do not have the same computational or behavioural profiles. For example, while the representation of image, audio and text classes is obvious, the distinction between video and animation is less pronounced. In particular, the difference lies not in the motion component of the media but in whether or not it was computer-generated (as in the case of animation) or captured from "the real world" by some sort of digitization process (as in the case of video). Furthermore, not all video sequences can be classified in a similar manner due to the variation in the details of their codecs.

Beyond the classification as either synthetic or live, a medium can be further categorized based on its relationship to time. For example, media such as audio and video must meet strict temporal requirements in order to convey their intended meaning. Conversely, others such as image and text impose no specific temporal requirements on their display. These two super-classes based on a medium's *temporal dimension*, referred to as *time-dependent* and *time-independent* media, play an important role in the behaviour and architecture of a multimedia system. A medium's temporal dimension [BCC+92] [CCGH92] indicates whether or not a medium has an *implicit temporal component* as part of its *cognitive content*. The cognitive content of a medium refers to the meaning derived by the person(s) viewing it. A medium is said to have an implicit temporal component if that medium's interpretation (i.e., cognitive content) is subject to temporal constraints during playback. For example, a still image does not have an implicit temporal component since its meaning is not affected by temporal variations during playback. An audio clip, however, does have an implicit temporal component since variations in playback speed and continuity affect comprehension. Those media with a temporal component are called *continuous media* (as their playback requires continuity to be understood). Media without such a temporal component are called *static* [LG90] or *discrete* [CCGH92]. Because continuous media also tend to be utilized at constant, fixed rates (e.g., a video frame every $1/30$ second), they have a periodic or "rhythmic" quality; as a result, they are said to be *isochronous* [LCHS92].

Representing a layer of abstraction below objects [MES93], media objects are sometimes discussed in terms of *streams* within the context of synchronization (particularly in the case of continuous media). This is due to their data typically being provided as a "stream of LDUs" in a manner akin to the familiar notion of input/output streams in file handling.

As a result, media synchronization is typically classified in relation to the number of media objects (streams) within a temporal relationship as well as their temporal dimension [BS96]:

- intra-stream vs. inter-stream
- event vs. continuous
*Intra-stream synchronization* (or *continuity*) refers to synchronization internal to a media stream; i.e. exercising the flow of data within a single stream so that it is played back correctly. Conversely, *inter-stream synchronization* refers to the synchronization between independent media streams; i.e. aligning the playback of two or more streams. These categories refer to the autonomy of synchronization, be that within a single stream or between multiple ones.

*Event synchronization* denotes the alignment of a media object’s start to a specific time or event; for example, the display of an image when the background music starts. *Continuous synchronization*, however, refers to the fine-grain synchrony required by continuous media within the duration of an individual object. For a continuous medium, continuous synchronization is the means by which intra-stream synchronization (continuity) is achieved. On the other hand, the classic “lip sync” problem between audio and video streams is an illustration of continuous inter-stream synchronization. Of course, for continuous inter-stream synchronization to be effective, it is assumed that each stream has also been intra-stream synchronized.
APPENDIX B

REFLECTIVE NOMENCLATURE

This appendix includes an overview of the terms commonly used when discussing reflection and reflective systems. This material is borrowed mostly from [Ibr92] unless otherwise noted and is placed in this appendix since it is of a definition-intensive nature which does not fit the explanatory mode of Chapter 2.

Reflection. The original notion of reflection was defined (in a somewhat convoluted manner) as a process within the reflection hypothesis [Smi85]:

“In as much as a computational process can be constructed to reason about an external world in virtue of comprising an ingredient process (interpreter) formally manipulating representations of that world, so too a computational process could be made to reason about itself in virtue of comprising an ingredient process (interpreter) formally manipulating representations of its own operations and structures.”

Subsequently, the essence of reflection was more succinctly captured by Maes within her study of object-oriented reflective systems [Mae87] as being:

“... the process of reasoning about and/or acting upon oneself”.

And ultimately, Smith refined his definition within [Ibr91] in a simpler and more coherent manner:

“Reflection is an entity’s integral ability to represent, operate on and otherwise deal with itself in the same way that it represents, operates on and deals with its primary subject matter.”

Base and Meta Levels. A reflective system and the concept of reflection itself are based on computation occurring at a minimum of two levels: (1) the base level; and (2) the meta level. The base level is the problem domain of the system itself, while the meta level is a level of abstraction above the original problem domain such that it deals with the base level computation as its subject matter. A meta level computation involves the system inspecting and reasoning about the base-level computation from a higher (meta) level.

Meta System. A meta system is a computational system\(^\text{16}\) that reasons about and acts upon another computational system.

Object System. The domain of a meta system is called its object system, which is represented as data within the meta system.

\(^{16}\) “A computational system is something that reasons about and acts upon some part of the world, called the domain of the system. A computational system represents its domain under the form of data. Its program prescribes how these data should be manipulated” [Mae87].
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**Reflective System.** Intuitively, a reflective system is one which utilizes reflection. Within [Mae87], it was defined within an object-oriented context as "... a causally connected meta system that has as object system itself".

**Reflective Act.** See **Reflective Computation**.

**Reflective Computation.** A *reflective computation* is one performed by a system when reasoning about or acting upon itself.

**Causal Link.** Reflective computation allows not only the inspection of base-level computation but also the ability to change it. The results of performing this meta-level computation must therefore be incorporated into the base-level when the system resumes functioning at its base-level. This affectual relationship between the base and meta-levels has been called a *causal link*. Therefore, the causal link\(^{17}\) is a necessary condition for reflection since it allows reflective (meta) computation to influence and alter application (base) computation. It highlights the need to carefully consider which aspects of a system's domain should be represented as data within its computational system.

**Causally Connected System.** A *causally connected system* is a system which has its causal (connection) link set once by the implementer. Doing so guarantees that changes which result from the interaction between the computational system and its domain are incorporated automatically without any human interaction. A causally connected system is defined as [Mae87]:

1. *when data of the system change, the entities in the domain represented by these data are affected;* and

2. *when entities in the domain change, the data representing these (or aspects of these) in the system are affected.*

**Self-Representation.** The *self-representation* of a system is the data that is the causally connected representation of itself. That is, self-representation is the way a system symbolizes/characterizes itself internally. In colloquial terms, it is how the program "sees itself".

**Introspection.** *Introspection* is the self-examination of the system by using meta-level computations which examine the system at corresponding base levels.

**Reification.** *Reification* [FW84] refers to the process of representing and passing the contents of a system's base level to its meta level so it can be manipulated as data. If a system is able to *reify*, this means that its executing programs can access and inspect their structure and computing environment. However, there is no guarantee that changes in the inspected items will be incorporated into the executing application program. Consequently, reification is a necessary but insufficient condition for reflection.
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\(^{17}\) Referred to as a *Causal Connection Link* by [Mae87].
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**Intercession.** *Intercession* is the act of interceding or intervening (between levels) so as to affect a change between them (typically the modification of meta level data).

**Deification.** *Deification* is the process by which the system returns to the computation that was being accomplished before a reflective meta computation started. Changes made during the meta computation (i.e. *intercession*) are incorporated back into the base level. Consequently, when combined with reification, the causal link necessary for reflection is achieved.

**Reversion.** See *Deification*.

**Reflective Tower.** A *reflective tower* is the group (hierarchy) of meta levels that exist in a system. The tower exists since each meta-level can have its own meta level above it. For example, meta level "M" can have meta level "MM" above it. Therefore, meta level "M" can be considered a 'base level' to meta level "MM" which reifies the computations performed in meta-level "M".

**Degree of Introspection.** *The degree of introspection* [DS84] is defined as the number of meta levels after which higher levels offer no practical value. That is, the degree of introspection denotes how many levels in a reflective tower "make sense" for a given circumstance.

**Computational Reflection.** *Computational reflection* is a variant of reflection as applied to general computational systems. Its focus is application of reflective principles to a system’s behaviour (i.e. enabling it to change the way it computes). Historically known as *Procedural Reflection* (archaic).

**Implementational Reflection.** *Implementational reflection* is the application of reflective principles to the construction of software systems in terms of integrating and managing their component modules (through the use of well-defined auxiliary interfaces). See *Open Implementation*.

**Open Implementation.** *Open implementation* [KP96] is a software design technique in which software components are written to be both reusable and efficient for a wide range of clients. Such modules allow their clients individual control over their own implementation strategy, in effect allowing the client to tailor the module's implementation strategy to better suit their particular needs.