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ABSTRACT

In the past years there has been a growing interest in the field of synchronization of binary codes and in particular binary cyclic codes. This was initiated as a result of an increase in demand for large data telecommunication and space satellite communication networks. This thesis critically reviews the different existing synchronization techniques now available. It describes the encoding and decoding procedures of each technique while discussing their respective advantages and disadvantages. The primary aim of this thesis is to provide a guide to the selection of the most suitable synchronization technique for a given system.
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INTRODUCTION

The basic concern of a communication system is the efficient and reliable transmission of data from one point to another. This demand has been accelerated during the past few years by the increasing use of digital data processors, by the extensive use of telephone and satellite communication networks, i.e. by the rising need for long range communications. The communication engineer is therefore faced with two major problems when designing a communication system. First, the rate of transmission should be as high as possible; second, the system should be able to handle errors occurring during the transmission of information. Since the engineer is working with a communication system which is composed of discrete components (i.e. integrated circuits (IC's), transistors, etc.) it is very likely that errors may occur during the transmission of data.

A Communication System

In digital data communication systems and digital computers the coding of information is done in binary digits
"0" or "1". A communication system can be very complex, but nevertheless can be described using the block diagram shown in Fig. 1.1.1.

![Block Diagram of a Typical Communication System](image)

Fig. 1.1.1 Block Diagram of a Typical Communication System
The elements of this system will now be described briefly:

**Source**  This element could be a digital computer or simply a person talking through a telephone. The output of the source could be discrete symbols (or letters) or a continuous waveform.

**Channel**  This is a medium over which signals containing useful information are transmitted. Some examples of transmission channels are space communication links, telephone lines.

**Encoder (Source)**  This element takes the source output and associates to each of these outputs a sequence of binary digits, i.e., a sequence of 0's and 1's. It should be noted that for efficiency reasons the output of the source encoder (i.e., the number of binary digits per unit of time necessary to represent the source output) be small. Also, one should be able to reconstruct the source symbol from the sequence generated by the source encoder.

**Channel Encoder**  From the sequence generated by the source encoder a longer binary sequence is generated by the channel encoder and this sequence is called the code word.
Modulator  Since the binary digits are not suitable for transmission over a physical channel, they are encoded by the modulator into one of two (in the binary case) physical waveforms.

Demodulator  This element determines whether a "1" or a "0" was transmitted upon receiving the waveforms initially generated by the modulator. The output of the demodulator is a sequence of bits of length equal to the input sequence of the modulator.

Channel Decoder  The purpose of this element is to correct errors which have occurred in the transmitted sequence. This may be done by using the rules of channel encoding and the channel characteristics. The different types of errors will be described later in the introduction.

Source Decoder  Assuming that the channel decoder has corrected all the errors, then this element simply transforms the input sequence into the sent sequence symbol and delivers it to the user.

Types of Errors

There are basically two types of errors that can occur in a channel and which the decoder must be able to
detect and correct. They are the additive and synchronization errors.

**Definition 1.1.1 - Additive Errors**

In an ideal binary transmission system the occurrence of a "1" or a "0" at the transmitted end should be accompanied by an occurrence of a "1" or a "0" at the receiving end. If due to noise in the channel, a transmitted "1" is incorrectly interpreted (or decoded) as a "0" or a "0" is incorrectly interpreted as a "1", then we say that an additive error has occurred during which the data was transmitted. For example, suppose the sequence 1001110 is transmitted and the sequence 1000110 is received. It can be seen that an additive error has occurred in the fourth position of the transmitted sequence.

In the above example we considered the binary case where only two elements were used (i.e., "0", "1"). Unless specified, all the definitions, theorems, and results described in this thesis are considered in the binary case only. Nevertheless, it should be said here that these results can be also extended to the nonbinary case.
One of the best known classes of additive error-correcting codes is the class of cyclic codes. Since most of the codes described in this thesis are cyclic, it would be advantageous to discuss them at this point.

**Definition 1.1.2 - Cyclic Codes**

If $V$ is a binary code of length $n$ with elements $V_1, V_2, V_3, \ldots, V_n$, we say that $V$ is cyclic if for any $V_1 = (a_0, \ldots, a_{n-1})$ belonging to $V$, $(a_{n-1} a_0 \ldots a_{n-2})$ also belongs to $V$. We say that $(a_{n-1} a_0 \ldots a_{n-2})$ is a right cyclic shift of $V_1$ and similarly $(a_1 a_2 \ldots a_{n-1} a_0)$ is a left cyclic shift of $V_1$. For example, suppose $V_1 = (1 0 0 1 1 1 0)$; then $(0 0 1 1 1 0 1)$ and $(0 1 0 0 1 1 1)$ belongs to $V$.

The class of Bose - Chaudhuri - Hocquenghen or BCH codes, is one of the best known classes of additive error-correcting codes. Though very well suited for the correction of additive errors, cyclic codes are particularly vulnerable to synchronization errors.

**Definition 1.1.3 - Synchronization Errors**

In a coded system not all possible combinations of symbols ("0" and "1" for the binary case) can be transmitted; rather a family of code words is developed and only these words are transmitted through the channel. These words have a determined length which we will denote as $n$. 
Generally these words are transmitted end to end in a continuous sequence. To maintain synchronism, the decoder counts off \( n \) bits at a time and frames them to obtain a single word. Now suppose that for some reason bits are lost or gained in a sequence or the receiver counts incorrectly, then the receiver misframes the incoming sequence and we say that a synchronization error (slip) has occurred. Therefore, the receiver must know when each new symbol, when each new word, and when each new frame begins. To explain this, consider three words, \( A, B, C \), which belong to our dictionary,

\[
A = (a_0, a_1, \ldots, a_{n-1}) \\
B = (b_0, b_1, \ldots, b_{n-1}) \\
C = (c_0, c_1, \ldots, c_{n-1})
\]

all of length \( n \).

In the binary case, \( a_i, b_i, c_i \) for \( i, j, k = 0, n-1 \) will be "0" or "1". Suppose these sequences are transmitted end to end, we obtain

\[
a_0 a_1 \ldots a_{n-1}, b_0 b_1 \ldots b_{n-1}, c_0 c_1 \ldots c_{n-1}
\]

Now suppose that the decoder misframes the correct sequence \( (b_0 b_1 \ldots b_{n-1}) \) by 1 bit; we will obtain

\[
a_0 a_1 \ldots a_{n-2} [a_{n-1}, b_0 b_1 \ldots b_{n-2}] b_{n-1}, c_0 c_1 \ldots c_{n-2} c_{n-1}
\]

\← received sequence →
It can be seen that the receiver is framing part of the word A and part of the word B. Generally, if s bits are framed from A, then we say that a left slip of s bits has occurred. Similarly if the receiver had framed r bit of the word C, then we would say that a right slip of r bits has occurred.

For the purpose of this thesis it is convenient to define two types of channels, namely Type I, and Type II. In a Type I channel, it is assumed that additive and synchronization errors do not occur simultaneously. In a Type II channel, additive and synchronization errors occur simultaneously.

Synchronization Techniques

Many techniques have been developed to correct synchronization errors in both Type I and Type II channels. These techniques may be divided into two classes, namely, those that alter the word length and those that do not. Among the latter techniques we find the Subset[29], Coset[10] and Mandelbaum[14] techniques. Among the former are the "extended cyclic codes" developed by Bose and Caldwell[8] and later generalized by Weldon[9] (called the BCW technique). Tong[5] and Shiva and Seguin[15] have also examined techniques that change the word length.
In this thesis we introduce a different technique for the correction of synchronization errors. This technique can be applied to all cyclic additive-error correcting codes (BCH), and can simultaneously correct the occurrence of both additive and synchronization errors. This technique is based on the BCW technique since the encoding procedure for both techniques are almost identical. It will be shown that under certain conditions we succeed in obtaining a better rate than the BCW technique. This technique is also similar to the Mandelbaum technique.

In Chapter I we introduce some necessary basic definitions regarding cyclic error-correcting codes. The problem of synchronization is introduced and a mathematical formulation is given.

In Chapter II a survey is made of existing techniques. The techniques described are the BCW, Coset, Subset (developed by Tavares and Fukada), Mandelbaum, (also Mandelbaum; hybrid technique), Tong, and Shiva and Seguin techniques.

In Chapter III we introduce a different technique. The detecting and correcting capabilities of this new technique are proven. A comparison is made between this technique and those described in Chapter II - i.e.,
specifically the rates are compared.

In Chapter IV some conclusions are made.
1.1 Properties of Binary Cyclic Codes

It is a well known fact that the transmission of data through a communication system is done more efficiently by transmitting the information as a binary bit pattern. This sequence could represent a command to which a satellite will respond. Using some form of data modulation one can achieve a probability of error as small as $10^{-7}$. Sometimes, especially in a satellite communication system the power needed to achieve this reliability is too expensive and demands a transponder (receiver-transmitter) of too great a size and weight. Under these conditions one must go to some form of error-correcting codes. It is known that one can achieve, by properly encoding the information bits, probability of errors in the order of $10^{-10}$ as compared to $10^{-7}$ when the information is not encoded. This is a factor of $10^{-3}$.

For the purpose of this thesis we will consider a very important class of error-correcting codes called the
binary cyclic codes. The term binary indicates that all words are represented by only two symbols "0" and a "1". The properties of binary cyclic codes have been extensively studied [1, 2, 3] and only a brief review will be given in this section.

To begin with, we will introduce a special format to represent a binary sequence, called the polynomial form. For example, the sequence

\[ 1100100 \]

can be represented by the polynomial

\[ P(x) = 1 + x + 0 \cdot x^2 + 0 \cdot x^3 + 1 \cdot x^4 + 0 \cdot x^5 + 0 \cdot x^6 \]

giving

\[ P(x) = 1 + x + x^4 \]

where the components of the sequence are treated as coefficients of a polynomial. It will become evident that such a representation is very useful when working with binary cyclic codes and also makes the implementation of encoding and decoding techniques possible.

Binary cyclic codes are said to be linear block codes with one additional property. Linear block codes are
characterized by the fact that all the code words have the same number of symbols (i.e. same block length) and constitute a linear vector space. This simply means that the addition (i.e. using the polynomial form) of one code word with another gives a third code word belonging to the same dictionary or code.

The additional property which makes binary cyclic codes so attractive is that a cyclic shift of any code word is again a code word in the same dictionary. For example, suppose a code word is represented by the following sequence

\[ a_0 \ a_1 \ a_2 \ a_3 \ldots \ a_{n-1} \]  \hspace{1cm} (1.1.1)

where \( a_i = 0, 1 \) for \( i = 0, n-1 \) and \( n \) is the length of the code. The polynomial form can be written as

\[ a_0 x^0 + a_1 x + a_2 x^2 + a_3 x^3 + \ldots + a_{n-1} x^{n-1} \]  \hspace{1cm} (1.1.2)

where the degree of the polynomial is \( (n-1) \). A cyclic shift of one symbol to the left in (1.1.1) can be represented by

\[ a_{n-1} \ a_0 \ a_1 \ a_2 \ a_3 \ldots \ a_{n-2} \]
or
\[ a_{n-1} + a_0x + a_1x^2 + a_2x^3 + a_3x^4 + \ldots + a_{n-2}x^{n-1} \]

which can be obtained from (1.1.2) by multiplying by \( x \) and assuming that \( x^n = 1 \). This means that the powers of a polynomial representing a code word are to be taken module \( n \) which is the remainder of a division by \( n \).

A binary cyclic code of length \( n \) can be written as the product of a polynomial \( g(x) \) which divides \( 1 + x^n \) and an information polynomial \( I(x) \). The polynomial \( g(x) \) is called the generator polynomial. If we assume that \( V(x) \) is a code word (in the polynomial form) then we can say that

\[ V(x) = g(x) I(x) \quad (1.1.3) \]

where \( V(x) \) is the code word and has degree \( \leq (n-1) \),
\( I(x) \) is the information polynomial and has degree \( \leq (k-1) \),
\( g(x) \) is the generator polynomial and has degree \( (n-k) \),
and \( k \) is the number of information bits in every code word.
The generator polynomial is found from the factors of $1+x^n$ such that

$$1+x^n = g(x) \cdot h(x) \quad (1.1.4)$$

where $h(x)$ is called the parity check polynomial. Therefore if we want to generate a code of length $n$ capable of transmitting $k$ information bits we choose a polynomial $g(x)$ of degree $(n-k)$ which is a factor of $1+x^n$. For example the polynomial $1+x^7$ can be factored as

$$1+x^7 = (1+x+x^3) \cdot (1+x^2+x^3) \cdot (1+x)$$

from which we can choose the generator polynomial as $g(x) = 1+x+x^3$ to generate the code. We call this a $(7,4)$ binary cyclic code.

The code is generated by the product $g(x)\cdot I(x)$. Since $I(x)$ must have degree at most equal to 3 it can form $2^4=16$ distinct polynomials and hence the code will contain 16 words.

**Error Detection and Correction**

One important class of binary cyclic codes are the $(n,k,t)$ BCH codes where $t$ denotes the number of additive errors that the code can correct. For the purpose of this thesis we will consider only BCH codes. Error-correcting
techniques for BCH codes have been studied and explained by many authors\(^1\),\(^2\) and will not be described in this thesis.

1.2 Synchronization

In this section we analyze the different ways possible to represent a received sequence which contains synchronization errors and give a mathematical description.

To begin, we will analyze mathematically what happens to a transmitted code word which has suffered synchronization loss during transmission in the case where the length is not altered before transmission, in the case where the length of the code word is increased, and finally in the case where the length is shortened. Also described is the case where we restrict certain information bits. In Chapter II, we will see that the different techniques now existing use at least one of these configurations.

Case 1. The length is not changed

It was shown in section 1.1 that a binary \((n,k)\) cyclic code \(V(x)\) can be expressed as

\[ V(x) = g(x) I(x) \]
where $g(x)$ is the generator polynomial of degree $(n-k)$

and $I(x)$ is the information polynomial of degree $\leq(k-1)$.

Assume that three code words $V_1(x), V_2(x), V_3(x)$ are transmitted end to end through the channel. The transmitted sequence will be

$$
\begin{array}{ccc}
V_1(x) & V_2(x) & V_3(x) \\
\end{array}
$$

where each code word have length equal to $n$.

Now suppose the decoder miscounts while receiving $V_2(x)$ and slips to the left by $s$ bits. The received sequence will be

$$
\begin{array}{cccc}
V_1(x) & \downarrow & V_2(x) & \downarrow \\
B(x) & A(x) & C(x) & V_3(x) \\
\uparrow & \text{rec'd sequence} & \uparrow \\
\end{array}
$$

It can be seen that the received sequence contains part of $V_1(x)$ and part of $V_2(x)$. If we assume that $V_2(x) = a_0 + a_1x + a_2x^2 + a_3x^2 + \ldots + a_{n-1}x^{n-1}$ and $B(x) = b_0 + b_1x + b_2x^2 + \ldots + b_{s-1}x^{s-1}$

where $B(x)$ is an arbitrary polynomial of degree $\leq s-1$. 
The received polynomial, denoted by $R(x)$, can be written as

$$R(x) = b_0 + b_1 x +\ldots + b_{s-1} x^{s-1} + a_0 x^{s+1} +\ldots + a_{n-s-1} x^{n-1}$$

This can be written as

$$R(x) = b_0 + b_1 x +\ldots + b_{s-1} x^{s-1} + x^s \left[ a_0 + a_1 x +\ldots + a_{n-s-1} x^{n-s-1} \right] + x^s\left[ a_{n-s} x^{n-s} +\ldots + a_{n-1} x^{n-1} \right] + x^s\left[ a_{n-s} x^{n-s} +\ldots + a_{n-1} x^{n-1} \right]$$

which becomes

$$R(x) = x^s \left[ a_0 + a_1 x +\ldots + a_{n-1} x^{n-1} \right] + \left[ b_0 + b_1 x +\ldots + b_{s-1} x^{s-1} \right] + x^n \left[ a_{n-s} + a_{n-s-1} x +\ldots + a_{n-1} x^{s-1} \right] \quad (1.2.1)$$

Since $x^n = 1$, we can treat the above expression as being

$$R(x) = x^s V_2(x) + U_s(x) \quad (1.2.1)$$

where $U_s(x)$ is an arbitrary polynomial of degree $\leq s-1$.

Similarly for a right slip of magnitude $r$, the received sequence will be
\[ R(x) = x^{-r} V_2(x) + x^{n-r} U_r(x) \quad (1.2.2) \]

where \( U_r(x) \) is an arbitrary polynomial of degree \( \leq r - 1 \).

It can be seen from 1.2.1 and 1.2.2 that the received vector can be treated as the sum of a code word (cyclic shift of the transmitted code word) and an error with a maximum weight equal to \( s \) for a left slip and \( r \) for a right slip. In the remainder of this section we will assume that \( r = s \).

If during transmission the word was corrupted with some additive error polynomial \( E(x) \) of weight \( e \), then the received sequence will be from 1.2.1

\[ R(x) = x^s V_2(x) + U_s(x) + E_1(x) \quad (1.2.3) \]

for a left slip. For a right slip the sequence will be from 1.2.2

\[ R(x) = x^{-s} V_2(x) + x^{n-s} U_s(x) + E_2(x) \quad (1.2.4) \]

where \( E_1(x) \) and \( E_2(x) \) have the same weight as \( E(x) \). Since we can assume that \( U_s(x) \) is also an additive error, then the total weight of the error in 1.2.3 and 1.2.4 is equal maximally to \( s + e \).
Case 2. The Length is Increased

In Case 1 it was shown that the received sequence was not cyclic but contained an extra term which we can treat as an additive error. A technique [8] can be used which will ensure that even if a synchronization error has occurred, the received sequence will be a cyclic shift of the transmitted sequence. The technique increases the length of the sequence by $2s$ bits (where $s$ is the maximum slip) before transmission by annexing in a fixed manner bits at the beginning and at the end of the sequence. That is, the first $s$ bits of the sequence are placed at the end and the last $s$ bits are placed at the beginning. For example, consider a cyclic code $V(x)$ of lengths $n=7$ which can be represented by the sequence

$$U_0 \ U_1 \ U_2 \ U_3 \ U_4 \ U_5 \ U_6$$

If we increase the length (assume slip $s=1$) using the technique described above, we obtain the sequence (of length $7+2 = 9$)

$$U_6 \ U_0 \ U_1 \ U_2 \ U_3 \ U_4 \ U_5 \ U_6 \ U_0$$

Suppose that during transmission of this sequence a slip has occurred. The received sequence will be
\[ \ldots U_6 U_0 U_1 U_2 U_3 U_4 U_5 U_6 \]

where \( x \) is arbitrarily 0 or 1 from another word.

We decrease the length (equal to 9) to its original size (\( n=7 \)) by removing the first and last \( s \) bits (in this example \( s=1 \)). The truncated sequence will be

\[ \ldots U_6 U_0 U_1 U_2 U_3 U_4 U_5 \]

which is simply a cyclic shift of the original code word.

Similarly for a right slip (\( s=1 \)) the truncated sequence would have been

\[ \ldots U_1 U_2 U_3 U_4 U_5 U_6 U_0 \]

which is also a cyclic shift of \( V(x) \).

**Case 3. The Length of the Code is Shortened**

Assume that every code word is shortened by \( 2s+1 \) digits where \( s \) is the maximum allowable slip. If we consider three code words \( A(x), B(x), \) and \( C(x) \) each of length \( n_1 = n-2s-1 \) then we have that
\[ A(x) = a_0 + a_1x + a_2x^2 + \ldots + a_{n_1-1}x^{n_1-1} \]

\[ B(x) = b_0 + b_1x + b_2x^2 + \ldots + b_{n_1-1}x^{n_1-1} \]

and \[ C(x) = c_0 + c_1x + c_2x^2 + \ldots + c_{n_1-1}x^{n_1-1} \]

Suppose \( A(x) \), \( B(x) \), and \( C(x) \) are transmitted end to end, and a left slip of magnitude \( 1 \leq s = 1 \) occurs as shown in the following sequence

\[ a_0a_1a_2\ldots[a_{n_1-1}, b_0b_1b_2\ldots b_{n_1-2}]b_{n_1-1}, c_0c_1c_2\ldots c_{n_1-1} \]

† received sequence †

The received sequence is

\[ a_{n_1-1}b_0b_1b_2\ldots b_{n_1-2} \]

which can be written as

\[ a_{n_1-1} + b_0x + b_1x^2 + b_2x^3 + \ldots + b_{n_1-2}x^{n_1-1} \quad (1.2.5) \]

The polynomial (1.2.5) can be written as

\[ a_{n_1-1} + x\left[b_0 + b_1x + b_2x^2 + \ldots + b_{n_1-2}x^{n_1-2}\right] \]

\[ + x\left[b_{n_1-1}x^{n_1-1}\right] + x\left[b_{n_1-1}x^{n_1-1}\right] \quad (1.2.6) \]
In (1.2.6) the first term represents a polynomial of weight equal to 1 occurring in the first position and the last term is a polynomial of weight equal to 1 occurring in the last position. The second and third terms describes a cyclic shift of $B(x)$. This means that (1.2.6) can be written as

$$A_1(x) + x B(x) + x^{n_1} B_1(x)$$  \hspace{1cm} (1.2.7)

More generally for a slip of maximum magnitude $s$ the received polynomial will be

$$A_1(x) + x^s B(x) + x^{n-s} B_1(x)$$  \hspace{1cm} (1.2.8)

where $A_1(x)$ and $B_1(x)$ are arbitrary polynomials of weight $\leq s$.

Similarly it can be shown that when a right slip of magnitude $s$ occurs the received sequence will be

$$x^{-s} B(x) + x^{n-1} B_1(x) + x^{n_1-1} C_1(x)$$  \hspace{1cm} (1.2.9)

where $B_1(x)$ and $C_1(x)$ are polynomials of weight $\leq s$. 
Case 4. Restriction of Information Bits

In this case we will show that in the presence of slip error it is possible to ensure that the received sequence is a cyclic shift of the transmitted sequence without altering the length of the code word. This can be done by assuming that every transmitted code word starts and terminates with s or more zeros. For example, if we transmit two code words, A(x), B(x), each of length n=7, and suppose the slip s=1, the transmitted sequence will be

0a1a2a3a4a50, 0b1b2b3b4b50,

where

\[ A(x) = 0 + a_1x + a_2x^2 + a_3x^3 + a_4x^4 + a_5x^5 + 0.x^6 \]

and

\[ B(x) = 0 + b_1x + b_2x^2 + b_3x^3 + b_4x^4 + b_5x^5 + 0.x^6 \]

If a slip s=1 to the left had occurred when the decoder was receiving B(x), the sequence would be

0 0 b1 b2 b3 b4 b5

which is a cyclic shift of B(x). Similarly for a right slip the received sequence would be

b1 b2 b3 b4 b5 0 0
which is also a cyclic shift.

It will be shown in Chapter II that to detect and correct a synchronization error one must restrict one more information bit. This means that 2s+1 information bits would be reserved so that synchronization errors can be corrected. Since the received sequence is simply a cyclic shift of the original sequence, then the decoder can correct any additive errors that occurred during transmission.

In summary, Cases 2 and 4 do not necessitate that the error-correcting capability of the code be increased in order to correct synchronization errors. On the other hand, in Cases 1 and 3, some additive-errors may be created when slip errors occur and must be taken into account when choosing the code to be used.
CHAPTER II

EXISTING TECHNIQUES

2.1 Bose-Caldwell Technique

This technique was discovered by Bose and Caldwell[8] and applied only to BCH codes. Later Weldon[9] generalized this technique to apply to any \((n,k)\) binary cyclic codes where \(n\) is the length and \(k\) is the number of information bits in the code word.

The philosophy behind the BCW technique can be described using Figure 2.1.1.

![Diagram showing the BCW technique with circles and arrows labeled \(g(x)\) and \(g(x)h_1(x)\).]

Fig. 2.1.1

The larger circle represents all code words generated by \(g(x)\) and the inner circle represents all code words generated by \(g(x)h_1(x)\) where \(h_1(x)\) is a factor of the parity check.
polynomial $h(x)$ and has exponent $u$. This means that $h_1(x)$ divides $1 + x^u$ but not $1 + x^i$ for $i < u$. If we choose only those code words which are generated by $g(x)$ but not by $g(x) h_1(x)$ then this code (following a special encoding procedure) can be used to correct slip errors. This can be achieved by adding to the code words generated by $g(x) h_1(x)$ a polynomial $c(x)$. For example, let $c(x) = g(x)$. Therefore, a particular code word $V(x)$ will look like the following:

$$V(x) = g(x) h_1(x) I(x) + g(x)$$  \hspace{1cm} (2.1.1)

where $I(x)$ is an information polynomial of degree $(k-m)$ given that $m$ is the degree of $h_1(x)$. The encoding is completed by increasing the length of (2.1.1) as described in (Chapter I, Case 2). This will assume that the cyclic property of the code word will be retained even if slip errors occur during transmission.

Next we will show how the slip correcting capability of the code is dependent on the exponent $u$ of the auxiliary polynomial $h_1(x)$. Suppose that when $V(x)$ is transmitted a left slip error of magnitude $i$ occurs. After truncation the result is simply a cyclic shift of $V(x)$ given by

$$x^i V(x) = x^i g(x) \left[ I(x) h_1(x) + 1 \right]$$  \hspace{1cm} (2.1.2)
For the moment we assume the absence of additive errors. From (2.1.2), after dividing by \( g(x) \), we obtain that

\[
x_1 \left[ I(x)h_1(x) + 1 \right] \mod h_1(x) = x^i \mod h_1(x) \quad (2.1.3)
\]

The expression \( x^i \mod h_1(x) \) is called the slip syndrome. We must prove that the slip syndrome is distinct for all values of slip given by \(-r \leq i \leq s\) where \( r \) and \( s \) are the maximum right and left slip that the code can correct. The slip syndromes are distinct if

\[
x^s \mod h_1(x) \not\equiv x^r \mod h_1(x) \quad (2.1.4)
\]

where \( r \not\equiv s \). Expression (2.1.4) can be written as

\[
(x^s - x^r) \mod h_1(x) \not\equiv 0
\]

or

\[
x^s(1 + x^{n-s}) \mod h_1(x) \not\equiv 0 \quad (2.1.5)
\]

Since \( h_1(x) \) does not divide \( x^s \), (2.1.5) is true only if \( i+s < u \) where \( u \) is the exponent of \( h_1(x) \). Suppose that \( r = s \): then the restriction on \( h_1(x) \) is that its exponent \( u \) be greater than \( 2s \).

It can be seen that \( x^sV(x) \) in (2.1.1) is a code word generated by \( g(x) \) and hence has the same error
correcting capability as the parent code. This can be shown by assuming that an error $E(x)$ of weight $e$ has occurred during transmission in (2.1.1) giving after truncation

$$x^1 V(x) + E(x)$$

giving an error syndrome

$$(x^1 V(x) + E(x)) \mod g(x) = E(x) \mod g(x)$$

which can be corrected using some known procedure.

The decoding procedure can be summarized in the following steps:

1. Receive the incoming sequence and truncate.
2. Correct all additive errors using $g(x)$.
3. Find the slip syndrome using $h_1(x)$ and if necessary correct for slip errors.
4. Remove $c(x)$ ($c(x) = g(x)$ for example).

Step three is possible because all slip syndromes are distinct, even for the case of no slip errors. The results obtained from the BCW technique can be summarized in the following theorem.
Theorem 2.1.1

Given an \((n,k)\) cyclic code with a parity check polynomial of degree \(m\) and exponent \(u\), this code can be extended to form a \((n+2s, k-m)\) code that can correct the simultaneous occurrence of a slip of \(s\) digits and any additive error pattern that the parent code can correct, where \(2s < u\). The rate obtained using the BCW technique is \(\frac{k-m}{n+2s}\) where \(m\) is the degree of \(h_1(x)\) and \(s\) is the maximum allowable slip.

For example consider the \((7,4)\) cyclic code generated by

\[
g(x) = 1 + x + x^3
\]

where \(1 + x^7 = (1 + x + x^3)(1 + x)(1 + x^2 + x^3)\)

\[
h(x) = (1 + x)(1 + x^2 + x^3)
\]

Suppose we choose \(h_1(x) = 1 + x^2 + x^3\). It can be shown that \(1 + x^2 + x^3\) has exponent 7. Therefore, if all code words have the form

\[
V(x) = g(x) \left[ I(x) h_1(x) + 1 \right]
\]

then this code has \(2s<7\) and can correct a slip error less than or equal to \(s\). Also it can simultaneously correct up to 1 additive-error.
Modified BCW Technique

The BCW technique can be modified so that the length need not be increased. It was shown that the reason for increasing the length was to preserve the additive error correcting capability of the code even during synchronization errors. This can also be achieved by assuring that all code words end and start with $g$ zeros. The transmitted code word will be of the form

$$V(x) = g(x) h_1(x) I(x) + g(x)$$

and will look like the following

$$\overbrace{00\ldots0xxxxxxx00\ldots00\ldots0xxxxxxx00\ldots0}^n$$

where "x" denotes an arbitrary "1" or "0".

It can be seen that a slip to the left or to the right will result in a cyclic shift of the code word. Hence, any additive errors that occur during transmission can be corrected. Also the same BCW decoder can be used to find the slip error. The rate now becomes

$$\frac{R-m-2s}{n}$$
Modified BCW Technique

The BCW technique can be modified so that the length need not be increased. It was shown that the reason for increasing the length was to preserve the additive error correcting capability of the code even during synchronization errors. This can also be achieved by assuring that all code words end and start with \( s \) zeros. The transmitted code word will be of the form

\[
V(x) = g(x) h_1(x) I(x) + g(x)
\]

and will look like the following

\[
\begin{array}{c}
\uparrow \quad \downarrow \quad \uparrow \quad \downarrow \\
00\ldots0\overbrace{xxxx\ldots0}^{n}00\ldots0\overbrace{xxxx\ldots0}^{n}0,
\end{array}
\]

where "x" denotes an arbitrary "1" or "0".

It can be seen that a slip to the left or to the right will result in a cyclic shift of the code word. Hence, any additive errors that occur during transmission can be corrected. Also the same BCW decoder can be used to find the slip error. The rate now becomes

\[
\frac{R-m-2s}{n}
\]
which is always slightly lower than the rate of the BCW technique given as

\[
\frac{k-m}{n+2s}
\]

Conclusions

The interesting thing about the BCW technique is that the amount of slip that the code can correct is solely dependent on the exponent and not on the degree of \( h_1(x) \). The BCW technique would be particularly attractive for the cases where \( h_1(x) \) can be chosen among the factors of \( h(x) \) for minimal degree and suitable value of exponent depending on the maximum slip value. The BCW technique would be best suited for codes of large length and cases of large slip errors. For example, for \( n=31 \), \( h_1(x) \) has exponent 31 (capable of correcting up to \( s=15 \)) and has a degree=5. But on the other hand, the increase in length does have a predominant influence on the rate as the magnitude of the slip to be corrected increases.

2.2 Subset Codes

The subset codes are very similar to the BCW codes in the way in which the information bits are restrained.
This means that the parity check polynomial \( h_1(x) \) has degree \( m \) and exponent \( u \) and the exponent must be such that \( u > 2s \) where \( s \) is the magnitude of the slip.

The technique of the subset code consists in choosing a subset of an \((n,k)\) cyclic code which will be generated by \( g(x) \) but not by \( g(x) h_1(x) \) where \( h_1(x) \) is the parity check polynomial. In Fig. 2.2.1 all code words belonging to the subset code belong to the subset \( V_2 \). This can be achieved by adding to any code word generated by \( g(x) h_1(x) \) another code word generated by \( g(x) \) but not by \( g(x) h_1(x) \). For example, suppose \( V_1(x) \), generated by \( g(x) h_1(x) \), has the form \( V_1(x) = g(x) h_1(x) I(x) \) where \( I(x) \) is an information polynomial of degree \(<k-m> \). If we add \( g(x) \) to \( V_1(x) \) we obtain \( V_1(x) + g(x) = V(x) = g(x)[h_1(x)I(x)+1] \).

We can see that \( V(x) \) can be treated as a code word not belonging to the subclass generated by \( g(x) h_1(x) \). Also it should be noted that unlike the BCW procedure no redundant bits are added to the subset code before transmission.
Suppose \( V(x) = g(x) (h_1(x) I(x) + 1) \) is sent through the channel and a left slip of magnitude \( s \) occurs. The received vector will have the following representation

\[
x^g V(x) + u_s(x) + E(x)
\]

(2.2.1)

where \( u_s(x) \) is an auxiliary polynomial of weight \( s \) or less

and \( E(x) \) is an additive error with weight \( e \).

If we assume that the parent code has a \( t \)-additive error correcting capability where \( t \geq s + e \), then \((u_s(x) + E(x))\) can be treated and corrected as if they were a simple additive-error. After correction (2.2.1) becomes \( x^g V(x) \) which has a slip error syndrome equal to \( \left[ \frac{x^g V(x)}{g(x)} \right] \) modulo \( h_1(x) \).

We can determine the magnitude and direction of \( s \) if the slip syndromes are distinct for all \(-r \leq i, j \leq s\) where \( r \) and \( s \) are the maximum right and left slip respectively. This means that for any \(-r \leq i, j \leq s\) we have that

\[
x^i \text{ modulo } h_1(x) \neq x^j \text{ modulo } h_1(x)
\]

or

\[
\left[ x^i (1 + x^{j-1}) \right] \text{ modulo } h_1(x) \neq 0
\]

(2.2.2)
Since $h_1(x)$ has exponent $u$, 2.2.2 is true of $u>2s$ (assuming $s=r=s$). This simply means that for any $-s \leq i \leq s$ any cyclic code $x^iV(x)$ will not belong to $V_1$ of Fig. 2.2.1 and therefore the slip can be detected and corrected.

The following theorems are concerned with the ability of the subset codes to detect and correct slip in noiseless, Type I, and Type II channels.

Theorem 2.2.1

Given an $(n,k)$ cyclic code whose parity check polynomial has degree $m$ and exponent $u$, then there exists an $(n,k-m)$ subset code with $u>s$ that can detect $s$ or less digits of slip in a noiseless channel provided $s \leq n-k$.

Theorem 2.2.2

Given an $(n,k)$ cyclic code whose parity check polynomial has degree $m$ and exponent $u$, then there exists an $(n,k-m)$ subset code with $u>2s$ that can correct $s$ or less digits of slip in a noiseless channel provided $s \leq [(n-k)/2]^*$. 

Theorem 2.2.3

Given an $(n,k)$ cyclic code whose parity check

* $[x]$ means the integral part of $x$. 
polynomial has degree \( m \) and exponent \( u \), then there exists an \((n,k-m)\) subset code having \( u > d \) that can detect any combination of \( s \) digits of slip and \( e \) additive errors provided \( e + s \leq d - 1 \).

Theorem 2.2.4

Given an \((n,k)\) cyclic code whose parity check polynomial has degree \( m \) and exponent \( u \), and a Type I channel, then there exists an \((n,k-m)\) subset code that can correct \( s \) or less digits of slip and any additive error pattern that the parent cyclic code can correct, provided that \( s \leq [(d-1)/2] \).

Theorem 2.2.5

Given a \( t \)-error-correcting \((n,k)\) cyclic code whose parity check polynomial has a factor of degree \( m \) and exponent \( u \), then there exists an \((n,k-m)\) subset code with \( u > t \) that can correct any additive error pattern that the parent can correct in the absence of slip and in addition can detect the presence of a slip of \( s \) digits in the presence of \( e \) additive errors if \( e + s \leq t \).

Theorem 2.2.6

Given an \((n,k)\) cyclic code with an error-correcting
capability of \( t \) errors or less, with a parity check polynomial of degree \( m \) and exponent \( u \), and a Type II channel, then there exists an \((n,k-m)\) subset code with \( u > 2s \) that can correct any combination of \( e \) additive errors and \( s \) digits of slip if \( e+s \leq t \).

The proof of these theorems are based on the fact that the parity check polynomial is chosen among the factors of \( h(x) \) where \( h(x) = 1 + x^n/g(x) \) and has an exponent \( u \) which means that it divides \( 1 + x^u \) but no \( 1 + x^i \) for \( i < u \). Also the auxiliary polynomial \( u_s(x) \) or \( x^n-r_u(x) \) from (2.2.1) and (2.2.2) are treated as additive errors and are corrected accordingly.

The decoding procedure can be described in the following steps:

**Step 1** Receive the incoming sequences and correct for any additive error pattern \((u_s(x) + E(x)) \) or \((x^n-r_u(x) + E(x))\).

**Step 2** Find the slip syndrome using the parity check matrix.

**Step 3** From the slip syndrome find the magnitude and direction of the slip and shift accordingly.
Conclusion

This decoding procedure is simple and requires little computer memory storage if the slip is small. When the slip is large the decoder must retrieve the slip syndrome using a search process which could be time consuming and expensive in storage devices. A decoding procedure would be needed therefore which would find the magnitude and direction of the slip with minimum storage.

The proof for the subset code technique is very similar to the one presented by Weldon\[9\]. The only difference in the subset code technique is that the polynomial $u_s(x)$ which is a result of the slip error, is corrected using the additive error-correcting capability of the code. After the correction is made the resultant vector is the same as if we had used the BCW technique. We also pay the price of reduced rate because the subset code must correct more errors than it really has to.

Rate of Subset Codes - In Type II Channels

The rate of an $(n,k,t)$ subset code is given by

$$R_{sub} = \frac{k-m}{n} \quad (2.2.3)$$
where $m$ is the degree of the auxiliary polynomial $h_1(x)$. Also the parent code is $t$ error-correcting such that $t > x + e$ where $s$ is the maximum slip.

Because the subset code must correct an additional number of additive errors (i.e. $s$) to be able to determine the slip error, the rate will decrease rapidly as the slip or the number of additive errors increases.

In Table 2.2.1, it can be seen that for $n=31$, $s=3$, $e=1$ the rate is only equal to .129 as compared to the BCW rate of .514. Even if the subset code can correct 5 additive errors when the no slip error occurs the rate is much too small to recommend its use. For $n=127$ the rate is reasonably high for small values of slip but does not achieve better rates than the BCW technique.
<table>
<thead>
<tr>
<th>s</th>
<th>e</th>
<th>Rate Subset</th>
<th>eo</th>
<th>Rate EOW</th>
<th>eo</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>.452</td>
<td>2</td>
<td>.576</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>.290</td>
<td>3</td>
<td>.424</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>.129</td>
<td>5</td>
<td>.273</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>.290</td>
<td>3</td>
<td>.543</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>.129</td>
<td>5</td>
<td>.400</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>.129</td>
<td>5</td>
<td>.257</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>.129</td>
<td>5</td>
<td>.514</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>.129</td>
<td>5</td>
<td>.378</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>-</td>
<td>7</td>
<td>.243</td>
<td>3</td>
</tr>
<tr>
<td>n=127</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>.835</td>
<td>2</td>
<td>.876</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>.780</td>
<td>3</td>
<td>.822</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>.780</td>
<td>3</td>
<td>.863</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>.724</td>
<td>4</td>
<td>.809</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>.724</td>
<td>4</td>
<td>.850</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>.669</td>
<td>5</td>
<td>.797</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>.669</td>
<td>5</td>
<td>.837</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>.614</td>
<td>6</td>
<td>.785</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>.614</td>
<td>6</td>
<td>.825</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>.559</td>
<td>7</td>
<td>.774</td>
<td>2</td>
</tr>
</tbody>
</table>

s: slip

| e: additive errors | eo: errors that code can correct when s=0 |
2.3 Coset Code Techniques

The coset codes have been the subject of many authors for their use in correcting slip errors in noiseless, Type I, and Type II channels. Even if the coset code technique is very well understood, only recently has a simple and efficient decoding technique been introduced\[17\]. Before this, one had to calculate the syndrome of the received word using the generator polynomial \( g(x) \) and compare it to all possible stored syndromes to determine the slip error. Needless to say that this decoding scheme required a computer for storage and computation which is in itself very expensive and time consuming. Because of the importance of this new decoding technique introduced by Lewis and Fukada\[17\] we will first of all describe briefly the old decoding scheme with its limitations and then describe the new decoding technique in detail.

Definition 2.3.1 - Coset Code

Basically, a coset code is formed by adding a fixed polynomial to a given \( (n,k) \) binary cyclic code before transmission. As a result a word \( V(x) \) belonging to the coset code can be written as

\[
V(x) = [I(x)g(x) + C(x)]
\] (2.3.1)
where $V(x)$ is the word belonging to the coset
$g(x)$ is the generator polynomial of the cyclic code
$I(x)$ is an arbitrary polynomial of degree $\leq k-1$
and $C(x)$ is the polynomial used to form the coset.

The sequence represented by (2.3.1) is transmitted through the channel. At the receiver end the decoder immediately subtracts (or adds in the binary case) the polynomial $C(x)$ from the received word. This will result in a sequence which will be used to identify a right or left slip or no-slip errors at all. Once the slip error has been corrected the information can be retrieved. For the case of "no-slip" error, adding the polynomial $C(x)$ simply gives back the original generated code word $I(x)$ $g(x)$. Now suppose a left slip has occurred of magnitude $s$. From Chapter I the received polynomial will be

$$R(x) = x^sV(x) + U_s(x)$$

or

$$x^s[I(x)g(x) + C(x)] + U_s(x)$$

Adding $C(x)$ gives

$$R(x) + C(x) = x^sI(x)g(x) + C(x)(1 + x^s) + U_s(x) \quad (2.3.2)$$
Similarly for a right slip of magnitude \( r \) we have that

\[
R(x) + C(x) = x^{n-r}I(x)g(x) + C(x)(1 + x^{n-r}) + x^{n-r}U_p(x) \tag{2.3.3}
\]

The problem now consists in choosing a suitable \( C(x) \) such that the slip error in (2.3.2) or (2.3.3) can be detected and corrected.

For the noiseless case a suitable choice for \( C(x) \) is \( (1 + x^{n-1}) \). This can be interpreted as introducing errors in the first and last position of the code word. Using this \( C(x) \) will guarantee that not both terms will be cancelled by \( U_s(x) \) in (2.3.2) or \( x^{n-r}U_p(x) \) in (2.3.2) for some left or right slip of magnitude \( s \) and \( r \) respectively. This means that (2.3.2) or (2.3.3) will never be a code word. If all slip errors are to be identified using syndromes, then these syndromes must be distinct. This means that

\[
[x^Sv(x) + c(x)(1 + x^S) + U_s(x)] \mod g(x) \neq 0
\]

\[
[x^{-r}v(x) + C(x)(1 + x^{-r}) + x^{n-r}U_p(x)] \tag{2.3.4}
\]

Substituting for \( C(x) = 1 + x^{n-1} \) and bring all terms to the left hand side we obtain for \( s=r=s \)

\[
[x^S + x^{n-S-1} + U_s(x) + x^{n-S}U_s(x)] \mod g(x) \neq 0 \tag{2.3.5}
\]
where $u_s^1(x) = u_r(x)$

The weight of $[x^s + x^{n-s-1} + u_s(x) + x^{n-s-1}u_s(x)]$ is equal to $2s + 2$ and hence the expression (2.3.5) is true only if

$$2s + 2 < n-k$$

or

$$s \leq \frac{n-k-2}{2} \quad (2.3.6)$$

since no burst of length $\leq n-k$ is a code word. The decoder must also distinguish between two left slips and two right slips. The proof is not given since the bound on $s$ is larger than $(n-k-2)/2$ and hence need not be considered.

For a Type I channel a suitable choice for $C(x)$ is

$$C(x) = \sum_{i=0}^{[e/2]} x^i(s+1) + (e - 2[e/2]) x^{n-1}$$

where $e$ is the number of additive errors the code can correct in the absence of slip

and $s$ is the maximum slip (right or left) the code can correct in the absence of additive errors.

The bound on $s$ is given by

$$s = \min \{ \max(s_1, s_2), s_3 \}$$
where \( s_1 = d - 2(e + 1) , \ d = 2t + 1 \)

\[ s_2 = \left[ \frac{3d - s}{2} \right] - 3e - \left[ \frac{e}{2} \right] \]

\[ s_3 = \left\lceil \frac{(n-k-e + \left[ \frac{e}{2} \right] - 1)}{\left( \frac{e}{2} + 2 \right)} \right\rceil \]

where \([y]\) still denotes the integral part of \( y \).

Finally for a Type II channel a suitable choice of \( C(x) \) is

\[ C(x) = x^{n-1} + \sum_{i=0}^{e} x^{i(2s+1)} \]

where \( e \) and \( s \) are the additive and slip errors the decoder can correct simultaneously.

The bound on \( s \) is

\[ s = \min \left[ \frac{(d-4e-s)}{2}, \frac{(n-e-2)}{2(e+1)} \right] \]

It is not felt necessary to give a complete proof of the bounds for \( s \) in Type I and II channels. The interested reader can consult Tavares\(^{[27]} \).

We are mainly concerned in this section with the new decoding procedure for the coset codes\(^{[17]} \). It should be noted that the decoding procedure applies only to noiseless and Type I channels. For the sake of completeness a
simple decoding procedure will also be described for the Type II channel.

Decoding Procedure

This decoding procedure was introduced by Lewis and Fukada\(^{[17]}\). It consists in computing the product \(h(x)R(x)\), modulo \(1 + x^n\) where \(h(x)\) is the parity polynomial given by \(h(x) = 1 + x^n/g(x)\) and \(R(x)\) is the received word.

For the sake of simplicity the noiseless case is considered where we have shown that a suitable choice for \(C(x)\) is \(1 + x^{n-1}\) and the bound on \(s\) is \([(n-k-2)/2]\). In the presence of a left slip of magnitude \(s\) the received polynomial \(R(x)\) can be written from (2.3.5) as

\[
R(x) = I(x)g(x) + x^s + x^{n-s-1} + U_s(x) \tag{2.3.7}
\]

where \(U_s(x)\) has been defined earlier in this section.

The expression (2.3.7) can be treated as a cyclic code word \(I(x)g(x)\) with an error \(x^s + x^{n-s-1} + U_s(x)\). Since \(U_s(x)\) has degree \(\leq s-1\) we can also treat \(x^s + x^{n-s-1} + U_s(x)\) as a burst error of length \(\leq s-1\) occurring in the first \(s+1\) positions. Similarly, for a right slip the error \(x^{-R} + x^{n-R-1} + x^{n-R} U_R(x)\) assumes the form of a burst of length \(\leq (R+1)\) and occurring in the last \((R+1)\) positions.
If we take the case of a left slip it can be seen from (2.3.7) that the magnitude of \( s \) must be found and also the presumed burst error \( x^s + x^{s-1} + U_s(x) \) must be corrected.

(1) Burst Error Correction

If we multiply \( R(x) \) by the parity check polynomial \( h(x) \) and take modulo \( 1 + x^n \) we obtain

\[
R(x)h(x), \text{ mod } 1 + x^n = \left\{ x^s I(x) g(x) h(x) + (x^{s-1} + x^s + U_s(x)) h(x) \right\}, \text{ modulo } 1 + x^n \tag{2.3.8}
\]

Since \( g(x)h(x) = 1 + x^n \), the first term vanishes. We therefore obtain

\[
R(x)h(x), \text{ mod } 1 + x^n = (x^{s-1} + x^s + U_s(x)) h(x), \text{ mod } 1 + x^n
\]

Since \( s \leq (n-k-2)/2 < \deg g(x) \), the degree of \( (x^{s-1} + x^s + U_s(x)) h(x) \) is always smaller than \( n \) and therefore we do not have to take modulo \( 1 + x^n \). Suppose \( 1 \) is the power of the first non-zero coefficient of the burst error \( (x^{s-1} + x^s + U_s(x)) \). This can be shown in the following way:

\[
\begin{array}{cccccccccc}
0 & 0 & \ldots & 0 & U & U & \ldots & U & 0 & 0 & \ldots & 0 \\
\hline
& & \downarrow & & & & & & & & \downarrow \\
& & 1 & & & & & & 1 & & & & \\
& & & & & & & & & & \downarrow \\
& & & & & & & & & s + 1 & & \hline
& & & & & & & & & & n \\
\end{array}
\]
Also we assume that

\[ x^k B(x) = (x^{s-1} + x^s + U_s(x)) \]

where \( B(x) \) has degree \((s-1)\). The product \( B(x)h(x) \) will have the following form:

\[
\begin{array}{cccccccccccccc}
0 & 0 & \ldots & 0 & 1 & u & u & u & \ldots & u & 0 & 0 \\
\downarrow & 1 + 1 & \downarrow & \uparrow & n-k-s-1 & \uparrow \\
\downarrow & \downarrow & k+s+1 & \downarrow & \downarrow & \downarrow \\
\end{array}
\]

where \( k \) is the degree of \( h(x) \). It can be seen that the position of the first \( 1 \) from the left denotes the start of the burst error \( x^k B(x) \); the position of last \( 1 \) to the right followed by \( n-k-s-1 \) zeros, giving the end of the burst \( x^k B(x) \), can be determined since the position of the last \( 1 \) is \( k+s+1 \). The start and end of the burst error is removed and then the procedure is restarted until \( x^k B(x) \) has been removed from \( R(x) \).

(2) We must also find the magnitude \( s \) of the slip. This is easily done since the sum \( k+s+1 \) can be determined from the position of the last \( 1 \), from which \( s \) can be determined.

**Example** Consider the \((15,11,1)\) BCH cyclic code generated by \( g(x) = 1 + x + x^4 \) and with parity check polynomial \( h(x) = 1 + x^n / g(x) = 1 + x + x^2 + x^3 + x^5 + x^7 + x^8 + x^11 \).
We also choose \( C(x) = 1 + x^{14} \).

Suppose we transmit two code words \( A_1(x) \) and \( B_1(x) \). The coset code words are then

\[
A_1(x) = 1 + x + x^4 + C(x) = x + x^4 + x^{14}
\]

\[
B_1(x) = x + x^2 + x^5 + C(x) = 1 + x + x^2 + x^5 + x^{14}
\]

Assuming \( A_1(x) \) and \( B_1(x) \) are transmitted end to end, the transmitted sequence will be

\[0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 [1, 1 1 1 0 0 1 0 0 0 0 0 0 0 0 0] 1\]

Suppose a left slip has occurred and the sequence in bracket is received such that

\[ R(x) = 1 + x + x^2 + x^3 + x^6 \]

The product \( R(x)h(x) \), \( \text{mod } 1 + x^n \) gives

\[ 1 + x^4 + x^5 + x^6 + x^7 + x^9 + x^{11} + x^{12} \]

which will be represented as

\[ 1 0 0 0 1 1 1 1 0 1 0 1 1 0 0 \] (2.3.9)
The last 1 in (2.3.9) occurs in the 13th position and is followed by two zeros. Therefore, the magnitude of the slip s is 13-k-1 = 1. The burst error can be corrected by noting that the first position is a 1 and hence denotes the start of the burst error. Since s=1 we have that $x^1B(x) = 1 + x$. $R(x)$ becomes $x^2 + x^3 + x^6$ and shifting one position to the right we obtain $x^{-1}R(x) = x + x^2 + x^5$ which is the transmitted code word. Since the burst length was equal to 2 the procedure did not have to be repeated.

This technique can be easily implemented using shift registers, nor gates, and adders. It can be seen from the product representation

$$0 \ldots 0 \ 0 \ 1 \ u \ u \ u \ldots u \ . \ . \ . \ . \ 0 \ 0$$

![Diagram]

that one must simply look for the sequence 1 0 \ldots 0 0 occurring in the last (n-k) positions to find the slip error. The correction of the presumed burst error is done very easily.

If no slip error has occurred then the product sequence has in its last (n-k) position the sequence
1 0 \ldots 0 1$. This could be used to check if correct synchronization exists. For example

$$(1 + x^{14}) (1 + x + x^2 + x^3 + x^5 + x^7 + x^8 + x^{11}) \mod 1 + x^{15}$$

$$= (0 0 0 1 1 1 1 0 1 0 1 1 0 0 1)$$

We can see that in the last $n-k = 4$ position we have the sequence 1 0 0 1 which means that proper synchronization existed.

The same procedure can be used for correcting a right slip of magnitude $r$. The only difference is that one looks for a sequence which looks like 0 0 0 \ldots 1 in the last $(n-k)$ position. The number of 0's is equal to $(n-k-r-1)$ from which $r$ can be found. Also the presumed burst error can be corrected.

The same procedure can be applied to Type I channels. Since additive and burst errors do not occur simultaneously one must identify which error is present. If a slip error has occurred, then one can use the same decoding procedure as for the noiseless case. This differentiation can be done by using
\[ C(x) = 1 + x^{s+1} + x^{2(s+1)} + \ldots x^{[e/2]} (s+1) \]
\[ + (e - 2[e/2]) x^{n-1} \]  \hspace{1cm} (2.3.9)

where \( s \) is the maximum slip
and \( e \) is the number of additive errors the cyclic code can correct.

The first step in the decoding procedure is to add \( C(x) \) to the received word and compute the syndrome using \( g(x) \).
If \( V(x) \) is a code word of the form \( I(x)g(x) \) it is transmitted as \( V(x) + C(x) \). If an additive error \( E(x) \) of weight smaller or equal to \( e \) occurs the received word will be

\[ R(x) = V(x) + E(x) + C(x) \]

Removing \( C(x) \) and taking modulo \( g(x) \) we obtain

\[ (R(x) + C(x)) \text{ modulo } g(x) = E(x), \text{ mod } g(x) \]

where \( E(x) \) has a weight at most \( e \).
On the other hand, if a slip \( i \leq s \) occurs then the received word after removing \( C(x) \) will be

\[ R(x) + C(x) = x^i V(x) + C(x) (1 + x^i) + U_s(x) \]
The syndrome is \((C(x) (1 + x^4) + U_s(x)), \text{mod } g(x)\). From (2.3.9) it can be seen that \(C(x)\) will always have \(e\) or \(e+1\) terms depending on if \(e\) is odd or even. This means that \((1 + x^4) + U_s(x)\) will have at least a weight of \(e+1\) and at most a weight of \(e+s+1\). Since the code is \(e\) error-correcting the decoder will detect errors greater than \(e\) and less than \((n-k)\), and hence assume that a slip error has occurred. If additive errors did occur the decoder determines the errors using some error-correcting procedure. On the other hand, if a slip error is present the decoder adds \(C(x)\) again to the word giving

\[
R(x) = x^4V(s) + x^4C(x) + U_s(x)
\]

As for the noiseless case the product \(R(x)h(x)\) is

\[
R(x)h(x), \text{mod } 1 + x^n =
\]

\[
(x^4C(x) + U_s(x)) h(x), \text{mod } 1 + x^n \quad (2.3.10)
\]

where

\[
C(x) = 1 + x^{s+1} + x^{2(s+1)} + ... + x^{[e/2](s+1)}
\]

\[
+ (e - 2(e/2)) x^{n-1} \quad (2.3.11)
\]

When \(e\) is odd the degree of \(C(x)\) is \(n-1\) and when \(e\) is even the degree of \(C(x)\) is \([e/2] (s+1)\). When a left slip occurs of magnitude \(s_1 \leq s\), the degree of \(x^s C(x)\) is
\[\frac{e}{2} (s+1) + s \quad \text{and hence the degree of (2.3.10) is}
\]
\[\frac{e}{2} (s+1) + s + k \quad \text{which would look like the following}
\]
sequence \(a\) is a "0" or "1"

\[
x^0 \quad x^{[\frac{e}{2}](s+1)+s+k}
\]
\[
a \quad a \quad a \ldots . \quad a \quad 10 \ldots . \quad 0 \quad 0 \quad 0
\]

characterized by a "1" in the \([\frac{e}{2}](s+1)+s+k+1\) position
followed by \((n-1)\) zeros where \( l = [(\frac{e}{2})(s+1) + s + k + 1]. \)

Similarly for a right slip of magnitude \( r \) we have

\[R(x) = x^{n-r}I(x)g(x) + x^{n-r}C(x) + x^{n-r}V_r(x)
\]

If we analyse the product \( R(x)h(s), 1+x^n, \) the term \( x^{n-r}V_r(x) \)
will affect at most the terms in the first \( k \) positions and
the last \( r \) positions. The term \( x^{n-r}(e-2[\frac{e}{2}])x^{n-1} \) or
\( x^{n-r-1}(e-2[\frac{e}{2}]) \) will affect terms in the first \( k \) positions
and terms in the last \( r \) positions. We are therefore interested
in the product

\[x^{-r}\left(1 + x^{s+1} + x^{2(s+1)} + \ldots + x^{[\frac{e}{2}](s+1)}\right) h(x), \text{ mod } 1 + x^n
\]

It can be seen that the degree of this expression is \( [\frac{e}{2}]
(s+1)+k-r \). Since only the last \( r \) terms are affected, a \( 1 \)
in the \([\frac{e}{2}](s+1)+k-r+1\) position is present. It should also
be noted that for a right slip a \( \frac{1}{e} \) does exist in the position \( n-r+1 \) or \( n-r \) depending on if \( e \) is even or odd.

If the \( \lceil e/2 \rceil (s+1) + k+s+1 \) position denoting a left slip and the \( \lceil e/2 \rceil (s+1)+k-r+1 \) position denoting a right slip never coincides with positions \( n-r+1 \) or \( n-r \) then slip errors can be detected and corrected. The bound on the slip error is

\[
s \leq \left[ \frac{n-k-1-e + \lceil e/2 \rceil}{2 + \lceil e/2 \rceil} \right]
\]

or \( \lceil e/2 \rceil s + 2s \leq n-k-1-e + \lceil e/2 \rceil \)

or \( \lceil e/2 \rceil s - \lceil e/2 \rceil + e + s + k \leq n-s-1 \)

or \( \lceil e/2 \rceil (s+1) + k+s \leq n-s-1 \) when \( e \) is even

and \( \lceil e/2 \rceil (s+1) + k+s \leq n-s-2 \) when \( e \) is odd

Since \( s_1 \leq s \) we have that

\[
\lceil e/2 \rceil (s+1) + k + s_1 \leq \lceil e/2 \rceil (s+1) + k + s
\leq n-s-1
\leq n-r \text{ when } e \text{ is even}
\]

and \( \lceil e/2 \rceil (s+1) + k + s_1 \leq \lceil e/2 \rceil (s+1) + k + s
\leq n-r-2
\leq n-r \text{ when } e \text{ is odd} \)
For the case of a right slip the condition is always satisfied since \(-s \leq r < 0\). This means that for some slip \(0 < |s_1| \leq s\), \(s_1\) can be determined by finding the highest non-zero term \(x^\alpha\) after the first \(k\) bits and before the last \(s+1\) positions. This non-zero term \(x^\alpha\) where \(\alpha = \lfloor e/2\rfloor(s+1) + k + s_1\) determines the slip \(s_1 = \alpha - \lfloor e/2\rfloor(s+1) - k\).

Example: Consider the \((15,7,2)\) BCH code and assume \(e=2\). The bound on \(s\) is

\[
s \leq \frac{15-7-1-2+1}{2+1} + \frac{6}{3} = 2
\]

and \(c(x) = 1 + x^3\). It can be shown that \(g(x) = 1 + x^4 + x^6 + x^7 + x^8\) and \(h(x) = 1 + x^4 + x^6 + x^7\).

Suppose we transmit

\[
V_1(x) = g(x) + C(x) = x^2 + x^4 + x^6 + x^7 + x^8
\]

\[
V_2(x) = g(x) + C(x) = 1 + x + x^2 + x^5 + x^7 + x^8 + x^9
\]

end to end:

\[
1 1 1 0 0 1 0 1 1 1 0 0 0 [0 0 , 0 0 1 0 1 0 1 1 1 \\
0 0 0 0 ] 0 0 ,
\]
Suppose we receive the sequence in bracket where

\[ R(x) = x^4 + x^6 + x^8 + x^9 + x^{10} \]

Adding \( C(x) \) to \( R(x) \) we obtain

\[ R(x) + C(x) = 1 + x^2 + x^4 + x^6 + x^8 + x^9 + x^{10} \]

The error syndrome \((R(x) + C(x)) \mod g(x)\) is \(1 + x^2 + x^3 + x^5\) which can be shown not to be a syndrome defining an error \(E(x)\) of weight 2. This means that a slip error has occurred. We add \( C(x) \) to obtain \( R(x) \) again. The product \( R(x) h(x) \) is

\[ R(x) h(x), \mod 1 + x^{15} = x^2 + x^5 + x^6 + x^8 + x^{11} + x^{12} \]

or

\[
\begin{array}{cccccccccccc}
0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0
\end{array}
\]

\[
\uparrow \quad \uparrow
\]

From the above sequence the high power term is \( x^{12} \) in the interval. Hence

\[ s_1 = 12 - [e/2](s+1) - k \]

or

\[ s_1 = 12 - 10 = 2 \]
Hence, the magnitude of the slip is 2. Shifting \( R(x) \) two places to the right and removing \( C(x) \) gives \( 1 + x^4 + x^6 + x^7 + x^8 = g(x) \) which is the correct code word.

**Rate of Coset Code in Type 1 Channels**

The rate depends on the number of additive errors \( e \) to be corrected from which the maximum slip \( s \) can be determined. Table 2.3.1 shows the rates for different values of \( n, e, \) and \( s \).

**Type II channels**

In Type II channels, the additive and slip errors occur simultaneously. Because of this and due to the nature of a coset code, the decoder cannot differentiate immediately between an additive and a slip error. A suitable choice for \( C(x) \) is

\[
C(x) = 1 + x^{2s+1} + x^{2(2s+1)} + \ldots + x^{e(2s+1)} + y^{n-1} \quad (2.3.11)
\]

where \( e \) is the maximum number of additive errors and \( s \) is the maximum slip.

Suppose \( V(x) + C(x) \) is transmitted where \( V(x) \) is a code word. If a slip of magnitude \( is \) occurs, the received word after adding \( C(x) \) is
\[ R(x) + C(x) = x^i V(x) + C(x) (1 + x^i) + U_1(x) + E(x) \quad (2.3.12) \]

Now (2.3.11) has always \( e+1 \) terms, \( E(x) \) has at most \( e \) terms, and \( U_1(x) \) has at most \( s \) terms. Therefore, the maximum weight of \( C(x)(1 + x^i) + U_1(x) + E(x) \) is \( 2e + s + 1 \). This means that the term can be reconstructed using a \( t = 2e + s + 1 \) error-correcting code. From the reconstructed term the slip \( 1 \leq s \) can be determined. This will not be shown here since it is felt that the rate of this technique (because it must correct at least \( 2e + s + 1 \) errors) decreases very rapidly as the slip \( s \) increases. This can be seen in Table 2.3.2 where the rate is calculated for different values of \( n, e, \) and \( s \). It can therefore be concluded that the coset code technique is inefficient in Type II channels.
<table>
<thead>
<tr>
<th>s</th>
<th>e</th>
<th>Rate Coset</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=31</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>n=127</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>
2.4(a) **Mandelbaum Technique**

Among all the present synchronization error-correcting techniques, the Mandelbaum's technique is the one that achieves the highest rate (for a certain range of slip). The encoding and decoding procedures are very simple and straightforward.

**Encoding Technique**

Suppose we consider the case where the magnitude of the right slip is equal to the magnitude of the left slip and suppose the slip is equal to s. The encoding technique consists in generating a subset of the parent code such that all code words in that subset start with the following bit pattern

```
|← s+1 →|← s →|
0 0 0,...0 1 1 1,...1 1
```

The prefix consists of (s+1) 0's and s 1's. For example, suppose we have two code words A(x) and B(x) transmitted end to end; we would have the sequence

```
0 0,...0 1 1 1,...1 an-21-2,...a 0, 0 0,...0 1 1 1,...1
bn-21-2,...b 0
```

Considering the fact that the codes are cyclic, each code
word can be redefined as

\[
\begin{array}{c}
  \longrightarrow s \longrightarrow \\
  1 1 1 \ldots 1 \ \text{an-21-2} \ldots a, \ a 0 0 0 0 \ldots 0 0
\end{array}
\quad (2.4.1)
\]

Therefore a code word can be identified as being at the point between \(s+1\) zeros on the left and \(s\) ones on the right.

It was said [14] that the first and last code words in the sequence will not have the appearance of (2.4.1) and are assumed to be in synchronism. We can remove this restriction by modifying Mandelbaum's technique slightly. It will also simplify the decoding technique. We modify the Mandelbaum technique by assuming that every code word starts with \(s+1\) ones and terminate with \(s\) zeros. A code word will look like

\[
\begin{array}{c}
  \longrightarrow s+1 \longrightarrow \\
  1 1 1 1 \ldots 1 \ x x x x x x x x 0 0 0 0
\end{array}
\]

where "x" is "1" or "0".

To show that we can detect and correct a slip to the right or to the left we consider three code words transmitted end to end

\[
\{0000, \ 1111[1 \ xxx \ldots xxx] \ 0000, \ 1111]1 \ xxx \ldots xxx0000 \ \ s \quad s+1 \quad \ s \quad s+1 \quad \ s
\]

where "x" again denotes a ("0" or "1").
Case 1

A right slip of magnitude $s$ has occurred and the received sequence in brackets is

$$1 \ x \ x \ x \ ... \ x \ x \ x \ 0 \ 0 \ 0 \ 0 \ 1 \ 1 \ 1 \ 1 \ 1 \ s \ s$$  (2.4.2)

Case 2

A left slip of magnitude $s$ has occurred and the received sequence in brackets is

$$0 \ 0 \ 0 \ 0 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ x \ x \ x \ ... \ x \ x \ x$$  (2.4.3)

Case 3

No slip has occurred. The received sequence is

$$1 \ 1 \ 1 \ 1 \ 1 \ x \ x \ x \ ... \ x \ x \ x \ 0 \ 0 \ 0$$  (2.4.4)

It can be seen that a right slip can be identified simply by noting that the received sequence starts with a one and terminates with a one. This is also true for all right slips of magnitude smaller than $s$. A left slip of magnitude $s$ can be identified by noting that the sequence (2.4.3) starts with a zero. This is also true for all left slip smaller than $s$. Finally a "no slip" condition can be identified by noting that the sequence (4) starts with a one and terminates with a zero. Therefore, the decoding
procedure is very simple, and also the first and last code words do not necessarily have to be in synchronism. Given an \((n,k,t)\) cyclic binary code, the rate \(\frac{k}{n-1}\) obtained using the Mandlebaum technique is again a code word and any additive errors can be corrected prior to checking for a synchronization error.
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2.4(b) Hybrid Synchronization Codes

It was shown in Sections 2.1 and 2.2 that some synchronization error-correcting capability can be incorporated in a code by adding some redundant bits before transmission and by adding additional bits in the information stream. It was also shown that the exponent of the auxiliary polynomial used gave the range of slip which can be corrected. Mandelbaum\cite{13} has proposed a hybrid technique which can increase the slip connecting capability of the BCW and the subset code techniques.

It was shown in (Chapter II, Section 1, 2) that to correct the slip error one simply finds

\[ x^s \mod H_1(x) \]

where \( s \) is the slip.

Assuming that the exponent of the auxiliary polynomial is \( u \) then

\[ (x^{s+mu}) \mod H(x) = x^s \mod H(x) \]

Since \( x^s[x^{mu} - 1] \mod H(x) = 0 \) this is true since \( H(x) \) does not divide \( x^s \) but divides \( x^{mu} - 1 \). This means that if
we choose a constant pattern of the form $0^n 1^n$
where each bit is separated by $n-1$ information bits.
then the slip error-correcting capability of the code
will be increased. For example, assume that there exists
the following pattern within the information digits of
a code word

```
0 xxxxx 0 xxxxx 1 xxxxx 1 xxxxx 1 xxxxx,
```

and assume that a pointer indicates the position of the
first "1" (before transmission). Here we assume that $u=7$
(hence each pattern is separated by $u-1=6$ information bits).
We can form the following pattern of constants

<table>
<thead>
<tr>
<th>LEFT NO SLIP</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>1</th>
<th>1</th>
<th>x</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P &lt; u$</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$u &lt; P \leq 2u$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$2u &lt; P \leq 3u$</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RIGHT $P &lt; u$</th>
<th>x</th>
<th>x</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>1</th>
<th>1</th>
<th>l</th>
<th>x</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u &lt; P \leq 2u$</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>l</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>$2u &lt; P \leq 3u$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>
For example, if $s = 3u - 4 = 17$ it can be seen that

$$x^{17} \mod H(x) = x^3 \mod H(x)$$

from which we would obtain the pattern

$$x \ x \ x \ x \ 0 \ 0 \ 0 \ 1 \ 1 \ 1 \ 1 \ 1$$

which immediately indicates that the sequence should be shifted to the right by $2u = 14$ bits to obtain the correct sequence. The following theorem is due to Mandelbaum.

**Theorem**

An $(n, k)$ cyclic code can be converted to an $(n, k-R_s)$ subset code or an $(m+2s, k-R_s)$ extended cyclic code if there exists a polynomial having degree $m$ and exponent $u$ that divides $h(x)$. This code will correct a slippage of $s$ or less digits where

$$s = uz - 1$$

$$R_s = m + 2z$$

for any positive integer $z$.

The rate of the hybrid technique will be greater only if
k-m-2z > k-m^1

where \( m^1 > m \)

or \( m+2z < m^1 \)

or \( z < (m^1-m)/2 \)

This means that the hybrid technique can be used only in cases where the length \( n \) is large and the factors of \( 1 + x^n \) are far apart in value. For example, if \( n = 127 \), we have that \( m = m^1 = 7 \). Hence \( z \) must be smaller than \( m^1-m/2 = 0 \) showing that the hybrid technique cannot be used or gives the same rate as the BCW or the subset code technique.

It can also be said that the hybrid technique cannot be used for codes with prime lengths. This is obvious since all the factors of \( h(x) \), where \( h(x) = 1 + x^n/g(x) \) have degree \( m \).
2.5 Tong's Shortened Codes

This technique differs from the other known synchronization error-correcting codes in that the length of the code is shortened depending on the maximum value of the slip that the code must correct.

Tong's technique consists in adding a polynomial $F(x)$ to every code word before transmission and transmitting a shortened code. Suppose the length of the shortened code is $n$ and the length of the parent code is equal to $n^1$. The polynomial $F(x)$ is chosen such that

$$\left[F(x)\right] \mod g(x) = (x^n) \mod g(x) \quad (2.5.1)$$

where $g(x)$ is the generator polynomial.

From (2.5.1) we see that adding $F(x)$ to the code word is the same as if we added the error-syndrome of an error equal to $x^n$. Suppose $V_2(x) = g(x)I_2(x) + F(x)$ is a transmitted word of length $n$, and a slip of magnitude $s$ occurs. The received word $R(x)$ is (from Chapter 1, Section 2 - Case 3)

$$R(x) = x^s\left[g(x)I_2(x) + F(x)\right] + A(x) + x^nB(x) \quad (2.5.2)$$
where \( A(x) \) and \( B(x) \) are polynomials of degree \( \leq s-1 \).

If we add \( F(x) \) to (2.5.2) and calculate the syndrome with \( g(x) \) we obtain

\[
s(x) = \left[ R(x) + F(x) \right], \quad \text{mod } g(x) = F(x) (1 + x^S), \quad \text{mod } g(x)
\]

\[
+ \left[ A(x) + x^n B(x) \right], \quad \text{mod } g(x)
\]

(2.5.3)

Since we choose \( F(x) \) such that \( F(x), \text{mod } g(x) = x^n, \mod g(x) \)
we have that

\[
F(x) (1 + x^S), \quad \text{mod } g(x) = (x^{s+n} + x^n), \mod g(x) \quad (2.5.4)
\]

Substituting (2.5.4) in (2.5.2) we see that the maximum weight that \( \left\{ (x^{s+n} + x^n), \mod g(x) + A(x) + x^n B(x) \right\} \) can have is \( 2s+1 \). If the code word can correct at least \( 2s+1 \)
errors or more, then errors in positions from 1 to \( s \),
from \( n+1 \) to \( n+s \) and at the position \( n+s+1 \) will be corrected
or shown to occur. Since the bit in the \( (n+s+1) \) position
was never transmitted it identifies a slip error. Similarly
for a right slip of magnitude \( r \) the received word will be

\[
R(x) = x^{-r} [g(x) I(x) + F(x)] + x^{n-r} C(x) + x^{n-1-r} D(x) \quad (2.5.5)
\]
Adding $F(x)$ and taking modulo $g(x)$ we obtain

$$\left[R(x) + F(x)\right] \mod g(x) = \left\{F(x) (1+x^{-P}) + x^{n-P}C(x) + x^{n_1-P}D(x)\right\} \mod g(x)$$

where $C(x)$ and $D(x)$ are of degree $< s - 1$.

Since $(F(x)) \mod g(x) = (x^n) \mod g(x)$ we have that

$$F(x) (1 + x^{-P}) = (x^n + x^{-P}) \mod g(x) \tag{2.5.6}$$

This means that if the decoder can correct up to $2r+1$ errors it will show that errors occurred at positions from $n-r+1$ to $n$, from $n_1-r+1$ to $n_1$, and at position $(n+1)$. Since only $n$ bits were transmitted it identifies the occurrence of a slip error. Assuming that $r=s$ we must have that the position of the error $x^{n+s}$ indicating a left slip should be such that

$$n + s < n + s + 1 < n_1 - s + l$$

and the position of the error $x^n$ indicating a right slip should be such that

$$n + s < n < n_1 - s + 1$$
from which we obtain the following condition

\[ n^1 - n \geq 2s + 1 \]  

(2.5.7)

This means that to correct a slip error of magnitude \( s \) the code must correct at least \((2s+1)\) additive errors and must be shortened by at least \((2s+1)\) bits. The rules for a decoding are shown in the following steps:

Step 1. If the decoder indicates an error in location \( n+1 \) but no errors in positions greater than \( n+1 \) and smaller or equal to \( n^1-r+1 \) then the decoder concludes that a right slip has occurred. One can correct for slippage by simply shifting to the left until synchronization is restored.

Step 2. If the decoder indicates an error in position \( n+B+1 \) where \( 1 \leq B \leq s \) then the decoder concludes that a left slip has occurred and corrects it accordingly.

Rate of Shortened Codes

Suppose we choose an \((n,k)\) binary cyclic code with a \(t\)-additive error-correcting capability. Assume that the maximum slip (right or left) that the decoder must
correct is $s$. Also assume that $t = 2s + 1 + e$ where $e$ is the number of additive errors that the code can correct in the presence of a slip. The length of the shortened code will be

$$n = n_1 - 2s - 1$$

Therefore the rate is

$$\frac{k - 2s - 1}{n - 2s - 1}$$

It is clear that this technique can be used only when the slip is small. As the slip increases the rate decreases drastically as shown in Table 2.5.1.

Conclusions

It was shown that the Tong's shortened codes can be used only when the chosen $(n/k)$ code has an error-correcting capability of at least $2s + 1$. It was also shown that the rate decreases rapidly as the slip increases.

The main reason why the rate decreases so rapidly is that the code must correct up to $2s$ bits only because the received word is not cyclic after a slip has occurred. We can modify this technique by assuming that all shortened code words start and terminate with at least $s$ zeros.
<table>
<thead>
<tr>
<th>s</th>
<th>e</th>
<th>Rate</th>
<th>e₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>.286</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>.286</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>.107</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>n=127</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>.774</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>.718</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>.661</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>.605</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>.548</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>.656</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>.598</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>.541</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>.541</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>.484</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>.533</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>.533</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>.466</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>.407</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>.336</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>.336</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>.263</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>.202</td>
<td>15</td>
</tr>
</tbody>
</table>
This will guarantee that the received word which has suffered slip error (right or left) will again be cyclic.

We are faced with one major problem. That is, how can we guarantee that all transmitted code words start and finish with at least \( s \) zeros, given that \( F(x) \) is added before transmission. To solve this problem we propose the following. To begin with, choose all code words of length \( n^1 \) (length of parent code) which terminate with \( 4s+1 \) zeros. Delete the last \( 2s+1 \) zeros and then add the vector \( F(x) \) to the code word. Before transmission shift the sequence \( s \) bits to the left. This will guarantee that the transmitted word starts and ends with \( s \) zeros.

For example, consider the \((15,11,1)\) BCH code and let the maximum slip \( s = 1 \). Suppose \( V(x) \) belongs to the parent code and terminates with \( 4s+1 = 5 \) zeros. We have, therefore, that \( V(x) \) can be represented by the sequence

\[
\begin{align*}
& a_0 \ a_1 \ a_2 \ a_3 \ a_4 \ a_5 \ a_6 \ a_7 \ a_8 \ a_9 \ 00000 \\
\end{align*}
\]

Adding \( F(x) \) we obtain

\[
V(x) + F(x) = c_0 \ c_1 \ c_2 \ c_3 \ a_4 \ a_5 \ a_6 \ a_7 \ a_8 \ a_9 \ 00000
\]
where \( C_0, C_1, C_2, C_3 \) depend on the error syndrome \((F(x)) \mod g(x)\).

Deleting the last 3 zeros and shifting to the left by 1 bit we obtain

\[
x[V(x) + F(x)] = 0 \quad C_0 \quad C_1 \quad C_2 \quad C_3 \quad a_4 \quad a_5 \quad a_6 \quad a_7 \quad a_8 \quad a_9 \quad 0
\]

or \( V^1(x) + F^1(x) = 0 \quad b_0 \quad b_1 \quad b_2 \quad b_3 \quad b_4 \quad b_5 \quad b_6 \quad b_7 \quad b_8 \quad b_9 \quad 0 \)

where \( V^1(x) = x \cdot V(x) \)
\( F^1(x) = x \cdot F(x) \)

Generally for a slip \( s \) we have

\[
x^s[V(x) + F(x)] = 0 \quad 0 \quad \ldots \quad 0 \quad b_0 \quad b_1 \quad b_2 \quad b_3 \quad \ldots \quad b_{n-1} \quad 0 \quad 0 \quad \ldots \quad 0
\]

and let

\( V^1(x) = x^s V(x) \)
\( F^1(x) = x^s F(x) \)

Now suppose we transmit \( V^1(x) + F^1(x) \). Since the words start and terminate with \( s \) zeros we have that, for a left slip of magnitude \( 1 \leq s \), the received vector will be

\[
R(x) = x^s[V^1(x) + F^1(x)]
\]
and for a right slip of magnitude \( s \) the received vector will be

\[
R(x) = x^{-1}[V^1(x) + F^1(x)]
\]

and lastly for no slip errors the received vector will be

\[
R(x) = [V^1(x) + F^1(x)]
\]

Substituting

\[
V^1(x) = x^S V(x)
\]

and

\[
F^1(x) = x^S F(x)
\]

we obtain

1. **For Left Slip**
   \[
   R(x) = x^{s+1}V(x) + x^{s+1}F(x)
   \]

2. **For Right Slip**
   \[
   R(x) = x^{s-1}V(x) + x^{s-1}F(x)
   \]

3. **For No Slip**
   \[
   R(x) = x^S V(x) + x^S F(x)
   \]

The error syndromes of the above equations are

1. **For Left Slip**
   \[
   (x^{s+1}F(x)) \mod g(x)
   \]

2. **For Right Slip**
   \[
   (x^{s-1}F(x)) \mod g(x)
   \]

3. **For No Slip**
   \[
   (x^SF(x)) \mod g(x)
   \]
Given \( F(x) = [x^n] \mod g(x) \), we obtain the following error syndromes:

\[
\begin{align*}
1 \\
(1) \text{ For Left Slip} & \quad [x^{n+s+1}] \mod g(x) \\
(2) \text{ For Right Slip} & \quad [x^{n+s-1}] \mod g(x) \\
(3) \text{ For No Slip} & \quad [x^{n+s}] \mod g(x)
\end{align*}
\]

Therefore, if the decoder finds an error in position \((n+s+1)\) we conclude that a left slip of magnitude \(i\) has occurred and correct it by shifting to the right by \(i\) bits.

If the decoder finds an error in position \((n+s-1)\) we conclude that a right slip of magnitude \(i\) has occurred and we correct it accordingly.

If the decoder finds an error in position \((n+s+1)\) we conclude that no slip error has occurred.

After shifting right or left depending on the slip error, we add \(F(x)\) to recover the original transmitted code word.

**Example**

Consider the \((15,11,1)\) BCH cyclic code and assume that the maximum slip is \(s=1\). The generator polynomial is
\[ g(x) = 1 + x + x^4 \]

Suppose we want to transmit the code word \( s(x) = 1 1 0 0 1 0 0 0 0 0 0 0 0 \). Since \( s=1 \) we have that the shortened code will have a length \( n=15-3=12 \). Since the code word \( s(x) \) terminates with at least \( 4s+1=5 \) zeros, it is a valid code word. We choose \( F(x) \) such that

\[
F(x) = (x^n) \mod g(x) \\
= (x^{12}) \mod g(x) \\
= 1 1 1 1 0 0 0 0 0 0 0 0
\]

Adding \( F(x) \) to \( g(x) \) we have

\[
F(x) + g(x) = 0 0 1 1 1 0 0 0 0 0 0 0
\]

Shifting to the left by \( s=1 \) bit we obtain

\[
0 0 0 1 1 1 0 0 0 0 0 0
\]

Now suppose the transmitted sequences are

\[
[0, 0 0 0 1 1 1 0 0 0 0 0]0, 0
\]

and a left slip occurs. The received sequence will be

\[
0 0 0 0 1 1 1 0 0 0 0 0
\]
or in polynomial representation

\[ x^4 + x^5 + x^6 \]

The error syndrome \((x^4 + x^5 + x^6) \mod g(x)\) is equal to

\(1 + x^3\) which is equal to the syndrome of an error occurring

in the first position.

Hence, an error has been found in the position

\(n+s+1+1 = 15\) from which we conclude that a left slip of

magnitude \(i=1\) has occurred. Shifting by 1 bit we obtain

\[ 0 0 0 1 1 1 0 0 0 0 0 0 \]

Shifting again by \(s=1\) bit we obtain

\[ 0 0 1 1 1 0 0 0 0 0 0 0 \]

Adding \(F(x) = 1 1 1 1 0 0 0 0 0 0 0 0\)

we obtain \(1 1 0 0 1 0 0 0 0 0 0 0\)

or \(1 + x + x^4\) which was... the transmitted code word.

Similarly for a right slip of magnitude \(s=1\),

the received sequence will be

\[ 0 0 1 1 1 0 0 0 0 0 0 0 \]
or in the polynomial representation

\[ x^2 + x^3 + x^4 \]

The error syndrome \((x^2 + x^3 + x^4) \mod g(x)\) is equal to \(1 + x + x^2 + x^3\) which is the syndrome of an error occurring in the 13\textsuperscript{th} position. Hence an error has been found in position \(n + s - 1 + 1 = 13\) from which we conclude that a right slip of magnitude \(i=1\) has occurred. Since the word has been initially shifted by \(s=1\) bits we need not make any corrective action in the case (in general we would simply have to shift the sequence to the right by \(s-1\) bits). Adding \(F(x)\) we obtain

\[ 1100100000000 \]

or \(1 + x + x^4\) which was the transmitted code word.

Finally for the case where no synchronization error occurs the received sequence is

\[ 0001110000000 \]

or \(x^3 + x^4 + x^5\)

The error syndrome \((x^3 + x^4 + x^5) \mod g(x)\) is equal to \(1 + x^2 + x^3\) which indicates an error in the 14\textsuperscript{th} position.
from which we conclude that no slip has occurred. We shift the sequence to the right by $s=1$ bit and add $F(x)$ to obtain

$$1100100000000$$

or $1 + x + x^4$ which is the desired code word.

The rate is equal to $k-us-1/n^1-2s-1 = .500$. On the other hand, if we had used Tong's technique we would have needed the $(15,5,3)$ BCH code. The rate would have been .167. Therefore, it can be seen that the modified Tong's shortened code technique can achieve better rates than the Tong technique.

As another example, suppose we choose the $(127,85,6)$ BCH code. Assume that the maximum slip is 2 and that $e=1, n=127-5 = 122$. If we used the Tong shortened code technique, the rate will be

$$\frac{k-2s-1}{n-2s-1} = \frac{85-5}{127-5} = .656.$$ 

and since nearly all the error-correcting capability is used to correct slip, the number of additive errors that the code can correct is only 1.
On the other hand, if we used the modified shortened code technique we can do with only a 2 error-correcting code and not a 6 error-correcting code. We could choose the \((127,113,2)\) BCH code. The rate would be

\[
\frac{k - 4s - 1}{n - 2s - 1} = \frac{113 - 9}{122} = \frac{104}{122} = .852
\]

If we compare this result to the BCW and Mandelbaum techniques we obtain

<table>
<thead>
<tr>
<th>(n=127)</th>
<th>Modified</th>
<th>BCW</th>
<th>Mandelbaum</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s=2)</td>
<td>Tong's Shortened Code</td>
<td>.852</td>
<td>.856</td>
</tr>
<tr>
<td>(e=1)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It can be seen that the rates are about equal in value.
2.6 Shiva and Seguin Results

In this section we will analyse the Shiva and Seguin results. We will first discuss the case where the length of the code is shortened before transmission and then analyse a slight modification where the length is unaltered.

Case 1 - Code is Shortened

In this first case we start with an \((n,k)\) binary cyclic code denoted by \(V\) that has the following error-correcting capabilities: (assume \(s\) is the maximum slip)

1. corrects a burst of length \(s\) or less in the first \(2s\) positions;
2. corrects a burst of length \(s\) or less always occurring in the last \(2s\) positions;
3. corrects errors occurring anywhere belonging to the set of errors that the parent code \((n,k)\) can correct.

We shorten the code words by \(2s\) and assume they all start with a 1. For example, assume that the length of the parent code \(n\) is equal to 15 and the maximum slip is \(s=2\). We will have that all transmitted code words look like

\[1 \times \times \times \times \times \times \times \times \times \times\]
where $z$ is any block of $x$ such that it can be $0$ or $1$, and the length $n_1 = n-2s = 11$.

Suppose three code words are transmitted end to end. We obtain

$$z [z, l x(x x x x) x x, 1 y y y y y y y]$$

where $y + z$ can be $0$ or $1$.

For a left slip (sequence in brackets) we obtain

$$z z l x x x x x x x$$  \hspace{1cm} (2.6.1)$$

and for a right slip of magnitude $s=2$ we obtain the sequence in [ ] as

$$x x x x x x x x x x 1 y$$  \hspace{1cm} (2.6.2)$$

We know that when a left slip occurs we can expect a burst error of length $\leq s$ in the first $s$ positions and another burst of length $\leq s$ starting in position $n_1+1$ where $n_1=n-2s$. Similarly for a right slip we can expect two burst errors in positions from $n_1-s+1$ to $n$.

To correct the slip error we must be able to locate the start of the code word denoted by the "1".
One way is to guarantee that this "1" is always in the first $2s+1$ positions. We can do this by shifting (2.6.1) and (2.6.2) by $s$ bits to the left. We obtain for the case of left and right slip respectively

\[ xxz z 1 xxxxxxx \] (2.6.3)

and

\[ yxxxxxxzzzxx \] (2.6.4)

where $x, y, z$ are again 0 or 1.

This means that for a left slip we can now expect burst errors of length $\leq s$ in the first $2s$ positions and in the last $2s$ positions. Similarly for a right slip we can expect burst errors in the first $2s$ positions and last $2s$ positions.

Now since the parent code can correct these errors, (2.6.3) and (2.6.4) will look like

\[ 00001xxxxxxx \]

and

\[ xxxxxxxxx00000 \]

More generally, if we assume that a slip $i \leq s$ has occurred, the first $2s+1$ positions of any received code word, after
shifting to the left by s bits, will be for the cases of left and right slip:

\[
\begin{array}{ccccc}
1 & 0 & 0 & 0 & \ldots \ 0 & 1 \ x \ x \ x \\
\hline
\leftarrow s + 1 \rightarrow \\
\end{array}
\]

\[
\begin{array}{ccccc}
0 & 0 & 0 & \ldots \ 0 & \ 1 \ x \ x \ x \ x \ x \\
\leftarrow s - 1 \rightarrow \\
\end{array}
\]

and

\[
\begin{array}{ccccc}
0 & 0 & 0 & \ldots \ 0 & \ 1 \ x \ x \ x \ x \ x \ x \ x \\
\end{array}
\]

Therefore, to recover the correct code word we simply shift to the right until the first bit is a "1".

To summarize the decoding procedures, we simply shift the received sequence (shortened sequence) by s bits to the left, correct for any burst and additive errors using the error-correcting capability of the parent code and then shift to the right until the first bit is a "1".

If we treat all burst errors resulting from a slip error as additive errors then the parent code must correct \( t = 2s + e \) errors where s is the maximum slip and e is the number of additive errors that can occur during transmission.

The rate of this shortened code technique is equal to
Case 2 - Modified Technique

In this case we assume again that all code words start with a "1" and terminate with at least 2s zeros, and that the parent code can correct a burst of length s occurring in the first 2s positions. In this case we do not shorten the code word. The decoding procedure is along the same lines as in Case 1. The only difference is that we now expect at most only one burst of length ≤s in the first position resulting from a slip error and not two burst-errors. This means that the parent code need only correct (if we treat the burst error as additive errors) t=s+ε errors.

The rate of this modified technique is

\[
\frac{k-2s-1}{n}
\]

Conclusion

In Section 2.5 of this chapter we analysed Tong's shortened code technique where the rate was given as

\[
\frac{k-2s-1}{n-2s-1}
\]
assuming the parent code can correct at least $t = 2s+e$ errors. The rate obtained using the Shiva and Seguin result is

$$\frac{k-2s-1}{n-2s}$$

but the parent code must correct at least $t = 2s+e$ errors. Therefore, the Shiva and Seguin technique has a better rate than the Tong technique. It should be noted that both techniques have low rates when the slip is large.

The modified technique (Case 2) gives a better rate than the shortened technique (Case 1). This is because the parent code must correct only $s$ additional errors and not $2s$ additional errors as in Case 1. Nevertheless, if we compare this modified technique with that of Mandelbaum it can be seen that they are very similar. In the modified technique we would simply have to bring $s$ zeros to the front of the code words to obtain the same results as in Mandelbaum's technique. For example, if $n=15$ and $s=2$, a code word would look like

$$1 \underbrace{\ldots}_{2s} x x x x x x x x x x x x 0 0 0 0$$

If we bring $s$ zeros to the front we have
\[ \begin{array}{cccccccccccc}
0 & 0 & 1 & x & x & x & x & x & x & x & x & 0 & 0
\end{array} \]

In Mandelbaum's technique the code word would look like

\[ \begin{array}{cccccccccccc}
1 & 1 & 1 & x & x & x & x & x & x & x & x & 0 & 0
\end{array} \]

It can be seen that the two sequences are very similar.
CHAPTER III

A FURTHER DISCUSSION OF BCW TECHNIQUE

In this chapter we present a different technique for the correction of synchronization errors in the presence of additive errors. This technique is similar to the BCW technique in that we increase the length of the code word before transmission. This procedure guarantees that the received word will be cyclic in nature even in the presence of slip errors. The main difference between the two techniques is the form of the auxiliary polynomial (i.e. \( P(x) \) in BCW technique). Also unlike the BCW technique no coset is added to the code word before transmission. To begin with we will analyse the auxiliary polynomial which will be denoted by \( C(x) \). Unlike the BCW technique where the auxiliary polynomial was conveniently a factor of the parity check polynomial \( H(x) \) and therefore divided \( 1+x^n \) we assume in this discussion that \( C(x) \) and \( H(x) \) are relatively prime. This can be denoted as

\[
(C(x),H(x)) = 1
\]  

(3.1.1)

where \( H(x) = \frac{(1+x^n)}{g(x)} \)
Also instead of adding a coset to every code word before transmission (as in BOW technique) we assume that every code word ends with a "1". This assures us that every transmitted code word has degree \((n-1)\).

Using the above restriction we obtain the following results:

**Result 1**

Consider an \((n,k)\) cyclic code with generator polynomial \(g(x)\). Suppose we consider a subset generated by \(g(x)C(x)\) where \(C(x)\) and the parity polynomial \(H(x)\) (i.e. \(H(x) = 1 + x^n/g(x)\)) are relatively prime and each code word ends with a '1', we have that a received word will belong to the suset only if it is in synchronization.

**Proof**

Assume that a left slip of magnitude \(s\) has occurred during transmission. The received code word \(R(x)\) will look like

\[
R(x) = x^sV(x) = A(x)(1+x^n) + B(x)
\]

\[
= x^s g(x) C(x) I_1(x) + x^s A(x) H(x) g(x) + g(x) I_2(x)
\]
where $R(x)$ is the received word
$V(x)$ is the transmitted code word
$A(x)$ is a polynomial of degree $s-1$
$B(x)$ is a polynomial of degree $n-1$.
and
$I_1(x)$ and $I_2(x)$ are information polynomials of degree $k$.

Suppose we divide (3.1.2) by $g(x)$ and take modulo $C(x)$
giving,

$$R(x) \mod C(x) = A(x)H(x) \mod C(x) + I_2(x) \mod C(x)$$

$$= x^s C(x) I_1(x) \mod C(x)$$

(3.1.3)

Since $x^s C(x) I_1(x)$ has $C(x)$ as a factor we have that,

$$x^s C(x) I_1(x) \mod C(x) = 0$$

Since $C(x)$ and $H(x)$ are relatively prime, the expression $A(x)H(x) \mod C(x)$ is different from zero only if the degree of $A(x)$ is smaller than the degree of $C(x)$. If this is true then

$$I_2(x) \mod C(x) \neq 0$$

which proves Result 1. It can be seen from (3.1.3) that

if $A(x)$ is equal to zero then

$$I_2(x) \mod C(x) = 0$$
which means that the received word contained no synchronization error. Also since each code word ends with a "1", this guarantees that a left slip of magnitude \( s \) or less the degree of \( A(x) \) will always be less than or equal to \( s-1 \).

Result 1 does not hold for right slips since there is no way of predicting the degree of \( A(x) \) in the presence of right slip. To resolve this difficulty, we shift the received sequence to the left by \( s \) bits where \( s \) is said to be the maximum allowable slip error. This means that the received sequence will always be checked for left slip since we have eliminated the case of a right slip.

We now examine what happens when we shift to the left (multiply by \( x^s \)) the received sequence.

**Case 1:** A right slip of magnitude \( r' (r<s) \). The received vector will be

\[
R(x) = x^{-r} V(x) \quad (3.1.4)
\]

Multiplying by \( x^s \) or shifting (3.1.4) to the left by \( s \) bits we obtain
\[ x^S R(x) = x^{S-V}(x) \]

or

\[ x^{S-V}(x) = A(x) \left(1+x^N\right) + B(x) \]

where \( A(x) \) has degree \((s-r)-1\).

**Case 2:** A left slip of magnitude \( L(L \leq s) \). The received vector will be

\[ R(x) = x^L V(x) \]

Similarly if we shift to the left by \( s \) bits we get

\[ x^S R(x) = x^{S+L}(x) \]

or

\[ x^{S+L}(x) = A(x) \left(1+x^N\right) + B(x) \]  \hspace{1cm} (3.1.5)

From (3.1.5) we see that the maximum degree of \( A(x) \) is \((2s-1)\). From Result 1 we must have that the degree of \( C(x) \) be greater than \((2s-1)\). Therefore if

\[ \text{deg } C(x) = 2s \]  \hspace{1cm} (3.1.6)

we can determine the magnitude of the slip. It should be noted that we do not have to determine the direction since
\[ x^s R(x) = x^{s-r} V(x) \]

or

\[ x^{s-r} V(x) = A(x) (1+x^n) + B(x) \]

where \( A(x) \) has degree \( (s-r)-1 \).

**Case 2:** A left slip of magnitude \( L(L \leq s) \). The received vector will be

\[ R(x) = x^L V(x) \]

Similarly if we shift to the left by \( s \) bits we get

\[ x^s R(x) = x^{s+L} V(x) \]

or

\[ x^{s+L} V(x) = A(x) (1+x^n) + B(x) \] (3.1.5)

From (3.1.5) we see that the maximum degree of \( A(x) \) is \((2s-1)\). From Result 1 we must have that the degree of \( C(x) \) be greater than \((2s-1)\). Therefore if

\[ \text{(deg } C(x) = 2s) \] (3.1.6)

we can determine the magnitude of the slip. It should be noted that we do not have to determine the direction since
it is always to the left. Of course, if the result from (3.1.3) is equal to zero, then it can be assumed that no slip errors have occurred. In the BCW technique, all additive errors can be corrected prior to checking for slip errors. This is true since the resultant code word, even under slip error, is still a cyclic shift of the transmitted code word.

**Rate of this Different Technique**

The rate of this different technique is

\[
\frac{k-2s-1}{n+2s}
\]

(3.1.7)

comparatively to BCW's rate which is equal to \(\frac{k-m}{m+2s}\) \((m \text{ is the degree of the auxiliary polynomial})\). This means that result 1 will yield a better rate as compared to the BCW technique when

\[k-2s-1 > k-m\]

or

\[s < m-1/2\]

(3.1.6)

For example, if we consider the \((31,26,1)\) BCH code, the degree of the auxiliary polynomial is equal to 5. This
means that for

\[ s < \frac{s-1}{2} = 2 \]

result yields a better rate than the BCW technique.

One disadvantage in using the BCW or the subset code technique lies in the fact that for prime lengths different from those that can be expressed as \( n=2^q-1 \), which are called maximal lengths, the auxiliary polynomial used often leads to a trivial case. For example, suppose the encoder calls for a code of length equal to 17. It can be shown that since 17 is a prime factor of \( 2^{8}-1 = 3 \times 5 \times 17 \), the generator and auxiliary polynomial must have order equal to \( 2^8-1 \) and have each degree of 8. This will result in the code having only 2 words which is a trivial case. On the other hand, if we use result 1 and if we assume that we want to correct a left or right slip equal to 2, the number of words in our code will be \( 2^{k-2s} = 2^9-5 = 16 \).

As another example if one wants a code of length 151, we must use a generator and an auxiliary polynomial of degree 60 which leads again to a trivial case. Using result 1 and assuming a maximum slip (right or left) of 2 bits the number of words is equal to \( 2^{k-2s-1} = 2^{60-5} = 2^{55} \).
It should be made clear that even if we wanted to use the BCW technique for correction of slip errors of very small magnitude, we would still have to use an auxiliary polynomial which leads to some trivial cases. Table 3.1.1 shows the result of a computer program which determined the non-repeated prime factors of $2^i - 1$ where $i$ was varied from 2 to 65. For example, the distinct prime factors that belong to $2^{59} - 1$ are 67, 83, 101, 107, and 457. Because the table would be extremely large we discarded all prime factors greater than 500. From Table 3.1 it can be seen that for many cases one could not use the BCW technique or the Subset technique. The "Max Slip" (column 2) is the maximum slip value for which result 1 is better than the BCW technique. The value $m$ (column 3) is the degree of the auxiliary polynomial for the BCW or subset code.
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<table>
<thead>
<tr>
<th>LENGTH</th>
<th>MAX SLIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>s</td>
</tr>
<tr>
<td>--------</td>
<td>----------</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>5</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>8</td>
</tr>
<tr>
<td>23</td>
<td>5</td>
</tr>
<tr>
<td>29</td>
<td>13</td>
</tr>
<tr>
<td>31</td>
<td>2</td>
</tr>
<tr>
<td>37</td>
<td>17</td>
</tr>
<tr>
<td>41</td>
<td>9</td>
</tr>
<tr>
<td>43</td>
<td>6</td>
</tr>
<tr>
<td>47</td>
<td>11</td>
</tr>
<tr>
<td>53</td>
<td>25</td>
</tr>
<tr>
<td>59</td>
<td>28</td>
</tr>
<tr>
<td>61</td>
<td>28</td>
</tr>
<tr>
<td>67</td>
<td>29</td>
</tr>
<tr>
<td>71</td>
<td>17</td>
</tr>
<tr>
<td>73</td>
<td>4</td>
</tr>
<tr>
<td>79</td>
<td>19</td>
</tr>
<tr>
<td>83</td>
<td>29</td>
</tr>
<tr>
<td>89</td>
<td>5</td>
</tr>
<tr>
<td>97</td>
<td>23</td>
</tr>
<tr>
<td>101</td>
<td>29</td>
</tr>
<tr>
<td>103</td>
<td>25</td>
</tr>
<tr>
<td>107</td>
<td>29</td>
</tr>
<tr>
<td>109</td>
<td>17</td>
</tr>
<tr>
<td>113</td>
<td>13</td>
</tr>
<tr>
<td>127</td>
<td>3</td>
</tr>
<tr>
<td>131</td>
<td>29</td>
</tr>
<tr>
<td>137</td>
<td>29</td>
</tr>
<tr>
<td>139</td>
<td>29</td>
</tr>
<tr>
<td>149</td>
<td>29</td>
</tr>
<tr>
<td>151</td>
<td>7</td>
</tr>
<tr>
<td>157</td>
<td>25</td>
</tr>
<tr>
<td>163</td>
<td>29</td>
</tr>
<tr>
<td>167</td>
<td>29</td>
</tr>
<tr>
<td>173</td>
<td>29</td>
</tr>
<tr>
<td>179</td>
<td>29</td>
</tr>
<tr>
<td>181</td>
<td>27</td>
</tr>
<tr>
<td>191</td>
<td>29</td>
</tr>
<tr>
<td>193</td>
<td>29</td>
</tr>
</tbody>
</table>

Table 3.1.1(a)
<table>
<thead>
<tr>
<th>Length</th>
<th>Slip</th>
<th>n</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>191</td>
<td>29</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>199</td>
<td>29</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>211</td>
<td>29</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>223</td>
<td>18</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>227</td>
<td>29</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>229</td>
<td>29</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>233</td>
<td>14</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>239</td>
<td>29</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>241</td>
<td>11</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>251</td>
<td>24</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>257</td>
<td>7</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>263</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>269</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>271</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>277</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>281</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>283</td>
<td>29</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>293</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>307</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>311</td>
<td>29</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>313</td>
<td>28</td>
<td>57</td>
<td></td>
</tr>
<tr>
<td>317</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>331</td>
<td>14</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>337</td>
<td>10</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>347</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>349</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>353</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>359</td>
<td>28</td>
<td>57</td>
<td></td>
</tr>
<tr>
<td>367</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>373</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>379</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>383</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>389</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>397</td>
<td>21</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>401</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>409</td>
<td>29</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>419</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>421</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>431</td>
<td>21</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>433</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>439</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>443</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>449</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>457</td>
<td>29</td>
<td>59</td>
<td></td>
</tr>
<tr>
<td>461</td>
<td>30</td>
<td>61</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1.1(b)
<table>
<thead>
<tr>
<th>LENGTH</th>
<th>SLIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>61</td>
</tr>
<tr>
<td>1.0</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>61</td>
</tr>
<tr>
<td>1.0</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>61</td>
</tr>
<tr>
<td>1.0</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>61</td>
</tr>
<tr>
<td>1.0</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>61</td>
</tr>
<tr>
<td>1.0</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>61</td>
</tr>
<tr>
<td>1.0</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>61</td>
</tr>
<tr>
<td>1.0</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>61</td>
</tr>
<tr>
<td>1.0</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>61</td>
</tr>
<tr>
<td>1.0</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>61</td>
</tr>
<tr>
<td>1.0</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>61</td>
</tr>
</tbody>
</table>

Table 3.1.1(c)
<table>
<thead>
<tr>
<th>LENGTH</th>
<th>SLIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>733</td>
<td>30</td>
</tr>
<tr>
<td>739</td>
<td>30</td>
</tr>
<tr>
<td>743</td>
<td>30</td>
</tr>
<tr>
<td>751</td>
<td>30</td>
</tr>
<tr>
<td>757</td>
<td>30</td>
</tr>
<tr>
<td>751</td>
<td>30</td>
</tr>
<tr>
<td>769</td>
<td>30</td>
</tr>
<tr>
<td>773</td>
<td>28</td>
</tr>
<tr>
<td>787</td>
<td>30</td>
</tr>
<tr>
<td>797</td>
<td>30</td>
</tr>
<tr>
<td>809</td>
<td>30</td>
</tr>
<tr>
<td>811</td>
<td>30</td>
</tr>
<tr>
<td>821</td>
<td>30</td>
</tr>
<tr>
<td>823</td>
<td>30</td>
</tr>
<tr>
<td>827</td>
<td>30</td>
</tr>
<tr>
<td>829</td>
<td>30</td>
</tr>
<tr>
<td>839</td>
<td>30</td>
</tr>
<tr>
<td>853</td>
<td>30</td>
</tr>
<tr>
<td>857</td>
<td>30</td>
</tr>
<tr>
<td>859</td>
<td>30</td>
</tr>
<tr>
<td>863</td>
<td>30</td>
</tr>
<tr>
<td>877</td>
<td>30</td>
</tr>
<tr>
<td>881</td>
<td>27</td>
</tr>
<tr>
<td>883</td>
<td>30</td>
</tr>
<tr>
<td>887</td>
<td>28</td>
</tr>
<tr>
<td>907</td>
<td>30</td>
</tr>
<tr>
<td>911</td>
<td>30</td>
</tr>
<tr>
<td>919</td>
<td>30</td>
</tr>
<tr>
<td>929</td>
<td>30</td>
</tr>
<tr>
<td>937</td>
<td>30</td>
</tr>
<tr>
<td>941</td>
<td>30</td>
</tr>
<tr>
<td>947</td>
<td>30</td>
</tr>
<tr>
<td>953</td>
<td>30</td>
</tr>
<tr>
<td>967</td>
<td>30</td>
</tr>
<tr>
<td>971</td>
<td>30</td>
</tr>
<tr>
<td>977</td>
<td>30</td>
</tr>
<tr>
<td>983</td>
<td>30</td>
</tr>
<tr>
<td>991</td>
<td>30</td>
</tr>
<tr>
<td>997</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 3.1.1(d)
CHAPTER IV

CONCLUSIONS

In this thesis we have described the existing techniques which can be used for the correction of synchronization error. In Chapter II, the encoding and decoding procedures of these techniques were described and their rates determined. In Chapter III a new technique was introduced. To compare the rate of this new technique to those discussed in Chapter II we use Table 4.1.1. It can be seen that the rate obtained using the Mandelbaum technique will always be greater than the rate obtained in the case of result 1. This is because the extended length $n+2s$ decreases the rate of result 1. On the other hand, if we use result 1 then we can achieve better rates than the BCW technique for a certain range of slip. The techniques in Table 4.1.1 which necessitates an increase in the error-correcting capability simply to correct slip error, achieve lower rates than those which do not. This is shown in Table 4.1.2 which gives the rate for a certain range of slip $s$ and errors $e$ in Type II channels. We assume in Table 4.1.2 that the length is $n=127$. It can be seen that by using result 1 we can achieve better rates than the Coset, Tong, Shiva and Seguin, and Subset techniques. On the other hand, it is
never better than Mandelbaum, but greater than the BCW rate up to a slip of 3.

It was thought at first that using the auxiliary polynomial $C(x)$ in result 1 could in some way increase the error-correcting capability of the code. Special interest was placed upon the possibility of the code to correct burst errors. Unfortunately it was discovered that at present no additional error correcting could be included by choosing a particular auxiliary polynomial $C(x)$. Nevertheless the subject should be analysed and studied thoroughly in the future.
## TYPE II CHANNELS

<table>
<thead>
<tr>
<th></th>
<th>Length*</th>
<th># Errors code must correct</th>
<th># Information k ***</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCW</td>
<td>n+2s</td>
<td>e</td>
<td>k-m</td>
</tr>
<tr>
<td>Subset</td>
<td>n</td>
<td>e+s</td>
<td>k-m</td>
</tr>
<tr>
<td>Coset</td>
<td>n</td>
<td>2e+s+1</td>
<td>k</td>
</tr>
<tr>
<td>Mandelbaum</td>
<td>n</td>
<td>e</td>
<td>k-2s-1</td>
</tr>
<tr>
<td>Hybrid</td>
<td>n+2s</td>
<td>e</td>
<td>k-m-2s**</td>
</tr>
<tr>
<td>Tong (shortened)</td>
<td>n-2s-1</td>
<td>2s+e+1</td>
<td>k-2s-1</td>
</tr>
<tr>
<td>Tong (mod)</td>
<td>n-2s-1</td>
<td>e</td>
<td>k-4s-1</td>
</tr>
<tr>
<td>Shiva &amp; Seguin (short)</td>
<td>n-2s</td>
<td>2s+e</td>
<td>k-2s-1</td>
</tr>
<tr>
<td>Result l</td>
<td>n+2s</td>
<td>e</td>
<td>k-2s-1</td>
</tr>
</tbody>
</table>

* Assume n the length of parent code

** z = s+1/p (p is the exponent)

*** r depends on the number of error the parent code must be capable to correct

Table 4.1.1
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