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ABSTRACT

This thesis includes the results of investigations into two aspects of the General Matrix Eigenvalue Problem.

In the first chapter information on the Jordan structure of a given matrix is derived from two sources— a Hankel matrix of Newton sums and the solutions of a nonlinear matrix equation. This nonlinear equation is solved theoretically and a few important, well-known results of Matrix Theory are derived as consequences of more general results obtained in this connection. In addition, numerical methods of obtaining the required information from this matrix equation are proposed.

In the second chapter, matrix equations whose solutions separate the eigenvalues of a given matrix are discussed and a numerical method for solving the matrix equations associated with the classical stability problems is proposed. Computationally, the proposed method is simple in the sense that it only requires the solution of an n × n linear algebraic system and does not involve the difficulties of series solution as do most of the methods available in the literature for the solution of the Lyapunov equation.

In the third chapter a new method for solving the classical stability problems is introduced. This method eliminates the necessity for solving the matrix equations and has decided computational advantages over existing procedures such as using Bezoutiants, bigradients and Schur-Cohn determinants.

The thesis concludes with a result which can be considered as an alternative to the Schur-Cohn Theorem. A polynomial matrix is constructed, whose leading principal minors are the same as the
Schur-Cohn determinants. Similar results were obtained by P. C. Parks and Barnett in case of the Routh-Hurwitz problem.
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INTRODUCTION

An arbitrary matrix $A$ is completely determined by its Jordan canonical form and the matrix transforming it to that form. Thus, problems in numerical linear algebra are most logically attacked by transforming the matrices involved to their canonical forms, and thus simplifying the problems to an extent which in many cases, renders them almost trivial.

Unfortunately, it is not easy, in general, to find the Jordan form of an arbitrary matrix, and usually less so to find the appropriate transformation converting it to this form. Moreover, even when it is reasonably feasible to find the Jordan form, as a result, perhaps, of special properties or prior knowledge of the matrices involved, the computations required are lengthy, expensive, and, of course, a source of arithmetic truncation error.

At the same time, many problems of numerical linear algebra do not require, for their solution, all the information which is supplied by the Jordan form. In particular, eigenvalue separation problems, such as those arising in connection with the study of the stability of systems of differential or difference equations, do not require knowledge of the actual numerical values of the eigenvalues of a matrix, but simply an accounting of the numbers of them which lie in specified regions of the complex plane, or even the information that none of them can lie in a specified region. For such problems, it seems reasonable to seek algorithms which are simpler, more widely applicable and more efficient than methods based upon the determination of the Jordan form - i.e.
upon the numerical evaluation of the eigenvalues in question.

Matrix equations are relevant to the problem of separating matrix eigenvalues by methods which, when contrasted with available matrix eigenvalue methods, have advantages of efficiency, reliability and simplicity in return for the smaller amount of information provided. Matrix equations are also relevant to the basic problem of determining the Jordan form of a given matrix.

This thesis is devoted to a study of the application of matrix equations to the numerical solution of certain aspects of the Jordan canonical form problem, and to the numerical solution of various eigenvalue separation problems.
CHAPTER I

QUADRATIC FORMS, MATRIX EQUATIONS AND THE JORDAN STRUCTURE OF A MATRIX

The problem of knowing the Jordan structure of an arbitrary matrix $A$ is the problem of determining the structures of the individual Jordan submatrices appearing in a Jordan canonical representation of $A$, that is, it is the problem of counting the number of distinct eigenvalues, the number of different pairs of complex eigenvalues, the number of distinct real eigenvalues, etc. with the respective multiplicities in each case. This problem is, therefore, the first aspect of the problem of separating the eigenvalues of $A$, the second being that of locating the eigenvalues in a specified region. Both aspects can be handled efficiently, once the characteristic or minimal polynomial of $A$ is known, because, the problem then becomes just that of separating the zeros of the characteristic polynomial of $A$ and it is well-known that the method of quadratic forms is an efficient tool for the latter.

Again, by the introduction of matrix equations to define the relevant quadratic forms, the problem of determining the minimal polynomial can be replaced with that of solving matrix equations and recently a theory has been developed by Howland [23] showing how the technique of matrix equations can be applied successfully to solve the second aspect of the problem. The question, therefore, naturally arises if these two apparently different methods, the method of quadratic forms and the technique of matrix equations can
be applied to solve the first aspect of the problem as well. An attempt is made in this chapter to answer this question.

It is shown that the Hankel forms defined by a Hankel matrix of Newton sums may be employed to obtain some information on the Jordan structure of $A$. This Hankel matrix can be obtained directly from $A$ by computing traces of several powers of $A$. Regarding the applications of matrix equations to solve the problem, it is shown that a linear matrix equation whose non-singular solutions transform the given matrix $A$ into its transpose (conjugate transpose in the complex case) may be used to obtain information relevant to this problem. Methods of computing the solutions of this matrix equation numerically, to obtain the required information have been proposed in some cases. Again, the problem as to when or whether a given matrix $A$ is similar to a normal matrix has been formulated in terms of a non-linear matrix equation which is again satisfied by the solutions of the linear matrix equation mentioned above. This non-linear matrix equation is solved theoretically and a few results on its numerical solutions are obtained. Thus, it is shown that the problem of computing a solution of some specified nature of this equation is equivalent to the problem of computing a suitable polynomial $P(A)$ in $A$. However, these polynomials, except in some special cases are not constructed.
1.1 SOME BASIC CONCEPTS

A brief account of the classical theory of canonical forms and of several other topics needed for later developments will be introduced in this section.

(1) Elementary Divisors, Invariant Polynomials and Similarity

Let $A = (a_{ij})$ be a given matrix of order $n$, then the matrix

$$A - \lambda I = \begin{bmatrix}
    a_{11} - \lambda & a_{12} & \ldots & a_{1n} \\
    a_{21} & a_{22} - \lambda & \ldots & a_{2n} \\
    \vdots & & \ddots & \vdots \\
    a_{n1} & a_{n2} & \ldots & a_{nn} - \lambda
\end{bmatrix}$$

is called the **Characteristic Matrix** of $A$ and $\det(A - \lambda I) = 0$ is called the **Characteristic Equation** of $A$. Let $D_j$ be the greatest common divisor of all the minors of order $j$ in $A - \lambda I$, $j = 1, 2, \ldots n$.

Then the polynomials

$$i_1(\lambda) = \frac{D_n(\lambda)}{D_{n-1}(\lambda)}, \quad i_2(\lambda) = \frac{D_{n-1}(\lambda)}{D_{n-2}(\lambda)}, \ldots \quad i_n(\lambda) = \frac{D_1(\lambda)}{D_0(\lambda)}$$

($D_0(\lambda) = 1$)

are called the **Invariant Polynomials** of $A$. Let the invariant polynomials $i_1(\lambda), i_2(\lambda) \ldots i_n(\lambda)$ be decomposed into irreducible factors as follows:

$$i_1(\lambda) = [\phi_1(\lambda)]^{c_1} [\phi_2(\lambda)]^{c_2} \ldots [\phi_s(\lambda)]^{c_s},$$

$$i_2(\lambda) = [\phi_1(\lambda)]^{d_1} [\phi_2(\lambda)]^{d_2} \ldots [\phi_s(\lambda)]^{d_s},$$

$$\vdots$$

$$i_n(\lambda) = [\phi_1(\lambda)]^{k_1} [\phi_2(\lambda)]^{k_2} \ldots [\phi_s(\lambda)]^{k_s}$$
\( (c_k \geq d_k \geq \ldots \geq l_k \geq 0, \ k = 1, 2, \ldots s) \)

Then the polynomials among \([\phi_1(\lambda)]^{c_1} \ldots [\phi_s(\lambda)]^{l_s}\) which are not equal to 1, are called the Elementary Divisors of \(A\).

A matrix \(A\) of order \(n\) is said to be Similar to a matrix \(B\) of the same order if there exists a nonsingular matrix \(T\) such that

\[ B = TAT^{-1}. \]

\(B\) in this case is said to be obtained from \(A\) by a Similarity Transformation. A criterion for similarity of two matrices is: Two matrices \(A\) and \(B\) are similar to each other if and only if they have the same invariant polynomials, or what is the same, the same elementary divisors.

(ii) The Canonical Forms of a Matrix.

Let \(f(\lambda) = \lambda^n - a_n \lambda^{n-1} - \ldots - a_2 \lambda - a_1\) be a monic polynomial of degree \(n\), then the matrix

\[
A = \begin{pmatrix}
0 & 1 & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \ldots & 0 & 1 \\
a_1 & a_2 & \ldots & a_n
\end{pmatrix} \quad \text{..................(1.1)}
\]

is such that \(f(\lambda) = \det(\lambda I - A)\). The matrix \(A\) is said to be the Companion Matrix of the polynomial \(f(\lambda)\). It is interesting to note that \(f(\lambda)\) is the only non-unit invariant polynomial of \(A\), the others all being equal to one.

The famous Cayley-Hamilton Theorem is: "Every matrix \(A\) satisfies
its characteristic equation. Those which also satisfy a polynomial
equation of lower degree are called Derogatory. The monic poly-
nomial equation of the least degree which is satisfied by a matrix
A is called the Minimal Polynomial of A. A matrix A is said to be
Nonderogatory if its characteristic polynomial is equal to its
minimal polynomial. An important characteristic of a nonderogatory
matrix is: A is nonderogatory if and only if its first n-1
invariant polynomials are 1. Thus: A companion matrix is nondero-
gatory.

The set of matrices \( T^{-1} AT \) constitute a class of matrices
similar to A. In this class, there are certain ones which have
structures simpler than that of A and therefore are convenient
for the study of some properties of A. These matrices are known
as Canonical Forms of A. The following forms are of special
importance:

(a) **Jordan Canonical Form.** For every arbitrary matrix A, there
always exists a nonsingular matrix T such that

\[
T^{-1} AT = \begin{pmatrix}
J_1 & 0 & 0 \\
0 & J_2 & 0 \\
\vdots & \vdots & \ddots \\
0 & 0 & 0 & J_k
\end{pmatrix} \quad \text{(1.2)}
\]

where each \( J_i \) is of the form

\[
J_i = \begin{pmatrix}
\lambda_i & 1 & 0 & 0 \\
0 & \lambda_i & 1 & 0 \\
\vdots & \vdots & \ddots & \ddots \\
0 & 0 & \lambda_i & 1 \\
0 & 0 & \cdots & \lambda_i
\end{pmatrix} \quad \text{(1.3)}
\]
The matrix in (1.2) is called the Jordan Canonical Form of $A$ and the numbers $\lambda_i$ appearing along the main diagonal of this form are Eigenvalues of $A$. The matrices $J_i$, $i = 1, \ldots, k$ are called the Jordan Submatrices of $A$ and the matrix $A$ is said to be Diagonalizable if and only if each $J_i$ is order 1.

(b) **Rational or Frobenius Canonical Form.** For every matrix $A$, there exists a nonsingular matrix $T$ such that

\[
T^{-1}AT = \begin{pmatrix}
C_1 & 0 & \cdots & 0 \\
0 & C_2 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & C_k
\end{pmatrix}
\]

where each $C_i$, $i = 1, \ldots, k$ is a companion matrix of an invariant polynomial of $A$. This form is called the Frobenius or Rational Canonical Form of $A$. In the case of a nonderogatory matrix, $k=1$ and therefore the only companion matrix appearing in the rational canonical form is of degree $n$. Thus: A nonderogatory matrix is similar to the companion matrix of its own characteristic polynomial.

(c) **The Hessenberg and Tridiagonal Forms.** For every matrix $A$, there always exists a unitary matrix $U$ such that

\[
UAU^* = H
\]

where $H$ is null below the first subdiagonal (or above the first superdiagonal). The form $H$ is called the Hessenberg Form of $A$. If $H$ is such that it is null both below the first subdiagonal and above the first superdiagonal, then $H$ is said to be the Tridiagonal
Form. Thus, the Hessenberg and tridiagonal forms are intermediate between the original unreduced matrix and its rational canonical form.

(d) The Schur Canonical Form. For every matrix $A$, there exists a unitary matrix $U$ such that $T = UAU^*$ is an upper triangular matrix with the eigenvalues of $A$ along the main diagonal. The matrix $T$ is said to be a Schur Canonical Form of $A$. If $A$ is real and has real eigenvalues, then $U$ may be chosen to be a real orthogonal matrix. The matrix $A$ is Normal, if and only if $T$ is diagonal.

(iii) Hermitian Forms and the Law of Inertia([16], vol. 1, p. 297-308)

Any homogeneous polynomial $H$ of the second degree in $n$ variables $x_1, x_2, \ldots, x_n$ is called a Hermitian Form and can be represented as

$$H(x, x) = \sum_{i=1}^{n} h_{ik} x_i x_k$$

where the coefficient matrix $H$ is hermitian ($H^* = H$). The rank of the matrix $H = (h_{ik})$ is said to be the Rank of the Hermitian Form.

A Hermitian form can be represented in infinitely many ways in the form

$$H(x, x) = \sum_{i=1}^{n} a_i x_i x_i \quad \ldots \ldots \ldots\ldots (1.4)$$

where $a_i$, $i = 1, \ldots, n$ are real numbers and

$$x_i = \sum_{k=1}^{n} a_{ik} x_k \quad (i=1, \ldots, n)$$

are independent complex linear forms in variables $x_1, x_2, \ldots, x_n$.

Since

$$x_i \overline{x_i} = |x_i|^2$$
every term of the right-hand side of (1.4) is a positive, a negative or a zero square according as \( a_i > 0, <0 \) or \( =0 \), respectively, and the number of non-zero squares is equal to the rank of the hermitian form. This representation of a hermitian form \( H \) as the sum of squares is known as a Canonical or Normal Representation of \( H \). A fundamental result in the theory of hermitian forms now follows:

**Sylvester's Law of Inertia**: In a normal representation of a hermitian form \( H \), the number of positive and the number of negative squares are independent of the choice of representation.

The triplet \( (\pi, \nu, \delta) \) of numbers of positive, negative and zero squares respectively in a normal representation of \( H \) is called the Inertia of the form and the difference \( \sigma \) between the number of positive and negative squares is called its Signature. The inertia of \( H \) is denoted by \( \text{In}(H) \).

An important method of determining the rank and signature of a hermitian form is due to Jacobi and can be stated as follows:

(Adapted from [16], vol. i, p. 303).

Let \( D_1, D_2, \ldots, D_r \) be the first \( r \) non-vanishing leading principal minors of the determinant of the coefficient matrix \( H \) of a hermitian form of rank \( r \), then the number \( \pi \) of positive squares and the number \( \nu \) of negative squares are respectively equal to the number \( P \) of permanences and the number \( V \) of variations of sign in the sequence

\[
1, D_1, D_2, \ldots, D_r
\]

i.e., \( \pi = P(1, D_1, \ldots, D_r) \), \( \nu = V(1, D_1, \ldots, D_r) \) and the signature

\[
\sigma = r - 2V(1, D_1, D_2, \ldots, D_r)
\]

**Note**: In view of the uncertainties which may arise in the application of Jacobi's theorem, due to the vanishing of some of the principal minors, a modification of the method, in the real case, has been recently suggested by Howland ([27], p. 4).
A Hermitian form $H(x, x) = \sum_{i=1}^{n} h_{i} x_{i} \bar{x}_{i}$ is said to be **Positive** (Negative) definite, if

$$H(x, x) > 0 \ (<0) \text{ for } x_{i} \neq 0, \ i = 1, \ldots, n.$$ 

Thus, it follows from the above result of Jacobi that $H$ is positive definite if and only if $D_{i}, i=1, \ldots, n,$ are all positive.

(iv) **The Bezoutiant** (Adapted from [31], p. 15-20).

Let

$$f(x) = a_{0} x^{n} + a_{1} x^{n-1} + \ldots + a_{n} \quad a_{0} \neq 0$$

$$g(x) = b_{0} x^{n} + b_{1} x^{n-1} + \ldots + b_{n} \quad b_{0} \neq 0$$

be two polynomials of degree $n$. Then the form

$$B(f, g; x_{0}, \ldots, x_{n-1}) = -B(g, f; x_{0}, \ldots, x_{n-1})$$

which has

$$K(f) = \frac{f(x) g(y) - f(y) g(x)}{x - y} = \sum_{k, l=0}^{n-1} c_{k,l} x^{k} y^{l}$$

as its generating function, is called the **Bezoutiant** of $f$ and $g$.

The coefficient matrix $B = (c_{k,l})$ is called the **Bezout matrix** of the associated Bezoutiant. The numbers $c_{k,l}$ can be generated from a recursive relation as follows:

$$c_{k, l} = d_{0}; \ k + l + 1 + d_{1}, k + l \ldots + d_{k}, k + l$$

where $d_{k, l} = a_{n-l} b_{n-k} - a_{n-k} b_{n-l}$ and $d_{k, l} = 0$ if $k$ or $l > n$.

A fundamental property of the Bezoutiant is: The rank of the Bezoutiant is equal to the order of the last non-vanishing principal minor of the Bezou-matrix $B = (c_{k,l})$ if, in constructing the consecu-
tive principal minors, one starts from the lower right hand corner.

(v) Hankel Matrix and Hankel Form

Let \( A = (a_{ij}) \) be a matrix of order \( n \). Then the sum of the diagonal elements of \( A \) is defined to be the Trace of \( A \):

\[
\text{tr}A = \sum_{i=1}^{n} a_{ii}
\]

It is easy to see that

\[
\text{tr}A = \sum \lambda_i
\]

where \( \lambda_1, \lambda_2, \ldots, \lambda_n \) are the eigenvalues of \( A \). Since \( A^k \) has eigenvalues \( \lambda_1^k, \lambda_2^k, \ldots, \lambda_n^k \) \((k = 0, 1, 2, \ldots, n)\), one immediately obtains:

\[
\text{tr}A^k = S_k = \sum_{i=1}^{n} \lambda_i^k, \quad k = 0, 1, 2, \ldots
\]

The sums \( S_k \) are known as **Newton Sums** and are connected with the coefficients of the characteristic polynomial, as follows:

\[
k p_k = S_k - p_1 S_{k-1} - \cdots - p_{k-1} S_1
\]

\((k = 1, 2, \ldots, n)\)

where

\[
\Delta(\lambda) = \lambda^n - p_1 \lambda^{n-1} - p_2 \lambda^{n-2} - \cdots - p_n
\]

is the characteristic polynomial of \( A \).

The matrix

\[
H = \begin{pmatrix}
S_0 & S_1 & \cdots & S_{n-1} \\
S_1 & S_2 & \cdots & S_n \\
\vdots & \vdots & \ddots & \vdots \\
S_{n-1} & S_n & \cdots & S_{2n-2}
\end{pmatrix}
\]

\((1.5)\)
is defined to be the **Hankel Matrix** associated with $A$ and the quadratic form

$$H_n(x, x) = \sum_{i, k=0}^{n-1} S_{i+k} x_i x_k$$

is called the **Hankel form**.

(vi) **Kronecker Products and Linear Matrix Equations**

Let $A = (a_{ij})$ be a matrix of order $m$ and let $B = (b_{ij})$ be another matrix of order $n$. Then the partitioned matrix

$$K = \begin{bmatrix}
    a_{11}B & a_{12}B & \ldots & a_{1m}B \\
    a_{21}B & a_{22}B & \ldots & a_{2m}B \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{m1}B & a_{m2}B & \ldots & a_{mm}B
\end{bmatrix}$$

of order $mn$ is defined to be the **Kronecker Product** of $A$ and $B$ and written as

$$A \otimes B = (a_{ij}B).$$

The following result about kronecker product, relating the eigenvalues of $A$ and $B$ to those of $K$ is of fundamental importance and plays an essential role in the study of general linear matrix equations, to be described in a moment. (Adapted from [7], p. 235).

Let $\lambda_1, \lambda_2, \ldots, \lambda_m$ be the eigenvalues of $A$ and those of $B$ be $\mu_1, \mu_2, \ldots, \mu_n$. Then the eigenvalues of $K = A \otimes B$ are the $mn$ products $\lambda_i \mu_j$, $i = 1, \ldots, m$, $j = 1, \ldots, n$.

Let $A_1, A_2, \ldots, A_n$ and $B_1, B_2, \ldots, B_n$ and $C$ be matrices (real or complex) of order $n$, then the general linear matrix equation is
of the form

$$A_1 \times B_1 + A_2 \times B_2 + \ldots + A_h \times B_h = C$$

where $X$ is also a matrix of order $n$, to be found. This matrix equation was first formulated by Sylvester [44] in 1884 and was then subsequently studied by Wedderburn [46] and Hitchcock [18] in the early twentieth century. Certain special cases of the equation arise frequently in applications and therefore have been studied by various authors since then. An excellent account of various methods of solving this equation has been recently published by Lancaster [32].

"The problem in its full generality is far from tractable", although the concept of kronecker product, just introduced, facilitates the study of the existence of solutions, to a certain extent.

The equation is essentially equivalent to a system of $n^2$ equations for $n^2$ elements $x_{rs}$ of $X$. The matrix of this system, when $x_{rs}$ are arranged in proper order, is

$$G = (A_1 \otimes B_1^T + A_2 \otimes B_2^T + \ldots + A_h \otimes B_h^T)$$

The theory of systems of linear equations, therefore, immediately gives the following result (Adapted from [34], p. 89).

**THEOREM 1.1** A necessary and sufficient condition that the matrix equation have a solution $X$ is that the matrix $G$ have the same rank as the $n^2 \times (n^2 + 1)$ array obtained by bordering $G$ with the elements of $C$. 

1.2 NONDEROGATORY MATRICES AND JORDAN STRUCTURES

The Hessenberg form is a very convenient starting point for the solution of many problems in numerical linear algebra, especially for the solution of the general matrix eigenvalue problem, and therefore the reduction of an arbitrary matrix to Hessenberg form is a standard elementary procedure for most of the modern algorithms designed for solving this problem. It is noted that there exists at least one stable and accurate procedure for transforming an arbitrary matrix to Hessenberg form ([47], p. 347-349). This preliminary transformation has the effect of splitting the given matrix into nonderogatory parts in the sense that the eigenvalues of the given matrix are those of the nonderogatory parts taken together. Therefore, as far as the problem of knowing the Jordan structure of a matrix is concerned, there is no loss of generality in restricting attention to nonderogatory matrices.

1.3 QUADRATIC FORMS AND JORDAN STRUCTURE

1.3.1 Jordan Structure and the Associated Hankel Matrix
The Hankel matrix $H$ defined in (1.5) plays an important role in separating the zeros of a polynomial (see e.g., [16], vol. II p. 202-204). But it does not seem to be generally known that it is equally effective for determining the Jordan structure of an arbitrary matrix. The purpose of this section is to show how $H$ can be employed to solve this problem.

Let $\lambda_1, \lambda_2, \ldots, \lambda_n$ be the eigenvalues of $A$. Then $H$ can be written as

$$H = \begin{bmatrix}
\lambda_1 & \lambda_2 & \ldots & \lambda_n \\
\lambda_1 & \lambda_2 & \ldots & \lambda_n \\
\vdots & \vdots & \ddots & \vdots \\
\lambda_1 & \lambda_2 & \ldots & \lambda_n \\
\end{bmatrix} \begin{bmatrix}
1 & \lambda_1 & \ldots & \lambda_1^{n-1} \\
1 & \lambda_2 & \ldots & \lambda_2^{n-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \lambda_n & \ldots & \lambda_n^{n-1} \\
\end{bmatrix} = V^TV,$$

whence

$$\det H = (\det V)^2.$$ 

Since $V$ is a Vandermonde matrix, $\det V = 0$ if and only if $\lambda_i = \lambda_j$ for some $i$ and $j$. One therefore obtains the following result immediately:

**THEOREM 1.2** An arbitrary matrix $A$, real or complex, has all its eigenvalues distinct if and only if the Hankel matrix $H$ in (1.5) is non-singular.

Let exactly $r \leq n$ of the eigenvalues of $A$ be distinct and let $\lambda_1 \ (i = 1, \ldots, r)$ be of multiplicity $v_i$, so that

$$v_1 + v_2 + \ldots + v_r = n.$$ 

Then the matrix

---

1 These results may also be found in ([48], p. 407), in [49] and in [56].
standing in the upper left hand corner of $H$ is equal to

$$U_r = \begin{pmatrix}
S_0 & S_1 & \cdots & S_{r-1} \\
S_1 & S_2 & \cdots & S_r \\
\vdots & \vdots & \ddots & \vdots \\
S_{r-1} & S_r & \cdots & S_{2r-2}
\end{pmatrix}$$

Since $\lambda_i, i = 1, \ldots, r$ are all distinct, it follows from the above expression of $U_r$ that $U_r$ is non-singular. Moreover, the rank of the Hankel matrix $H$ cannot exceed the rank $r$ of $V$ and so, the rank of $H$ is exactly equal to $r$. Thus theorem 1.3 follows:

**THEOREM 1.3** The number of distinct eigenvalues of an arbitrary square matrix $A$ is equal to the rank of its associated Hankel matrix $H$.

In particular, when all the eigenvalues of $A$ are real, since each $\nu_i$ is positive, $U_r$ is positive definite. One therefore obtains:

**COROLLARY TO THEOREM 1.3** Suppose that all the eigenvalues of an arbitrary square matrix $A$ are real, and that $r$ of them are distinct. Then the $r$-rowed leading principal minor submatrix $U_r$ of the associated Hankel matrix $H$ is positive definite.

Next, let $A$ be a real matrix, so that its complex eigenvalues occur in conjugate pairs. Let
\[ Q = x^T H x = \sum (x_1 + \lambda_j x_2 + \ldots + \lambda_j^{n-1} x_n)^2 \]

be a quadratic form associated with \( H \). If \( \lambda_1 \) and \( \lambda_2 = \overline{\lambda_1} \) are complex eigenvalues, then

\[ x_1 + \lambda_1 x_2 + \ldots + \lambda_1^{n-1} x_n = u + iv \]
\[ x_1 + \lambda_2 x_2 + \ldots + \lambda_2^{n-1} x_n = u - iv \]

and when these terms are squared and added, the result is

\[ 2u^2 - 2v^2. \]

Again, since for each real \( \lambda_j \), the corresponding square in \( Q \) must be positive, one arrives at the following:

**THEOREM 1.4** Let \( A \) be a real square matrix of order \( n \). Then the number of different pairs of complex conjugate eigenvalues of \( A \) is equal to the number of negative terms in a canonical representation of the associated Hankel matrix \( H \).

Combining theorem 1.3 with theorem 1.4 one immediately obtains the following:

**THEOREM 1.5** The number of distinct real eigenvalues of a real matrix \( A \) is equal to the signature of its associated Hankel matrix \( H \).

Applying Jacobi's method of determining the rank and signature of a real symmetric matrix (p.8), theorem 1.4 and theorem 1.5 can be reformulated in a single theorem as follows:

**THEOREM 1.6** Let \( A \) be a real square matrix and let \( r \) be the rank of its associated Hankel matrix \( H \). Then, if, the first \( r \) leading principal minors \( H_i, i = 1, \ldots, r \) of \( H \) are all different from zero, \( A \) has \( p \) different pairs of complex eigenvalues and \( p - q \) distinct real eigenvalues where \( p \) and \( q \) are respectively equal to the number of variations and the number of permanances of sign in the sequence

\[ 1, H_1, H_2, \ldots, H_r. \]
Example

Let

\[ A = \begin{pmatrix} 2 & -1 & 1 \\ 0 & 1 & 1 \\ -1 & 1 & 1 \end{pmatrix} \]

be a real matrix of order 3.

\[ S_0 = 3, \ S_1 = 4, \ S_2 = 6, \ S_3 = 10, \ S_4 = 18. \]

\[ H_1 = 3, \ H_2 = 2, \ H_3 = 0. \]

Thus the Hankel matrix \( H \) has rank 2 and

\[ P(1, H_1, H_2) = P(1, 3, 2) = 2 \]

\[ V(1, H_1, H_2) = V(1, 3, 2) = 0 \]

So, all the eigenvalues of \( A \) are real and two of them are distinct.

1.3.2 Hankel Form and Similarity to a Normal Matrix

A matrix \( A \) is said to be Normal if \( AA^* = A^*A \) (\( A^* = A^T \)). A remarkable property of a normal matrix is that it is diagonalizable by a unitary similarity and therefore, in case of a normal matrix, the Jordan structure problem is completely solved. Conversely, if a given matrix \( A \) is diagonalizable by any non-singular similarity \( T \) (not necessarily unitary) then, since a diagonal matrix is normal, the matrix \( A \) is similar to a normal matrix. The question now arises as to when a given matrix (nonderogatory) is diagonalizable. It will be shown in this section how the Hankel matrix \( H \) can be employed to answer the question.

Let \( A \) be a given nonderogatory matrix and let \( \lambda I - A \) denote
the characteristic polynomial of \( A \). Then the matrix \( A \) is similar to a diagonal matrix \( D \) if and only if all the elementary divisors of \( \lambda I - A \) are linear. For, by the definition of similarity, \( \lambda I - A \) and \( \lambda I - D \) have the same elementary divisors and the elementary divisors of \( \lambda I - D \) are all linear. Again, the definition of elementary divisor implies that the elementary divisors of a matrix \( A \) are linear if and only if the invariant polynomial of \( A \) of highest degree have distinct linear factors. Since for a nonderogatory matrix \( A \), the invariant polynomial of highest degree is just its characteristic polynomial, one arrives at the following result:

A nonderogatory matrix \( A \) is diagonalizable if and only if it has all its eigenvalues distinct. Thus, it follows from theorem 1.2 that:

**THEOREM 1.7** A nonderogatory matrix \( A \) is similar to a normal matrix if and only if the associated Hankel matrix \( H \) in (1.5) is non-singular.

1.4 MATRIX EQUATIONS AND JORDAN STRUCTURE

1.4.1 **Formulation of a Non-linear Matrix Equation**

The problem posed in the previous section may be formulated in terms of a non-linear matrix equation as follows:

Let \( A \) be diagonalizable. Then there exists a non-singular matrix \( P \) such that

\[
P^{-1}AP = D, \quad \text{a diagonal matrix and since,}
\]

\[
DD^* = D^*D
\]

\[
P^{-1}APP^*A^*(P^*)^{-1} = P^*A^*(P^*)^{-1}P^{-1}AP.
\]
The matrix

\[ S = (PP^*)^{-1} \]

is thus seen to satisfy the non-linear matrix equation

\[ A^* S^{-1} A S = S^{-1} A^* S A \quad \ldots \quad (1.6) \]

Conversely, let the above equation (1.6) have a positive definite solution \( S \). Then, by Cholesky decomposition ([21], p. 127),

\[ S = LL^*, \]

where \( L \) is non-singular lower triangular. The matrix \( T \) defined by

\[ T = (L^*)^{-1} \]

satisfies

\[ T^{-1} A T T^* A^* (T^*)^{-1} = T^* A^* (T^*)^{-1} T^{-1} A T \]

whence \( T^{-1} A T \) is normal, according to the definition of normality and therefore \( A \) is diagonalable. Thus:

A matrix \( A \) is diagonalable if and only if the non-linear matrix equation (1.6) admits a positive definite solution.

There exist procedures in the literature ([47], p. 486) for the diagonalization of normal matrices by similarity, which are reliable, accurate and efficient and therefore, the knowledge of the solutions \( S \) of the matrix equation would not only help to solve the jordan structure problem for \( A \), but also would make possible the actual computation of the eigenvalues and eigenvectors of \( A \) in a way in which convergence will be guaranteed.
1.4.2 The Matrix Equation $SA = A^S$

The simplest matrix equation relevant to the problem of knowing the Jordan structure of a given matrix $A$ is

$$SA = A^S \quad \cdots \cdots \cdots \cdots \cdots (1.7)$$

The solutions $S$ of this matrix equation satisfy the non-linear equation (1.6) and therefore there is some interest in solving this equation. In what follows, it will be shown what information can be derived from the existence of different types of solutions of the equation and how to compute these solutions numerically.

(i) Existence of Solutions and Jordan Structure

The equation (1.7) is a special case of the general linear matrix equation

$$A_1 X B_1 + A_2 X B_2 + \cdots + A_n X B_n = 0$$

discussed earlier and the general theory when applied to this special case shows that the matrix equation is equivalent to a system of algebraic equations of the form

$$Gx = 0$$

where

$$G^T = A \otimes I - I \otimes \overline{A}$$

Since the eigenvalues of $G$ are $n^2$ numbers

$$\lambda_i - \overline{\lambda}_j, \ i, j = 1, \ldots, n$$

where $\lambda_1, \lambda_2, \ldots, \lambda_n$ are the eigenvalues of $A$, one obtains the following result
immediately:

**Theorem 1.8** The matrix equation (1.7) has a non-trivial solution if and only if $\lambda_1 = \bar{\lambda}_j$ for some $i$ and $j$.

Next, let there exist a non-singular solution $S$ of (1.7). Then, since $A$ is similar to $A^\#$, $A$ and $A^\#$ have their eigenvalues in common. Thus a necessary condition that the equation (1.7) admit a non-singular solution $S$ is that all the complex eigenvalues of $A$ occur in conjugate pairs.

Conversely, let all the complex eigenvalues of $A$ occur in conjugate pairs and let $P$ be a non-singular matrix such that

$$PAP^{-1} = \text{diag}(J_1, J_2, \ldots)$$

where each $J_i$ is of the form (1.3). It can be assumed without any loss of generality that, in this canonical representation of $A$, all non-real $J_i$'s appear first and then the real ones. Then, since each $J_i$ is either real or else $J_\bar{i}$ is also one of the Jordan blocks different from $J_i$, the non-real $J_i$'s may be grouped in pairs such that each pair contains a Jordan block and one of its complex conjugates. With this grouping of the Jordan blocks one can write

$$PAP^{-1} = \text{diag}(C_1, C_2, \ldots; D_1, D_2, \ldots)$$

where each $C_i$ is a matrix of paired non-real Jordan blocks and $D_i$'s are real Jordan blocks. For each matrix $C_i$ of order $2\nu$, it can be shown that there is a matrix
of order $2v$, where first $v$ rows are made of a's and the last $v$ rows of b's, and a's and b's are all arbitrary, such that

$$G_1 C_1 = C_1^T G_1$$

Since $\det G_1 = \pm a_1^v b_1^v$, $G_1$ can be made non-singular by choosing a's and b's non-zero. Again, for each $D_k$, a matrix

$$H_k = \begin{pmatrix}
0 & 0 & 0 & \cdots & 0 & c_1 \\
0 & 0 & 0 & \cdots & c_1 & c_2 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
c_1 & c_2 & \cdots & \cdots & \cdots & c_k
\end{pmatrix}$$

of the same order as $D_k$, where c's are all arbitrarily chosen numbers, can be constructed such that

$$H_k D_k = D_k^* H_k$$

Since $\det H_k = \pm c_1^k$, $H_k$ can also be made non-singular by choosing
$c_1$ non zero.

Setting now

$$\overline{S} = \text{diag}(G_1, G_2, \ldots; H_1, H_2, \ldots)$$

it is seen that

$$\overline{S} \text{P} \text{A}^{-1} = (\text{P} \text{A}^{-1})^* \overline{S}$$

whence

$$S = \text{P}^* \overline{S} \text{P},$$

satisfies

$$SA = A^* S.$$

Clearly, $S$ can be made non-singular and the result follows:

**THEOREM 1.9** A necessary and sufficient condition that there exist
a non-singular solution $S$ of the equation (1.7) is that any complex
eigenvalues of $A$ occur in conjugate pairs.

Since, for a real matrix $A$, complex eigenvalues always occur
in conjugate pairs, one immediately obtains the following:

**COROLLARY TO THEOREM 1.9** For every real matrix $A$, there always
exists a non-singular matrix $S$ transforming $A$ into its transpose.

Lastly, let there exist a positive definite solution $S$ of the
equation. Then, since $S$ is positive definite, $S^{1/2}$ and $S^{-1/2}$ are
properly defined. The equation (1.7) therefore, can be written as

$$S^{1/2} A S^{-1/2} = S^{-1/2} A^* S^{1/2}.$$

If now

$$P = S^{1/2} A S^{-1/2},$$

then

$$P^* = S^{-1/2} A^* S^{1/2} = S^{1/2} A S^{-1/2} = P.$$
and

\[ A = S^{-\frac{1}{2}} P S^{\frac{1}{2}} \]

and therefore similar to \( P \).

Conversely, if \( A \) is similar to a hermitian matrix, then there exists a non-singular matrix \( T \) such that \( T^{-1}AT \) is hermitian. So,

\[ T^{-1}AT = T^*A^*(T^*)^{-1}. \]

If, now \( S = (TT^*)^{-1} \) then \( S \) is positive definite and satisfies (1.7). Thus:

**THEOREM 1.10** The matrix equation (1.7) admits a positive definite hermitian solution \( S \) if and only if \( A \) is similar to a hermitian matrix.

Since the eigenvalues of a hermitian matrix are all real and the similarity transformation preserves the eigenvalues, it follows from theorem 1.10 that the existence of a positive definite hermitian solution \( S \) of the equation 1.7 not only implies that \( A \) is similar to a normal matrix, but also that it has all its eigenvalues real.

**REMARK:** The result of the Corollary to theorem 1.9 is true for an arbitrary matrix, real or complex, and is well known.

(ii) **Construction of Solutions**

Theorems 1.8 to 1.10 are all existence theorems and assume knowledge of the Jordan canonical form of \( A \). A theory will now be developed which will provide an alternative criterion of exis-
tence of solutions without any prior information concerning the jordan form of $A$ and at the same time will provide a constructive method of computing these solutions in case $A$ is given in its rational canonical form.

Constructions of Non-Trivial Solutions (An Alternative Criterion for Existence)

Let $A_0$ be a companion matrix of the form (1.1) and let $s_1, s_2, \ldots, s_n$ be the $n$ rows of a matrix $S_0$. Then the successive rows of $S_0A_0$ are $s_1A_0, s_2A_0, \ldots$ and $s_nA_0$ and the successive rows of $A_0^nS$ are $s_1 + \bar{a}_1s_n, s_1 + \bar{a}_2s_n, \ldots$ and $s_{n-1} + \bar{a}_ns_n$. The matrix equation

$$S_0A_0 = A_0^nS_0$$

is therefore completely equivalent to

$$\bar{a}_1s_n = s_1A_0$$

$$s_{i-1} + \bar{a}_is_n = s_1A_0, \quad i = 2, 3, \ldots, n$$

Eliminating $s_1$, $i = 1, \ldots, n-1$, one gets

$$s_n(A_0^n - \bar{a}_nA_0^{n-1} \ldots - \bar{a}_2A_0 - \bar{a}_1) = 0$$

This equation gives rise to the following system of linear equations:

$$\bar{\phi}(A_0^T)s_n^T = 0$$

where $\phi(x)$ is the characteristic polynomial of $A_0$ and $\bar{\phi}(x)$ is the polynomial whose coefficients are the complex conjugates of those of $\phi(x)$.

Again, since $A$ is assumed to be nonderogatory, the matrix equation (1.7) is seen to be completely equivalent to
\[ S_0 A_0 = A_0^T S_0 \]

where
\[ S_0 = (P^*)^{-1} S, \]

P being the matrix transforming \( A \) into its rational canonical form \( A_0 \). One thus obtains the following result:

**THEOREM 1.1** Let \( A \) be a nonderogatory matrix. Then the matrix equation (1.7) has a non-trivial solution \( S \) if and only if there exists a non-null vector \( s \) such that \( s \overline{\phi}(A) = 0 \), where \( \phi(x) \) is the characteristic polynomial of \( A \).

**A Particular Case - A is Real:** In case the given matrix \( A \) is real, \( \overline{\phi}(A) = \phi(A) \) and hence is a null matrix, by the Cayley-Hamilton Theorem. One thus obtains the following well-known result:

**COROLLARY TO THEOREM 1.1** Let \( A \) be a nonderogatory real matrix. Then the matrix equation
\[ SA = A^T S \]

admits an \( n \)-parameter family of solutions.

(b) **Construction of Non-singular Hermitian and Symmetric Solutions**

It has recently been shown by Duke [12] that the matrix equation (1.7) has a non-singular hermitian solution whenever it admits a non-singular solution. In fact, if \( P \) is a non-singular matrix satisfying (1.7) then the matrix
\[ S = cP + \overline{c}P^* \]

where \( c \) is a complex number, also satisfies the equation. Clearly, \( S \) is hermitian and can be made non-singular by choosing \( c \) properly.
The problem of finding a non-singular solution $P$ of the equation (1.7) is, however, not a trivial one. It is pleasant to note that, in case the given matrix $A$ is a companion matrix, the constructive procedure used to prove theorem 1.11 really gives a constructive method of computing such a solution. Indeed, if $s_n$ is any row vector which satisfies $\frac{\phi(A^T)}{s_n^T} s_n = 0$ and makes $S$ non-singular, then, taking $s_n$ as $n$th row vector of $S$, all other row vectors $s_i$, $i = 1, \ldots, n-1$ of $S$ can be computed recursively using the relation:

$$\bar{a}_1 s_n + s_{i-1} = s_i A, \quad i = 2, 3, \ldots, n$$

In the real case, the situation is however different. The equation $SA = A^TS$ has been studied in some details in the literature and consequently, a few results are available on its solution. Any symmetric solution $S$ of the equation

$$SA = A^TS \quad \text{..................}(1.8)$$

is called a Symmetrizer of $A$ and the matrix $A$ is said to be symmetrized by $S$ in this case. It was shown by Desautels [11] that there always exists a $n$-parameter family of symmetric solutions of (1.8) and every solution of the equation (1.8) is symmetric if and only if $A$ is non-derogatory. This result was also obtained by Tausky and Zassenhaus [45] using different techniques. A numerical constructive procedure of obtaining a symmetrizer of a given arbitrary matrix $A$ was first obtained by Howland and Farrell [28], who showed that, for an arbitrary given matrix $A$, one could actually construct a tridiagonal matrix $T$ and a diagonal matrix $D$ such that
A is transformed to $T$ by similarity and $D$ symmetrizes $T$:

$$DT = T^TD.$$  

Unfortunately, the algorithm proposed for this purpose was adapted from one of the suspect methods for the general matrix eigenvalue problem, namely the method of Lanczos or minimized iterations ([21], p. 17-24) and therefore it suffers from numerical instability in some practical cases. A stable method has been recently proposed by Howland [25], showing that one could construct a symmetric solution of (1.8) by first transforming the given matrix $A$ to Hessenberg form. Indeed, if $A$ is in upper Hessenberg form and the first row and the first column of $S$ are chosen arbitrarily, then, in view of the facts that the matrices $S$ and $SA$ will have to be symmetric, one finds that the remaining elements of $S$ can be generated systematically. Incidentally, in view of Desautel's result quoted above, one immediately finds that the Corollary to theorem 1.11 gives a constructive method for computing a symmetrizer of a companion matrix. The method can be formulated as follows:

**An Algorithm For Computing a Symmetrizer for a Companion Matrix**

Let $s_1, s_2 \ldots s_n$ be the successive rows of a symmetrizer $S$. Then

(i) Choose $s_n$ arbitrarily

(ii) Compute the remaining rows recursively from the following:

**Example** $s_{i-1} = s_iA - a_1s_n$, $i = n, n-1, \ldots, 3, 2$.

Let

$$A = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
a_1 & a_2 & a_3 
\end{bmatrix}$$
be a given matrix of order 3. Then, if $s_1$, $s_2$, and $s_3$ are the successive rows of $S$, choosing $s_3 = (1, l, l)$, $s_1$ and $s_2$ are given by

$$
s_2 = s_3 A - a_3 s_3 = (l, 1, 1) \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ a_1 & a_2 & a_3 \end{pmatrix}
$$

$$
- a_3(1, l, l) = (a_1 - a_3, l + a_2 - a_3, l)
$$

$$
s_1 = s_2 A - a_2 s_3 = (a_1 - a_3, l + a_2 - a_3, l) x
$$

$$
\begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ a_1 & a_2 & a_3 \end{pmatrix} - a_2(1, l, l)
$$

$$
= (a_1 - a_2, a_1 - a_3, l)
$$

Thus, a symmetrizer $S$ of $A$ is

$$
S = \begin{pmatrix} a_1 - a_2 & a_1 - a_3 & 1 \\ a_1 - a_3 & a_2 - a_3 + 1 & 1 \\ 1 & 1 & 1 \end{pmatrix}
$$

Hankel Matrix as a Symmetrizer

By the algorithm just stated, if $X$ is a symmetrizer of a companion matrix $A$ with $x_1, x_2, \ldots, x_n$ as its row vectors, then $x_n$ can be chosen arbitrarily and $x_1, \ldots, x_{n-1}$ are given by

$$
x_i = x_n (A^{n-i} - a_n A^{n-i-1} \ldots - a_{i+1}),
$$

$$
i = 1, 2, \ldots, n-1$$
In what follows, it will be shown that in case $A$ has distinct eigenvalues there is a unique choice of the vector $x_n$ for which the matrix $X$ becomes just equal to $H^{-1}$, where $H$ is the Hankel matrix in (1.5).

The first $n-1$ successive rows of $XH$ are

$$x_n(A^{n-1} - a_n A^{n-1} - a_{i+1})H$$

$$i = 1, 2, \ldots, n-1.$$

Therefore, the equation $XH = I$ is true if and only if

$$\begin{align*}
  x_n(A^{n-1} - a_n A^{n-1} - a_{i+1})H &= e_i, \\
  i &= 1, \ldots, n-1
\end{align*}$$

$$x_n H = e_n$$

where $e_i$ is the $i$th row of the identity matrix $I$. The relation (1.9) is equivalent to

$$\begin{align*}
  x_n A^{n-1} H &= c_1 e_1 + c_2 e_2 + \ldots + c_n e_n \\
  x_n A^{n-2} H &= c_1 e_2 + c_2 e_3 + \ldots + c_{n-1} e_n \\
  \vdots \quad \vdots
  x_n A H &= c_1 e_{n-1} + c_2 e_n \\
  x_n H &= c_1 e_n
\end{align*}$$

where $c_1, c_2, \ldots, c_n$ are given by the following recursive relation

$$\begin{align*}
  c_1 &= 1 \\
  c_{i+1} &= a_n e_i + a_{n-1} c_{i-1} + \ldots + a_{n-i+1} c_1,
\end{align*}$$

$$\text{......(1.10)}$$
1 = 1, 2, ... n-1

The relation (1.9') gives rise to a system of \( n^2 \) non-homogeneous equations in \( n \) unknowns \( x_{11}, x_{12}, \ldots, x_{1n} \), which, when arranged properly, can be written in the form

\[
Mx'_{n} = c \quad \cdots \cdots \cdots \cdots \cdots (1.11)
\]

where

\[
x'_{n} = \begin{pmatrix}
x_{11} \\
\vdots \\
x_{1n}
\end{pmatrix}
\]

\[
c = \begin{pmatrix}
0 \\
0 \\
\vdots \\
c_1 \\
0 \\
0 \\
0 \\
c_1 \\
c_2 \\
\vdots \\
c_1 \\
c_2 \\
c_3 \\
\vdots \\
c_n
\end{pmatrix}
\]

The first \( n \) coordinates of \( c \) are 0, 0, ..., 0, \( c_1 \), the second \( n \) coordinates are 0, 0, ..., 0, \( c_1, c_2 \) and so on.
and the coefficient matrix $M(n^2 \times n)$ is

$$
M = \begin{bmatrix}
S_0 & S_1 & \cdots & S_{n-1} \\
S_1 & S_2 & \cdots & S_n \\
\vdots & \vdots & \ddots & \vdots \\
S_{n-1} & S_n & \cdots & S_{2n-2} \\
S_1 & S_2 & \cdots & S_n \\
S_2 & S_3 & \cdots & S_{n+1} \\
\vdots & \vdots & \ddots & \vdots \\
S_n & S_{n+1} & \cdots & S_{2n-1} \\
\vdots & \vdots & \ddots & \vdots \\
S_{n-1} & S_n & \cdots & S_{2n-2} \\
S_n & S_{n+1} & \cdots & S_{2n-1} \\
\vdots & \vdots & \ddots & \vdots \\
S_{2n-2} & S_{2n-1} & \cdots & S_{3n-3}
\end{bmatrix}
$$

First $n$

Second $n$

Last $n$

It now follows from the identities

\[
\begin{aligned}
S_n &= a_n S_{n-1} + a_{n-1} S_{n-2} + \cdots + a_2 S_1 + a_1 S_0 \\
S_i &= a_n S_{i-1} + a_{n-1} S_{i-2} + \cdots + a_2 S_{i-n+1} + a_1 S_{i-n} \quad (1 > n)
\end{aligned}
\]

and the recursive relations (1.10), that the system (1.11) is reduced to the following system of $n$ equations in $n$ unknowns:

\[
\begin{bmatrix}
S_0 & \cdots & S_{n-1} \\
S_1 & \cdots & S_n \\
\vdots \\
S_{n-1} & \cdots & S_{2n-2}
\end{bmatrix}
\begin{bmatrix}
x'_n \\
0 \\
0 \\
\vdots \\
0 \\
c_1
\end{bmatrix}
\]
Since the coefficient matrix of the system (1.12) is non-singular, the system has a unique solution and this solution, when substituted in X, gives the inverse of the matrix H. Thus one obtains the following result: (The result was also obtained by Howland [24] before, using a different technique).

**THEOREM 1.12** Let A be a nonderogatory matrix in its rational canonical form with its eigenvalues all distinct. Then the inverse of the Hankel matrix $H$ in (1.5) symmetrizes $A$.

(c) **Construction of a Positive Definite Symmetrizer**

Let $A$ be a nonderogatory matrix in its rational canonical form, with real and distinct eigenvalues. Then by theorem 1.10, there is a positive definite solution of the equation (1.8). In fact, the inverse of the associated Hankel matrix $H$ is such a symmetrizer. For, by the result just stated, $S = H^{-1}$ is a symmetrizer of $A$ and since the eigenvalues are all real and distinct, by the Corollary to theorem 1.3, $S$ is positive definite.

**Example**

Let

$$A = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & -2 & 3 \end{pmatrix}$$

be the given matrix of order 3. Then, the successive rows of a symmetrizer $X$ of $A$ are

$$x_3 \begin{pmatrix} 2 & -3 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad x_3 \begin{pmatrix} 1 & 0 & 0 \\ 0 & -3 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \quad \text{and} \quad x_3 \begin{pmatrix} 0 & -3 & 1 \\ 0 & 0 & 0 \\ 0 & -2 & 0 \end{pmatrix}$$
where \( x_3 = (x_{11}, x_{12}, x_{13}) \) is an arbitrary vector. The system (1.12) is

\[
\begin{align*}
3x_{11} + 3x_{12} + 5x_{13} &= 0 \\
3x_{11} + 5x_{12} + 9x_{13} &= 0 \\
5x_{11} + 9x_{12} + 17x_{13} &= 1
\end{align*}
\]

The unique solution of the system is

\[ x_{11} = \frac{1}{2}, x_{12} = -3, x_{13} = \frac{3}{2} \]

The successive rows of the matrix \( H^{-1} \) are therefore:

\( (1, \frac{3}{2}, \frac{1}{2}) \), \( (-\frac{3}{2}, \frac{13}{2}, -3) \) and \( (1, -3, \frac{3}{2}) \).

The matrix

\[
S = H^{-1} = \begin{bmatrix}
1 & -\frac{3}{2} & \frac{1}{2} \\
-\frac{3}{2} & \frac{13}{2} & -3 \\
\frac{1}{2} & -3 & \frac{3}{2}
\end{bmatrix}
\]

is positive definite and symmetrizes \( A \).

1.4.3 Matrix Equation \( SP(A) = A^*S \)

There clearly exist diagonable matrices whose eigenvalues are not all real, and therefore there must correspondingly exist solutions of the non-linear equation (1.6) which are not solutions of the linear equation (1.7). To determine these, the following well-known result about commutativity of matrices is recalled first. (Adapted from [16], Vol. I, p. 222).

**Theorem 1.13** Every polynomial in a matrix \( A \) commutes with \( A \); and
every matrix that commutes with $A$ is a polynomial in $A$ when, and only when, $A$ is nonderogatory.

The matrix equation (1.6) really states that the matrices $A$ and $S^{-1}A^*S$ are commutative and since $A$ is assumed to be nonderogatory it follows from the above theorem that

$$S^{-1}A^*S = P(A),$$

where $P(A)$ is a polynomial in $A$. The matrix equation (1.6) is therefore equivalent to the equation

$$SP(A) = A^*S \quad \text{(1.13)}$$

A detailed study of the equation (1.13) and in particular, the question of existence and construction of a positive definite solution will now follow:

**Construction of Non-Trivial and Non-Singular Solutions**

The equation (1.13) is also a special case of the general linear equation and therefore the criterion of existence and uniqueness of the solutions of this equation may be obtained by applying the general theory. Since, this is not useful for the present purpose, a detailed description is omitted. However, it is easy to observe that the constructive method proposed for obtaining the solutions of the equation (1.7) can also be successfully applied to this general equation (1.13).

Let $A$ be a nonderogatory matrix of order $n$ and let $P(A)$ be a polynomial in $A$. Then the equation (1.13) is equivalent to
\[ S_1P(A) = A_1S_1 \] ........................(1.14)

where \( A_1 \) is in the companion form (1.1) and

\[ S_1 = (T^*)^{-1} S \]

\( T \) being the matrix transforming \( A \) to the companion form (1.1). The equation (1.13) is therefore completely solved if all the solutions of (1.14) are known, and vice-versa. Attention will thus be concentrated in assuming \( A_1 \) in the form (1.1) and finding \( S_1 \) satisfying (1.14).

Let \( s_i, i = 1, \ldots, n \) be the rows of \( S_1 \). Then the successive rows of \( S_1P(A) \) are \( s_1P(A), s_2P(A), \ldots, s_nP(A) \) and those of \( A_1S_1 \) are \( \bar{a}_1s_n, s_1 + \bar{a}_2s_n, \ldots, s_{n-1} + \bar{a}_ns_n \). These two products are equal if and only if

\[ \bar{a}_1s_n = s_1P(A) \]
\[ s_{i-1} + \bar{a}_1s_n = s_iP(A), i = 2, 3, \ldots, n \]

The last relation is equivalent to

\[ s_n(P^n(A) - \bar{a}_{n-1}P^{n-1}(A) \ldots - \bar{a}_2P(A) - \bar{a}_1I) = 0 \]

that is,

\[ s_n\phi(P(A)) = 0 \]

where \( \phi(x) \) is the characteristic polynomial of \( A_1 \). One thus arrives at the following result:

**THEOREM 1.14** Let \( A \) be a nonderogatory matrix of order \( n \) and \( P(A) \) be a polynomial in \( A \). Then the matrix equation (1.13) has a non-trivial solution \( S \) if and only if the \( n \)th row \( s_n \) of \( S \) is such that \( s_n\phi(P(A)) = 0 \) where \( \phi(x) \) is the characteristic polynomial of \( A \). The other row vectors
of $S$ are given by the following recursive relations

$$s_{i-1} + \bar{a}_i s_n = s_i P(A), \ i = n, n-1, \ldots, 3, 2.$$ 

Let the rank $r$ of the matrix $\Phi(P(A))$ be such that $0 < r < n$. Then, since $\Phi(P(A))$ is not a null matrix, the matrices $P(A)$ and $A^*$ have fewer than $n$ eigenvalues in common and hence $P(A)$ is not similar to $A^*$, one therefore has

**COROLLARY TO THEOREM 1.14** The equation $SP(A) = A^*S$ does not have a non-singular solution if $0 < \text{rank } \Phi(P(A)) < n$.

**REMARK** It is noted that the above discussion remains valid if $P(A)$ is any given matrix of the same order as $A$, not necessarily a polynomial in $A$.

Since the construction of positive definite solutions is of primary interest and every positive definite solution is necessarily non-singular, this corollary gives rise to the following question:

Given a matrix $A$, does there exist a polynomial $P(A)$ in $A$ such that $P(A) \neq A$ has the same eigenvalues as $A^*$? To answer this, one proceeds as follows:

Let $\lambda_1, \lambda_2, \ldots, \lambda_r$ be the distinct eigenvalues of $A$ with multiplicities $\nu_i, i = 1, \ldots, r$ and let

$$P(x) = c_0 + c_1 x + c_2 x^2 + \ldots + c_{n-1} x^{n-1}$$

be a polynomial of degree not exceeding $n-1$. Then $P(A)$ and $A^*$ have all their eigenvalues in common if the system of equations

$$c_0 + c_1 \lambda_i + c_2 \lambda_i^2 + \ldots + c_{n-1} \lambda_i^{n-1} = \bar{\lambda}_i, \ \ldots, (1.45)$$

$$i = 1, \ldots, r$$
has a solution. In matrix notation, the system (1.15) can be written as

\[ Mc = \lambda \]

where

\[
c = \begin{pmatrix} c_1 \\ \vdots \\ c_{n-1} \end{pmatrix}, \quad \lambda = \begin{pmatrix} \lambda_1 \\ \vdots \\ \lambda_r \end{pmatrix}
\]

and the coefficient matrix

\[
M = \begin{pmatrix}
1 & \lambda_1 & \cdots & \lambda_r^1 & \lambda_r^{r+1} & \cdots & \lambda_r^{n-1} \\
1 & \lambda_2 & \cdots & \lambda_r^2 & \lambda_r^{r+1} & \cdots & \lambda_r^{n-1} \\
1 & \lambda_j & \cdots & \lambda_r^j & \lambda_r^{r+1} & \cdots & \lambda_r^{n-1} \\
& \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
1 & \lambda_r^r & \cdots & \lambda_r^r & \lambda_r^{r+1} & \cdots & \lambda_r^{n-1}
\end{pmatrix}
\]

If \( r < n \), the coefficient matrix \( M \) and the augmented matrix \((M, \lambda)\) are both rectangular and the Vandermonde matrix

\[
M_1 = \begin{pmatrix}
1 & \lambda_1 & \cdots & \lambda_r^{r-1} \\
1 & \lambda_2 & \cdots & \lambda_r^{r-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \lambda_r & \cdots & \lambda_r^{r-1}
\end{pmatrix}
\]

standing on the upper left hand corner of both of them is non-
singular, since \( \lambda_1, \lambda_2, \ldots, \lambda_r \) are all distinct. Thus, these matrices have the same rank and the system (1.15) is consistent.

When \( r = n \), each \( v_i = 1 \) and the coefficient matrix \( M \) is then clearly non-singular. One therefore arrives at the following result:

**Theorem 1.15**  Let \( A \) be an arbitrary non-scalar matrix of order \( n \).

Then there always exists a polynomial \( P(A) \) in \( A \) such that \( P(A) \neq A \), but \( P(A) \) and \( A^k \) have the same characteristic polynomial.

**Note**  In case all the eigenvalues of \( A \) are real and distinct, the system of equations (1.15) is to be set up as follows:

\[
\begin{align*}
    c_0 + c_1 \lambda_1 + c_2 \lambda_1^2 + \ldots + c_{n-1} \lambda_1^{n-1} &= \lambda_1 - 1, \quad i = 1, \ldots, n \\
    \lambda_0 &= \lambda_n
\end{align*}
\]

As before, it can be shown that the system is consistent and has a unique solution and this solution does not correspond to \( P(A) = A \).

**A particular case - \( A \) is real**

In case the matrix \( A \) is real, \( A^k = A^T \) and since \( A \) and \( A^T \) have the same characteristic polynomial, the following result is easily obtained as a corollary to the above theorem.

**Corollary to Theorem 1.15 (Generalized Cayley-Hamilton Theorem)**

For every real non-scalar matrix \( A \), there exists a polynomial \( P(A) \neq A \) such that \( P(A) \) satisfies the characteristic equation of \( A \).

**Construction of Polynomials**

Next, it will be shown how polynomials \( P(A) \) can actually be constructed in terms of the symmetric functions of the eigenvalues of \( A \), when the given matrix \( A \) is real and its eigenvalues are not all distinct.
Since $A$ is real, the system (1.15) reduces to
\[ c_0 + c_1\lambda_1 + c_2\lambda_1^2 + \ldots + c_{n-1}\lambda_1^{n-1} = \lambda_1, \ldots, (1.16) \]
\[ i = 1, 2, \ldots, r \]

This system is consistent, because $c_0 = c_2 = \ldots = c_{n-1} = 0$; $c_1 = 1$ is always a solution. Again, since $\lambda_1, \ldots, \lambda_r$ are all distinct, the rank of the system is $r < n$ and therefore, $n-r$ unknowns may be chosen so that the coefficient matrix of the remaining $r$ unknowns is of rank $r$ and whenever these $n-r$ unknowns are assigned any values whatsoever, the remaining $r$ unknowns are uniquely determined.

Indeed, if $c_r, c_{r+1}, \ldots, c_{n-1}$ are all chosen equal to -1, then the system (1.6) becomes
\[ c_0 + c_1\lambda_1 + c_2\lambda_1^2 + \ldots + c_{r-1}\lambda_1^{r-1} = \lambda_1 + \lambda_1^r + \ldots + \lambda_1^{n-1}, \ldots, (1.17) \]
\[ i = 1, 2, \ldots, r \]

The matrix of this system is again a Vandermonde matrix whose determinant is not zero. So, the system can be solved uniquely for the unknowns $c_0, c_1, c_2, \ldots, c_{r-1}$. In matrix notation, the system (1.17) can be written as
\[
\begin{bmatrix}
1 & \lambda_1 & \ldots & \lambda_1^{r-1} \\
1 & \lambda_2 & \ldots & \lambda_2^{r-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \lambda_r & \ldots & \lambda_r^{r-1}
\end{bmatrix}
\begin{bmatrix}
c_0 \\
c_1 \\
\vdots \\
c_{r-1}
\end{bmatrix}
= 
\begin{bmatrix}
\lambda_1 + \lambda_1^r + \ldots + \lambda_1^{n-1} \\
\lambda_2 + \lambda_2^r + \ldots + \lambda_2^{n-1} \\
\vdots \\
\lambda_r + \lambda_r^r + \ldots + \lambda_r^{n-1}
\end{bmatrix}
\]

Pre multiplying both sides by the matrix product
\[
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
\lambda_1 & \lambda_2 & \cdots & \lambda_r \\
\vdots & & & \vdots \\
\lambda_1^{r-1} & \lambda_2^{r-1} & \cdots & \lambda_r^{r-1}
\end{pmatrix}
\begin{pmatrix}
\nu_1 & 0 & \cdots & 0 \\
0 & \nu_2 & \cdots & 0 \\
\vdots & & & \vdots \\
0 & \cdots & \cdots & \nu_r
\end{pmatrix}
\]

one obtains

\[
\begin{pmatrix}
1 & 1 & 1 \\
\lambda_1 & \lambda_2 & \lambda_r \\
\vdots & & \vdots \\
\lambda_1^{r-1} & \lambda_2^{r-1} & \lambda_r^{r-1}
\end{pmatrix}
\begin{pmatrix}
\nu_1 & 0 & 0 \\
0 & \nu_2 & 0 \\
\vdots & & \vdots \\
0 & \cdots & \nu_r
\end{pmatrix}
= \begin{pmatrix}
1 & 1 & 1 \\
\lambda_1 & \lambda_2 & \lambda_r \\
\vdots & & \vdots \\
\lambda_1^{r-1} & \lambda_2^{r-1} & \lambda_r^{r-1}
\end{pmatrix}
\begin{pmatrix}
\nu_1 & 0 & 0 \\
0 & \nu_2 & 0 \\
\vdots & & \vdots \\
0 & \cdots & \nu_r
\end{pmatrix}
= \begin{pmatrix}
\lambda_1 \lambda_1^{r-1} + \cdots + \lambda_1^{n-1} \\
\lambda_2 \lambda_2^{r-1} + \cdots + \lambda_2^{n-1} \\
\vdots \\
\lambda_r \lambda_r^{r-1} + \cdots + \lambda_r^{n-1}
\end{pmatrix}
\]

\(\ldots (1.18)\)

The matrix product

\[
\begin{pmatrix}
1 & 1 & 1 \\
\lambda_1 & \lambda_2 & \lambda_r \\
\vdots & & \vdots \\
\lambda_1^{r-1} & \lambda_2^{r-1} & \lambda_r^{r-1}
\end{pmatrix}
\begin{pmatrix}
\nu_1 & 0 & 0 \\
0 & \nu_2 & 0 \\
\vdots & & \vdots \\
0 & \cdots & \nu_r
\end{pmatrix}
\begin{pmatrix}
1 & \lambda_1^{r-1} \\
\lambda_1 & \lambda_1^{r-1} \\
\vdots & \vdots \\
\lambda_r & \lambda_r^{r-1}
\end{pmatrix}
\]

is precisely the \(r \times r\) matrix
\[
\begin{pmatrix}
S_0 & S_1 & \cdots & S_{r-1} \\
S_1 & S_2 & \cdots & S_r \\
\vdots & \vdots & \ddots & \vdots \\
S_{r-1} & S_r & \cdots & S_{2r-2}
\end{pmatrix}
\]

where \( S_i = T_r(A^i) = \lambda_1^i + \lambda_2^i + \cdots + \lambda_n^i, \ i = 1, 2, \ldots, 2r-2 \)

\[
= v_1^i \lambda_1^i + v_2^i \lambda_2^i + \cdots + v_r^i \lambda_r^i
\]

and the product on the right hand side of (1.18) is just equal to a \((r \times 1)\) column matrix

\[
\begin{pmatrix}
S_1 + S_r + \cdots + S_{n-1} \\
S_2 + S_r + \cdots + S_n \\
\vdots \\
S_r + S_{2r-1} + \cdots + S_{n+r-2}
\end{pmatrix}
\]

The system (1.16) is thus completely equivalent to

\[
S_0 c_0 + S_1 c_1 + \cdots + S_{r-1} c_{r-1} = S_1 + S_r + \cdots + S_{n-1}
\]

\[
S_1 c_0 + S_2 c_1 + \cdots + S_r c_{r-1} = S_2 + S_{r+1} + \cdots + S_n
\]

\vdots

\[
S_{r-1} c_0 + S_r c_1 + \cdots + S_{2r-2} c_{r-2} = S_r + S_{2r-1} + \cdots + S_{n+r-2}
\]

Since the determinant of this system is non-zero, the quantities \( c_0, c_1, \ldots, c_{r-1} \) can be computed in terms of the symmetric functions of the eigenvalues of \( A \).

Combining theorem 1.14 with theorem 1.15 one concludes the
following:

**THEOREM 1.16**: The polynomials $P(A)$ defined by

$$P(\lambda_i) = \bar{A}_i, \ i = 1, \ldots, n \quad \ldots \ldots \ldots (1.19)$$

are such that the matrix equations

$$SP(A) = A^T S \quad \text{(or } A^T S \text{ in real case)}$$

always admit a non-trivial solution $S$ and the last row of every such solution can be chosen arbitrarily. Thus, in particular, a non-trivial solution $S$ may be made non-singular by choosing the last row of $S$ properly.

**Example**

Let

$$A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 2 & -5 & 4 \end{bmatrix}$$

be a matrix of order 3. Then the associated Hankel matrix

$$H = \begin{bmatrix} 3 & 4 & 6 \\ 4 & 6 & 10 \\ 6 & 10 & 18 \end{bmatrix}$$

is singular and therefore the eigenvalues of $A$ are not all distinct. Again, since $H$ has rank 2, by theorem 1.3, there are exactly two distinct eigenvalues of $A$. Hence $r = 2$. Following the above method of construction, it is seen that

$$P(A) = -A^2 + 4A - 2I$$
has the same characteristic equation as $A$ and therefore the equation

$$SP(A) = A^T S$$

has a non-trivial solution. In fact, choosing $s_3 = (1, 1, 1)$ and computing $s_1$ and $s_2$ by using the recursive relation on page 37, it is seen that the non-singular matrix

$$S = \begin{pmatrix} 9 & -20 & 7 \\ -8 & 1 & -2 \\ 1 & 1 & 1 \end{pmatrix}$$

satisfies the equation.

**Construction of a Positive Definite Solution**

The purpose of this section is to show that the polynomial in (1.19) not only gives rise to a non-singular solution, but also to a positive definite solution, whenever it exists. For this, the following result will be established first:

**Lemma 1.1** Let $A$ be an $n$-square normal matrix. Then $A^*$ can be expressed as a scalar polynomial in $A$.

**Proof:** The result is a classical one, but proofs found in most of the text books (see, e.g. [16], Vol. I. p. 272) assume that the eigenvalues of $A$ are known and the coefficients of the required polynomial are determined by them. It will be shown below how the polynomial can be computed without any prior knowledge of the eigenvalues of the given matrix. The only quantities required are the traces of several matrix products involving $A$ and $A^*$.

Since $A$ is normal, there exists a unitary matrix $U$ such that
$$U^*AU = D = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n)$$

where \(\lambda_1, \lambda_2, \ldots, \lambda_n\) are the eigenvalues of \(A\). Let

$$g(x) = c_0 + c_1x + c_2x^2 + \ldots + c_{n-1}x^{n-1}$$

be the required polynomial, whose coefficients are determined by the following system of linear equations

$$c_0 + c_1\lambda_i + c_2\lambda_i^2 + \ldots + c_{n-1}\lambda_i^{n-1} = \lambda_i, \ i = 1, \ldots, n$$

In matrix notation, the system is equivalent to

$$\begin{pmatrix}
1 & 1 & 1 \\
\lambda_1 & \lambda_2 & \lambda_n \\
\vdots & \vdots & \vdots \\
\lambda_1^{n-1} & \lambda_2^{n-1} & \lambda_n^{n-1}
\end{pmatrix} \begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\vdots \\
\lambda_n
\end{pmatrix} = \begin{pmatrix}
c_0 \\
c_1 \\
\vdots \\
c_{n-1}
\end{pmatrix} = \begin{pmatrix}
1 & 1 & 1 \\
\lambda_1 & \lambda_2 & \lambda_n \\
\vdots & \vdots & \vdots \\
\lambda_1^{n-1} & \lambda_2^{n-1} & \lambda_n^{n-1}
\end{pmatrix} \begin{pmatrix}
\bar{\lambda}_1 \\
\bar{\lambda}_2 \\
\vdots \\
\bar{\lambda}_n
\end{pmatrix}$$

The matrix product

$$\begin{pmatrix}
1 & 1 & 1 \\
\lambda_1 & \lambda_2 & \lambda_n \\
\vdots & \vdots & \vdots \\
\lambda_1^{n-1} & \lambda_2^{n-1} & \lambda_n^{n-1}
\end{pmatrix} \begin{pmatrix}
\lambda_1 & \ldots & \lambda_1^{n-1} \\
\lambda_1 & \ldots & \lambda_2^{n-1} \\
\vdots & \vdots & \vdots \\
\lambda_1 & \ldots & \lambda_n^{n-1}
\end{pmatrix} = \begin{pmatrix}
S_0 & S_1 & \ldots & S_{n-1} \\
S_1 & S_2 & \ldots & S_n \\
\vdots & \vdots & \ddots & \vdots \\
S_{n-1} & S_n & \ldots & S_{2n-2}
\end{pmatrix}$$
where $S_i, i = 0, \ldots, 2n-2$ are given by

$$S_i = \text{Tr}(A^i) = \sum_{k=1}^{n} \lambda_k^i \bar{\lambda}_i^k.$$

Again, since $A$ is normal, the eigenvalues of the matrix product $A^k A^*$ are just $\lambda_1^k \bar{\lambda}_i^k, i = 1, \ldots, n, k = 0, 1, 2, \ldots$ Thus, R. H. S. of the system is just equal to

$$\begin{bmatrix}
\text{Tr}(A^*) \\
\text{Tr}(AA^*) \\
\vdots \\
\text{Tr}(A^{n-1} A^*)
\end{bmatrix}$$

The system thus can be solved for the unknowns $c_0, c_1, \ldots, c_{n-1}$ by knowing only traces of the matrix products $A^k$ and $A^k A^*$ $(k = 0, 1, \ldots)$. Now, since

$$D^* = \text{diag}(\bar{\lambda}_1, \bar{\lambda}_2, \ldots, \bar{\lambda}_n) = \text{diag}(g(\lambda_1), g(\lambda_2), \ldots, g(\lambda_n)) = g(D)$$

one obtains

$$A^* = UD^*U^* = U g(D) U^* = g(U D U^*) = g(A).$$

Turning back to the original question, it is noted that, when the given matrix $A$ has its eigenvalues all distinct, it is similar to a diagonal matrix $D$ by a non-singular similarity $T$. Since matrices $A$ and $D$ have the same eigenvalues, by the lemma 1.1, the polynomial $P(A)$ defined by (1.19) is such that

$$D^* = (TAT^{-1})^* = (T^*)^{-1} A^* T^* = P(TAT^{-1}) = T(P(A)) T^{-1}.$$
Clearly, the matrix $S = (T^*T)^{-1}$ is positive definite and satisfies the equation (1.13).
CHAPTER II

QUADRATIC FORMS, MATRIX EQUATIONS AND THE LOCATION OF MATRIX EIGENVALUES

Let \( f(x) = x^n - a_n x^{n-1} \ldots - a_2 x - a_1 \) be a polynomial of degree \( n \) and let it be required to find the numbers of zeros of \( f(x) \) in some specified regions. This type of problem arises very often in various branches of engineering, in the field of mathematical economics and in the study of computational algorithms. The specified regions within which the zeros of \( f(x) \) are to lie are normally half planes, the unit circle, sectors, ellipses etc. Associated with half planes are two famous classical problems: one, the problem of Hermite, is concerned with the determination of the number of zeros with positive imaginary parts and the other, due to Routh and Hurwitz concerns the number of zeros with negative real parts. The problem of determining the number of zeros in the unit circle is due to Schur and Cohn.

A differential equation is stable if the zeros of the characteristic polynomial are in the interior of the left half plane and similarly, a difference equation is stable if the zeros of the characteristic polynomial are in the interior of the unit circle. Thus, the Routh-Hurwitz problem arises in connection with the study of the stability of a system of differential equations and the Schur-Cohn problem arises in connection with that of a system of difference equations.

Now, \( f(x) \) is the characteristic polynomial of the companion matrix
\[ A = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & 1 \\
a_1 & a_2 & \cdots & a_n 
\end{bmatrix} \]  \hspace{1cm} (2.1)

whence the problem of determining the number of zeros of \( f(x) \) in a specified region becomes the problem of finding the number of eigenvalues of \( A \) in the same region. The latter is the second aspect of the problem of separation of eigenvalues and, as mentioned in Chapter I, it can be solved by using the technique of matrix equations following an interesting method of Howland [23] published recently. It has been proved by Howland that, given an arbitrary matrix \( A \) and a polynomial

\[ \phi(\lambda, \mu) = \sum_{k, \ell=0}^{n-1} c_{k\ell} \lambda^k \mu^\ell \]  \hspace{1cm} (2.2)

in \( \lambda \) and \( \mu \) such that \( \phi(\lambda_j, \mu_j) \) is not pure imaginary for any eigenvalue \( \lambda_j \) of \( A \), the matrix equation.

\[ \sum_{k, \ell=0}^{n-1} c_{k\ell} A^k X A^\ell + \sum_{k, \ell=0}^{n-1} \bar{c}_{k\ell} A^\ell X A^*k = S \]  \hspace{1cm} (2.3)

where \( S \) is a given positive definite Hermitian matrix, always admits a Hermitian solution \( X \), the inertia of which specifies the number of eigenvalues of \( A \) lying within and outside a specified region. Thus, if \( \pi \) and \( \nu \) denote the number of positive and negative squares respectively in a normal representation of the solution matrix \( X \), then the required information is supplied by the integers \( \pi \) and \( \nu \). Ordinarily \( X \) is a nonsingular and \( \pi + \nu = n \). Thus, in view of the existence of Howland's method, all the classical stability problems can be
formulated in terms of the matrix equations for the companion matrix $A$, obtained as special cases of the general matrix equation (2.3).

The application of Howland's method in solving these problems, however, demands that the matrix equations actually be solved. Once a hermitian solution $X$ has been obtained, its signature may be computed by studying the signs of principal minors, according to a method recently described by Howland [27]. The problem of solving these equations is not a trivial one. The purpose of this chapter is to give a brief account of some existing methods of solving the classical stability problems and to propose practical methods of considerable simplicity to solve the associated matrix equations numerically. The proposed methods seem to be closely related to those of Jameson [30] and Molinari [57].

2.1 THE EIGENVALUES IN A HALF PLANE

2.1.1 The Hermite Problem

The Hermite Problem is to find the number of zeros of a given polynomial $f(x)$ in the upper half plane and in particular to derive a necessary and sufficient condition that all the zeros have positive imaginary parts.

(a) Hermitian Forms and the Hermite Problem

(i) Hermite's Method of Solution

To solve the Problem, Hermite [17] considered the Bezoutiant

$$K(f) = -i \frac{f(x) \overline{f(y)} - f(y) \overline{f(x)}}{x - y} = \sum_{k, \ell=0}^{n-1} A_k \cdot x^k y^\ell$$
where \( \bar{f}(x) = x^n - \bar{a}_n x^{n-1} \ldots - \bar{a}_2 x - \bar{a}_1 \), a polynomial whose coefficients are the complex conjugates of those of \( f(x) \). From this Bezoutiant, Hermite constructed the hermitian form,

\[
H(f) = \sum A_k, \mu_k \bar{u}_k \bar{u}_\ell
\]

whose associated matrix \( A_k, \mu \) is real, and proved the following theorem:

**THEOREM 2.1 (Hermite):** If the rank of the Hermitian form \( H \) is \( n \), then the number of roots of \( f(x) = 0 \) with positive imaginary parts and of those with negative imaginary parts are respectively equal to the number of positive and negative squares in a normal representation of \( H \). The roots all have positive imaginary parts if and only if \( H \) is positive definite.

Different proofs of the Hermite Theorem are available in the literature (see, e.g., the Survey [31] of Krein and Naimark). Among these, an elegant way of solving the Hermite problem is due to Fujiwara [15] who discovered that a method of Lienard and Chipart proposed for the solution of the Routh-Hurwitz problem can be successfully applied to the problem of Hermite, to the Schur-Cohn problem and to some other problems of similar nature. Using this method, Fujiwara gave an independent proof of the Hermite Theorem. A proof of the theorem slightly different from that of Fujiwara has recently been given by Householder [20].

\[(ii) \quad \text{Bigradients and the Hermite Problem} \]

Let

\[
a_0, a_1, a_2, \ldots,
\]

\[
b_0, b_1, b_2, \ldots,
\]
be two sequences, either of which may be finite or infinite (if finite it will be assumed extended by zeros). Then the quantities

\[
\begin{pmatrix}
\begin{pmatrix}
a_0 & a_1 & \cdots & a_{i+j-1} \\
0 & a_0 & \cdots & a_{i+j-2} \\
0 & 0 & a_0 & \cdots & a_{i+j-3} \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
0 & b_0 & b_1 & \cdots & b_{i+j-2} \\
b_0 & b_1 & b_2 & \cdots & b_{i+j-1}
\end{pmatrix}
\end{pmatrix} = \delta \quad \cdots \cdots (2.4)
\]

where \( \delta \) signifies the determinant and there are \( i \) rows made up of the \( a \)'s and \( j \) rows of the \( b \)'s, are called **Bigradients**. Recently, it has been demonstrated by Householder [19] that bigradients may be used in solving the Routh-Hurwitz as well as the Hermite-problem. The following result has been proved:

Let \( f(z) = z^n + a_1 z^{n-1} + \ldots + a_n = f_0'(z) + i f_1(z) \) be a polynomial of degree \( n \) and let \( a_j = a_j' + i a_j'' \). Then the number of zeros of \( f(z) \) above the real axis and that below it are respectively equal to the number of variations and permanences of sign in the sequence

\[
l, a_1'', \delta \begin{pmatrix} (a_1')^1 \\ \cdots \delta (a_n')^1 \\ \cdots \delta (a_1')^2 \\ \cdots \delta (a_n')^2 \\ \cdots \delta (a_1')^{n-1} \\ \cdots \delta (a_n')^{n-1} \end{pmatrix}, \quad \cdots \cdots (2.5)
\]

provided no two consecutive terms vanish.

(b) **Matrix Equation and the Hermite-Problem**

The matrix equation that solves the Hermite-problem can be derived from Howland's equation (2.3) by setting \( \phi(\lambda, \mu) = i\lambda \). 
and $S = I$, an identity matrix, whence the equation reduces to

$$1AX - iXA^\# = I \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (2.6)$$

The matrix $A$ is in the form (2.1) and if $\pi$ and $\nu$ are the number of positive squares and the number of negative squares respectively in a normal representation of a hermitian solution $X$ of the equation (2.6) then $\pi$ is just the number of zeros of $f(x)$ in the lower half plane and $\nu$ is the number in the upper half plane, assuming that $\pi + \nu = n$ and $f(x)$ does not have any real zero.

Existence of Solution (A constructive Proof): Let $x_1, x_2, \ldots, x_n$ be the row-vectors of the solution matrix $X$. Then the successive rows of $AX$ are $x_2, x_3, \ldots, x_n$ and $a_1 x_1 + a_2 x_2 + \ldots + a_n x_n$ and the successive rows of $XA^\#$ are $x_1 A^\#, x_2 A^\#, \ldots$ and $x_n A^\#$. The matrix equation (2.6) is therefore equivalent to

$$\begin{cases}
1 x_k - i x_{k-1} A^\# = e_{k-1}, & k = 2, 3, \ldots, n \\
i(a_1 x_1 + a_2 x_2 + \ldots + a_n x_n) - i x_n A^\# = e_n
\end{cases} \quad \ldots \ldots (2.7)$$

where $e_k$ is the $k$th row vector of the identity matrix $I$. Eliminating $x_2, \ldots, x_n$, the relations (2.7) can be written

$$-i x_1(f(A^\#)) = e_1(A^{*n-1} - a_n A^{*n-2} - \ldots - a_2) + e_2(A^{*n-2} - a_n A^{*n-3} - \ldots - a_3) + \ldots + e_{n-1}(A^* - a_n) + e_n$$

This gives rise to the following system of $n$ non-homogeneous equations in $n$ unknowns

$$-i f(\bar{A}) x_1^T = c \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (2.8)$$
where the vector $c$ is given by
\[
c = (A^n - a_n A^{n-2} \ldots - a_2)e_1^T + (A^{n-2} - a_n A^{n-3} \ldots - a_3)e_2^T
+ \ldots + (A - a_n)e_{n-1}^T + e_n^T.
\]

Let $\lambda_1, \lambda_2, \ldots, \lambda_n$ be the eigenvalues of $A$. Then the eigenvalues of $f(A)$ are $f(\lambda_1), f(\lambda_2), \ldots, f(\lambda_n)$. So, the determinant of $f(A)$ is
\[
\det[f(A)] = \prod_{i=1}^n f(\lambda_i).
\]

Now $f(\lambda_i) = (\lambda_i - \lambda_1)(\lambda_i - \lambda_2) \ldots (\lambda_i - \lambda_n)$.

So, $\det[f(A)] = \prod_{i=1}^n (\lambda_i - \lambda_j)$. The expression $\prod_{i=1}^n (\lambda_i - \lambda_j)$ is defined as the resultant of the polynomials $f$ and $\overline{f}$ and is denoted by $R(f, \overline{f})$. Since the system has a unique solution if and only if $f(A)$ is non-singular, one immediately gets the following theorem:

**THEOREM 2.2:** Let $A$ be a companion matrix of the form (2.1) and let $\lambda_1, \lambda_2, \ldots, \lambda_n$ be its eigenvalues. Then the matrix equation (2.6) has a unique Hermitian solution $X$ (the unique solution is Hermitian, because $X^*$ is also a solution of the equation whenever $X$ is) if and only if
\[
\lambda_i \neq \lambda_j \quad \text{for any } i \text{ and } j. \quad (1)
\]

Note. The condition in Theorem 2.2 for the existence of the unique solution of the equation (2.6) is completely equivalent to the one derived by Howland [23]. For, according to Howland, the equation

\[\lambda_i \neq \lambda_j \quad \text{for any } i \text{ and } j. \quad (1)\]

The result is well known ([32] or [34]), but the proof is new and constructive.
if
\[ P(A) = \prod_{k, j=1}^{n} (\phi(\lambda_k, \overline{\lambda}_j) + \overline{\phi}(\lambda_j, \overline{\lambda}_k)) \]

is non-zero. Since in this case
\[ P(A) = \prod_{k, j=1}^{n} (\lambda_k - \overline{\lambda}_j) \]
it follows that \( P(A) \) is non-zero if and only if
\[ \lambda_k \neq \overline{\lambda}_j \text{ for any } k \text{ and } j. \]

**Construction of Solution and other Computational Aspects:**

The unique solution, whenever it exists, can be computed by solving first the non-homogeneous non-singular system (2.8) for \( x_1 \) and then computing the remaining row vectors \( x_2 \ldots x_n \) recursively from the relations (2.7). The coefficient matrix \((-1 f(\overline{A}))\) and the vector \( c \) of the system can be computed by using the algorithm of Barnett [6] to be described in the following section.

**Example:**
Let \( f(\lambda) = \lambda^3 + 3\lambda - 21 \) be a given polynomial of degree 3.

\[ (a_1 = 2i, a_2 = -3, a_3 = 0) \]

Then
\[ A = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 2i & -3 & 0 \end{pmatrix} \]

and the matrix equation (2.6) gives rise to the following system of equations.
\[
\begin{pmatrix}
-4 & 0 & 0 \\
0 & -4 & 0 \\
0 & 0 & -4
\end{pmatrix}
\begin{pmatrix}
x_{11} \\
x_{12} \\
x_{13}
\end{pmatrix}
= 
\begin{pmatrix}
4 \\
-21 \\
-2
\end{pmatrix}
\]

where \( x_1 = (x_{11}, x_{12}, x_{13}) \) is the first row vector of \( X \). Since the system is non-singular, it has a unique solution

\[
x_{11} = -1 \\
x_{12} = \frac{1}{2} \\
x_{13} = \frac{1}{2}
\]

The remaining two rows \( x_2 \) and \( x_3 \) are given by

\[
i x_2 = (1, 0, 0) + (-i, -\frac{1}{2}, \frac{i}{2})
\begin{pmatrix}
0 & 0 & -2i \\
1 & 0 & -3 \\
0 & 1 & 0
\end{pmatrix}
\]

\[
= \left( \frac{1}{2}, \frac{1}{2}i, -\frac{1}{2} \right)
\]

whence

\[
x_2 = \left( -\frac{1}{2}i, \frac{1}{2}, \frac{1}{2}i \right)
\]

\[
i x_3 = e_2 + i x_2 A^* = (0, 1, 0) + \left( \frac{1}{2}, \frac{1}{2}i, -\frac{1}{2} \right)
\begin{pmatrix}
0 & 0 & -2i \\
1 & 0 & -3 \\
0 & 1 & 0
\end{pmatrix}
\]

\[
= (0, 1, 0) + \left( \frac{1}{2}i, -\frac{1}{2}, -\frac{5i}{2} \right)
\]

\[
= \left( \frac{1}{2}i, \frac{1}{2}, -\frac{5}{2}i \right)
\]

whence

\[
x_3 = \left( \frac{1}{2}, -\frac{1}{2}i, -\frac{5}{2} \right)
\]
so, the unique hermitian solution $X$ of the equation is

$$X = \begin{pmatrix} -1 & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & -\frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & -\frac{5}{2} \end{pmatrix}$$

The leading principal minors of $X$ are

$$D_1 = -1, \quad D_2 = -\frac{3}{4}, \quad D_3 = \frac{7}{4}$$

Since,

$$V(1, -1, -\frac{3}{4}, \frac{7}{4}) = 2$$

and

$$P(1, -1, -\frac{3}{4}, \frac{7}{4}) = 1$$

by the theorem of Jacobi (p. 8) the number of zeros of $f(\lambda)$ with positive imaginary parts is 2 and that with negative imaginary parts is 1.

(c) **Barnett's Method of Solution**

The following result has been recently obtained by Barnett [6], using an approach entirely different from the two just described.

Let $f(\lambda) = f_0(\lambda) + i f_1(\lambda)$ be a polynomial of degree $n$ and let $R = f_1(F)$ where $F$ is the companion matrix of $f_0$.

**THEOREM 2.3 (Barnett):** $f(\lambda)$ has $p$ zeros with positive imaginary parts and $n-p$ zeros with negative imaginary parts, where $p$ is the number of variations of sign in the sequence

$$1, \epsilon_1 R_1, \epsilon_2 R_2, \ldots, \epsilon_n R_n$$
where $\epsilon_k = (-1)^{k+1} k^2$ and $R_k$ is the minor of order $k \times k$ formed from the first $k$ rows and last $k$ columns of $R$; under the assumption that none of $R_1, R_2, \ldots, R_n$ is zero.

An algorithm has also been proposed by Barnett to construct the polynomial matrix $R$. The most distinctive feature of the algorithm is that it does not involve the computation of higher powers of the given matrix. The algorithm is stated as follows:

Let

$$
\phi(x) = a_0 x^n + a_1 x^{n-1} + \ldots + a_{n-1} x + a_n \quad (a_0 = 1)
$$

$$
\psi(x) = b_0 x^m + b_1 x^{m-1} + \ldots + b_{n-1} x + b_m
$$

be two polynomials and let the companion matrix of $\phi(x)$ be

$$
A = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-a_n & -a_{n-1} & -a_{n-2} & \cdots & -a_1
\end{pmatrix}
$$

Then, when $m < n$, the rows of $\psi(A)$ are given by

$$
\begin{align*}
\mathbf{r}_1 &= (b_m, \ldots, b_1, b_0, 1, 0 \ldots 0) \\
\mathbf{r}_2 &= \mathbf{r}_1 A \\
\mathbf{r}_3 &= \mathbf{r}_2 A \\
\vdots & \vdots \\
\mathbf{r}_n &= \mathbf{r}_{n-1} A
\end{align*}
$$
and when \( m = n \), \( r_i \), \( i = 2, \ldots, n \) are the same as above, but

\[
    r_1 = (d_n, d_{n-1}, \ldots, d_1) , \quad \text{where}
\]

\[
    d_i = b_i - b_0 a_i
\]

2.1.2 The Routh-Hurwitz Problem

The classical problem of Routh and Hurwitz is that of finding the number of zeros of a given polynomial with negative real parts and in particular of obtaining a necessary and sufficient condition that all the zeros lie in the left half plane (\( \text{Re}(z) < 0 \)).

(a) Hermitian Forms and the Routh-Hurwitz Problem

(i) Routh's Algorithm

The British mathematician Routh gave a very simple algorithm for determining \( k \), the number of zeros of a real polynomial in the right half plane (\( \text{Re}(z) > 0 \)), with the help of Sturm's theorem and the theory of Cauchy indices. The algorithm can be stated as follows: (adapted from [16] vol. II, p. 178-180).

Given a real polynomial

\[
    f(x) = a_0 x^n + b_0 x^{n-1} + a_1 x^{n-2} + b_1 x^{n-3} + \ldots
\]

of degree \( n \), the following scheme, known as Routh's Scheme, is formed:

\[
\begin{array}{ccccccc}
    & a_0 & a_1 & a_2 & \cdots \\
    & b_0 & b_1 & b_2 & \cdots \\
    & c_0 & c_1 & c_2 & \cdots \\
    & d_0 & d_1 & d_2 & \cdots \\
    \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}
\]
The quantities $c_0$, $d_0$, $c_1$, $d_1$ etc can be computed from the coefficients of the given polynomial, as follows:

$$
    c_0 = a_1 - \frac{a_0}{b_0} b_1, \quad c_1 = a_2 - \frac{a_0}{b_0} b_2 \ldots
$$

$$
    d_0 = b_1 - \frac{b_0}{c_0} c_1, \quad d_1 = b_2 - \frac{b_0}{c_0} c_2 \ldots
$$

Routh's theorem then states that the number of zeros of $f(x)$ lying in the right half plane is equal to the number of variations of sign in the first column of the Routh-scheme and all the zeros have negative real parts if and only if all the elements of the first column of Routh's scheme are different from zero and of same sign.

(ii) Hurwitz's Criterion of Stability

Routh obtained the criterion of stability, unaware of the investigation of Hurwitz, who obtained it in a more beautiful form. Hurwitz's Criterion of Stability can be stated as follows:

Let $f(z) = a_0 z^n + b_0 z^{n-1} + a_1 z^{n-2} + b_1 z^{n-3} + \ldots$ be a polynomial of degree $n$ and let the quantities $\Delta_i$, $i = 1, \ldots, n$ be defined as follows:

$$
    \Delta_1 = b_0, \quad \Delta_2 = \begin{vmatrix} b_0 & b_1 \\ a_0 & a_1 \end{vmatrix}, \ldots, \Delta_n = \begin{vmatrix} b_0 & b_1 & \cdots & b_{n-1} \\ a_0 & a_1 & \cdots & a_{n-1} \\ 0 & b_0 & \cdots & b_{n-2} \\ \vdots & \vdots & \vdots & \ddots \end{vmatrix}
$$

\[ a_k = 0 \text{ for } k > \left[ \frac{n}{2} \right] \]

\[ b_k = 0 \text{ for } k > \left[ \frac{n-1}{2} \right] \]

Then all the zeros of $f(z)$ have negative real parts if and only if the quantities $\Delta_i$, $i = 1, \ldots, n$ are all positive. The quantities
\( \Delta_i \) are commonly known as the Hurwitz determinants.

(iii) **Equivalence**

The equivalence between Hurwitz's Criterion of stability and that of Routh has been established in the literature ([16], vol. II, p. 190-195). In fact, it has been shown that a lower triangular matrix of order \( n \), obtained from the coefficients of Routh's scheme, usually known as Routh-matrix

\[
R = \begin{pmatrix}
    b_0 & b_1 & b_2 & \ldots \\
    0 & c_0 & c_1 & \ldots \\
    0 & 0 & d_0 & \ldots 
\end{pmatrix}
\]

is equivalent to the Hurwitz-matrix

\[
H = \begin{pmatrix}
    b_0 & b_1 & b_2 & \ldots & b_{n-1} \\
    a_0 & a_1 & a_2 & \ldots & a_{n-1} \\
    0 & b_0 & b_1 & \ldots & b_{n-2} \\
    0 & a_0 & a_1 & \ldots & a_{n-2} \\
    0 & 0 & b_0 & \ldots & b_{n-3} \\
    \cdots & \cdots & \cdots & \cdots & \cdots 
\end{pmatrix}
\]

\[a_k = 0 \text{ for } k > \left[ \frac{n}{2} \right] \]

\[b_k = 0 \text{ for } k > \left[ \frac{n-1}{2} \right] \]

in the sense that for every \( p \leq n \), the corresponding minors of order \( p \) in the first \( p \)-rows are equal.

This equivalence enables one to reformulate Routh's theorem in the form of the following theorem, known as the Routh-Hurwitz theorem in the literature (adapted from [16], vol. II, p. 194).

**THEOREM 2.4 (Routh and Hurwitz):** The number \( k \) of the roots of the
polynomial equation \( f(z) = 0 \) in the right half plane (\( \text{Re} z > 0 \)) is equal to the number of variations of sign in the sequence

\[
a_0, \frac{\Delta_2}{\Delta_1}, \ldots, \frac{\Delta_n}{\Delta_{n-1}}
\]

where \( \Delta_i, i = 1, \ldots, n \) are Hurwitz-determinants.

(iv) **Bezoutiants and the Routh-Hurwitz Problem**

It has been shown by Fujiwara [15] that, like Hurwitz's problem, the problem of Routh and Hurwitz can also be handled with the help of Bezoutiants. The procedure is similar to that for the Hermite problem.

Given a polynomial \( f(x) \) of degree \( n \) with arbitrary real or complex coefficients, a polynomial \( f^\#(x) = \overline{f(-x)} \) is chosen first and the Bezoutiant

\[
K(f) = \frac{f(x)f^\#(y) - f(y)f^\#(x)}{x - y}
= \sum_{i, k=0}^{n-1} b_{i, k} x^i y^k
\]

associated with \( f(x) \) and \( f^\#(x) \) is then constructed. From the matrix \( B = (b_{i, k}) \), the Hermitian matrix

\[
F = (f_{i, k}), \text{ where}
\]

\[
f_{i, k} = (-1)^{n-1-i} b_{i, k}
\]

is formed, whence the theorem follows:

**THEOREM 2.5 (Fujiwara):** If \( \pi \) and \( \nu \) are the numbers of positive and negative squares in a normal representation of the Fujiwara matrix \( F = (f_{i, k}) \), then \( \pi \) and \( \nu \) are respectively equal to the number of
zeros of $f(x)$ with negative and positive real parts; under the assumption that the matrix $F$ is non-singular.

(b) **Matrix Equations and the Routh-Hurwitz Problem**

The Routh-Hurwitz Problem gives rise to the well-known Lyapunov-equation

$$AX + XA^* = -I \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (2.9)$$

where $A$ is a companion matrix of the form (2.1) and $I$ is the identity matrix. If $A$ has no pure imaginary eigenvalues and if $\ln(X) = (\pi, \nu, \delta)$, then $\pi$ is the number of eigenvalues of $A$ in the left hand plane and $\nu$ is the number in the right. The Lyapunov equation can be derived as a special case of Howland's equation by setting

$$\varphi(\lambda, \mu) = -\lambda.$$ 

In case the given matrix $A$ is real, the matrix equation reduces to

$$AX + XA^T = -I \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (2.10)$$

This matrix equation plays an important role in the theory of stability of a system of differential equations and was first formulated by A. M. Lyapunov (1892) in his manuscript "The General Problem of Stability of Motion". A fundamental result about the equation is: (Adapted from [16], vol. II, p. 189).

**THEOREM 2.6 (Lyapunov):** The matrix equation (2.10) admits a positive definite solution $X$ if and only if all the eigenvalues of $A$ have negative real parts.
Methods of Solution

Since the Lyapunov equation plays an important role in the theory of stability, the equation has been studied by various authors in the past, not only by mathematicians but by the scientists of many other branches of Applied Science also. As a result of this, numerous papers have been published on the solution of this equation. In a series of interesting papers, Barnett and Storey [1] – [3] have studied the equation rigorously. They have also solved the equation for the discrete case satisfactorily [50]. Among the recent publications works of Barnett [4], of Davison and Man [10], of Howland and Senez [27], of Man [35], of Muller [37] etc. deserve to be mentioned. While most of these methods, like all other classical methods of solution involve the difficulties of Series Solution, the constructive procedure of Howland and Senez does avoid it completely. This method, designed for an arbitrary matrix $A$ demands that the given matrix $A$ be first transformed into an upper Hessenberg form. Since in the present case, the given companion matrix $A$ is itself the transpose of an upper Hessenberg matrix, the method of Howland and Senez solves the Routh-Hurwitz problem with less difficulty. Another constructive method of solving the Lyapunov matrix equation, similar to that of the matrix equation associated with the Hermite problem will be proposed here. The method of Howland and Senez and the one to be proposed may be described as follows:

(i) Method of Howland and Senez

Matrices $X_j$, $T_j$ and $D_j$ for $1 \leq j \leq n$ are constructed such that $X_j$ is symmetric, $T_j$ is skew-symmetric and $D_j$ is diagonal and they satisfy the relation

$$X_j A = T_j + D_j$$

If the first row and column of $X_j$ are chosen arbitrarily, then the
equation defines explicitly the remaining elements of \( X_j \) and hence those of \( D_j \). The required solution matrix \( X \) of the equation (2.10) is then given by

\[
X = \sum p_j X_j
\]

where the quantities \( p_j \) are determined by solving an \( n \times n \) linear system

\[
\sum p_j D_j = -\frac{I}{2}
\]

The first rows of \( X_j \) can be conveniently chosen, in turn as the rows of the identity matrix \( I \).

(ii) Proposed Method

Let \( x_1, i = 1, \ldots, n \) be the \( n \) rows of the matrix \( X \). Then the Lyapunov equation (2.9) reduces to

\[
\begin{align*}
\begin{cases}
x_{i-1}^* A^* + x_i = -e_{i-1} & i = 2, \ldots, n \\
(a_1 x_1 + \ldots + a_n x_n) + x_n A^* = -e_n
\end{cases}
\end{align*}
\]

where \( e_i, i = 1, \ldots, n \) are the rows of the identity matrix \( I \). These equations give rise to a system of equations of the form

\[
-\psi(\overline{A})x_1^T = -[f_{n-1}(\overline{A})]e_1^T - [f_{n-2}(\overline{A})]e_2^T \ldots
\]

\[
\ldots -[f_1(\overline{A})]e_n^T - e_n^T = b \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldot
\]

where

\[
f_r(x) := x^r - a_n x^{r-1} \ldots - a_{n-r+2} x - a_{n-r+1}.
\]

\[
\psi(x) = f_n(-x) = f(-x)
\]

Let \( \lambda_1, \lambda_2, \ldots, \lambda_n \) be the eigenvalues of \( A \). Then the eigenvalues of \( \psi(\overline{A}) \) are \( \psi(\overline{\lambda_1}), \psi(\overline{\lambda_2}) \ldots \psi(\overline{\lambda_n}) \). Since the zeros of \( \psi(x) \) are just the negatives of the zeros of \( f(x) \),

\[
\psi(\overline{\lambda_1}) = (-1)^n(\overline{\lambda_1} + \lambda_1)(\overline{\lambda_1} + \lambda_2) \ldots (\overline{\lambda_1} + \lambda_n).
\]
Thus, the determinant of the coefficient matrix of the system is

\[ \text{det}[-\psi(\bar{A})] = (-1)^{n+n^2} \prod_{i, j=1}^{n} (\lambda_i + \lambda_j) \]

Since the system has a non-trivial unique solution if and only if \(-\psi(\bar{A})\) is non-singular, one immediately obtains the following theorem.

**THEOREM 2.7:** The Lyapunov equation (2.9) admits an unique Hermitian solution \(X\) if and only if

\[ \lambda_i + \lambda_j \neq 0 \text{ for any } i \text{ and } j. \]

**Construction of Solution and other Computational Aspects:**

The first row \(x_1\) of the solution matrix \(X\) is first determined by solving the non-homogeneous non-singular system (2.12) and then the remaining row vectors from the recursive relations (2.11) in terms of \(x_1\). The coefficient matrix \(-\psi(\bar{A})\) and the vector \(b\) on the right hand side of the system may be computed by using the algorithm of Barnett [6].

**Example**

Let

\[ f(x) = x^3 - 3x^2 + 4x - 2 \]

be a polynomial of degree 3.

Then

\[
A = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
2 & -4 & 3
\end{bmatrix}
\]

and the Lyapunov equation (2.10) gives rise to the following system
of equations:

\[ 4x_{11} + 6x_{13} = -3 \]
\[ 12x_{11} + 18x_{13} - 20x_{12} = 1 \]
\[ 36x_{11} - 60x_{12} + 34x_{13} = -17 \]

where \( x_1 = (x_{11}, x_{12}, x_{13}) \) is the first row vector of \( x \).

Since the system is non-singular, it has a unique solution

\[ x_1 = \left( -\frac{9}{4}, -\frac{1}{2}, 1 \right) \]

The other two rows of \( X \), \( x_2 \) and \( x_3 \) are given by

\[ x_2 = -e_1 - x_1 A^* = -(1, 0, 0) - \left( -\frac{9}{4}, -\frac{1}{2}, 1 \right) \times \]
\[ \begin{pmatrix}
0 & 0 & 2 \\
1 & 0 & -4 \\
0 & 1 & 3
\end{pmatrix} = \left( -\frac{1}{2}, -1, -\frac{1}{2} \right) \]

\[ x_3 = -e_2 - x_2 A^* = -(0, 1, 0) + \left( \frac{1}{2}, 1, \frac{1}{2} \right) \]
\[ \begin{pmatrix}
0 & 0 & 2 \\
1 & 0 & -4 \\
0 & 1 & 3
\end{pmatrix} = (0, -1, 0) + \left( 1, \frac{1}{2}, -\frac{3}{2} \right) \]

\[ = (1, -\frac{1}{2}, -\frac{3}{2}) \]

So, the unique symmetric solution \( X \) of the equation is

\[ X = \begin{pmatrix}
-\frac{9}{4} & -\frac{1}{2} & 1 \\
-\frac{1}{2} & -1 & -\frac{1}{2} \\
1 & -\frac{1}{2} & -\frac{3}{2}
\end{pmatrix} \]
The leading principal minors of $X$ are

$$D_1 = -\frac{9}{4}, \quad D_2 = \frac{9}{4} - \frac{1}{4} = 2, \quad D_3 = \frac{-15}{16}$$

So, by the theorem of Jacobi, (p. 8), the number of zeros of $f(x)$ with positive real parts is $V(1, -\frac{9}{4}, 2, -\frac{15}{16}) = 3$.

(c) **Matrix Equation** $AX + XB = -C$

It is interesting to note that the Lyapunov matrix equation is just a special case of the general equation

$$AX + XB = -C \ldots \ldots \ldots \ldots (2.13)$$

where $A$, $B$ and $C$ are known matrices and $X$ is the matrix to be found. The equation 2.13 in its general form arises in various problems of Physics and Mechanics. Specifically, knowledge of its solution is applicable to the numerical solutions of certain boundary value problems in partial differential equations and those of certain linear ordinary differential equation systems [37].

The equation has been studied widely and both algebraic and numerical methods of solving the equations are known to exist. Among the various algebraic solutions, some use the fact that the Jordan forms of $A$ and $B$ are known [40] and some requires the inversion of a matrix of large order [30]. Most of the available numerical procedures are iterative and involve the difficulties of series solutions. Moreover, in many cases, solution $X$ can be determined only in special cases when $A$ and $B$ are both stability (Hurwitzian) matrices [41] (A real (complex) matrix $A$ is said to be a stability (Hurwitzian) matrix if all its eigenvalues have negative real parts). An explicit form of the unique solution ([33], p. 263) is
\[
X = \int_0^\infty e^{At} C e^{Bt} \, dt
\]
provided that the integral on the right hand side exists for all C.
A numerical procedure of evaluating the integral in the special case, when A, B and C are all real and \( B = A^T \) (Lyapunov equation) has been recently devised by Man [35]. It will be shown, in this section that the constructive method proposed to solve the Lyapunov equation may as well be applied to solve this general equation, in case the (non derogatory) matrix A is given in its rational canonical form.

If A is in the form (2.1), then the matrix equation 2.13 is equivalent to a set of equations:

\[
x_{i+1} + x_i B = -c_i, \quad i = 1, 2, \ldots, n - 1
\]
\[
(a_1 x_1 + a_2 x_2 + \ldots + a_n x_n) + x_n B = -c_n \quad \ldots \ldots \ldots \ldots (2.14)
\]

where \( x_i, i = 1, \ldots, n \) are the rows of X and \( c_1, c_2, \ldots, c_n \) are the rows of C. These equations give rise to a system of equations of the form:

\[
\phi(-B^T) x_1^T = c' \quad \ldots \ldots \ldots \ldots (2.15)
\]

where

\[
c' = c_n^T - \left[ B^T + a_n \right] c_{n-1}^T + \left[ \left( B^2 \right)^T + a_n B^T - a_{n-1} \right] c_{n-2}^T + \ldots + \ldots + (-1)^{n-1} \left[ \left( B^{n-1} \right)^T + a_n \left( B^{n-2} \right)^T - a_{n-1} \left( B^{n-3} \right)^T \ldots + (-1)^{n-2} a_2 \right] c_1^T
\]

Thus, the first row vector \( x_1 \) can be computed by solving (2.15) whenever the solution exists and then the remaining row vectors \( x_i, i = 2, \ldots, n \) be obtained from the recursive relation (2.14).
Lappo-Danilevsky Equation

A further special case of the equation (2.13) is

\[ AX - XA = \lambda X \]  

(2.16)

where \( \lambda \) is a parameter. The equation was first formulated by Lappo-Danilevsky and has some role to play in the solution of differential equations. The criterion of the existence of a non-trivial solution was first given by Lappo-Danilevsky and has been reported by Bellman ([7], p. 244). The result has been proven recently by Neudecker [38] in a different fashion. It is, however, clear that the technique just proposed for solving the equation \( AX + XB = -C \), when applied to this special case, yield the result in a constructive way. The matrix \( A \), as before, will be assumed to be given in its rational canonical form.

The equation (2.16) when arranged in the form (2.13) becomes

\[ AX - (A + \lambda I)X = 0 \]

substituting \( B = -(A + \lambda) \) in (2.15), the equation is seen to be equivalent to the system of homogeneous equations:

\[ \phi(A^T + \lambda)x^T = 0, \text{ where } \phi(x) \text{ is the characteristic polynomial of } A. \]

Since

\[ \det[\phi(A^T + \lambda)] = \frac{1}{n} \prod_{i, j=1}^{n} (\alpha_i - \alpha_j - \lambda) \]

where \( \alpha_1, \alpha_2, \ldots, \alpha_n \) are the eigenvalues of \( A \), and one obtains the following:

THEOREM (Lappo-Danilevsky): The matrix equation (2.16) with \( A \) a companion matrix has a non-trivial solution if and only if
\( \alpha_i = \alpha_j + \lambda \) for some \( i \) and \( j \), where \( \alpha_i, i = 1, \ldots, n \) are the eigenvalues of \( A \).

(d) Connections between the Lyapunov-Equation and Hermitian Forms

Connections between the Lyapunov-equation and various other existing methods of solving the Routh-Hurwitz Problem, using Hermitian forms, have been recently established by Howland [26]. It has been noted that the Fujiwara matrix \( F \) and the solution \( X \) of the Lyapunov-eqution have the same property in the sense that the inertia of both the matrices supply information on the number of zeros of \( f(x) \) in the right and left half planes. It is therefore natural to ask if the Fujiwara matrix \( F \) is a solution of the Lyapunov equation. It has been proved by Howland that the matrix \( F \) does not satisfy the Lyapunov-equation but is a solution of the matrix equation

\[
FA + A^*F = -G
\]

where \( G \) is a Hermitian matrix of rank 1 and signature 1. In addition, it has been proved that the Fujiwara matrix \( F \) is diagonally congruent to the Routh-matrix \( R \) by the relation

\[
D^*RD = F/2
\]

where \( D = dg ((1)^k) \), so that \( R \) satisfies the matrix equation

\[
R(DAD^{-1}) + (D^{-1}A^*D^*)R = \frac{-(D^*)^{-1}GD^{-1}}{2} \ldots \ldots (2.17)
\]

where the matrix on the right hand side has both rank and signature 1. Thus: The substance of Howland's result is that the methods of Routh, Hurwitz, and others may all be described as applications of
the method of hermitian forms, where the matrices of the forms in question may be defined by matrix equations.

2.2 THE EIGENVALUES IN THE UNIT CIRCLE

2.2.1 The Schur-Cohn Problem

The Schur-Cohn Problem consists in finding the number of zeros of a polynomial $f(x)$ inside the unit circle and in particular in obtaining a necessary and sufficient condition for all the zeros to lie within it.

(a) Hermitian Forms and the Schur-Cohn Problem

(i) Schur-Cohn Criterion

Let $f(x) = x^n - a_n x^{n-1} \ldots - a_1$ be a polynomial of degree $n$. Then using the Hermitian form

$$H = \sum_{j=1}^{n} |u_j - \overline{a_n} u_{j+1} - \ldots - a_{j+1} u_n|^2 - \quad (a_{n+1} = 1)$$

$$\sum_{j=1}^{n} |-a_1 u_j - a_2 u_{j+1} - \ldots - a_{n-j+1} u_n|^2$$

Schur and Cohn obtained the following result (adapted from [36], p. 152).

**THEOREM 2.8 (Schur-Cohn):** If for the polynomial $f(x)$, the determinants
\[ \Delta_k = \begin{vmatrix} -a_1 & 0 & \cdots & 0 & 1 & -a_n & \cdots & -a_{n-k+2} \\ -a_2 & -a_1 & \cdots & 0 & 0 & 1 & \cdots & -a_{n-k+3} \\ \vdots & \vdots & & \vdots & \vdots & \ddots & \ddots & \ddots \\ -a_k & -a_{k-1} & \cdots & a_1 & 0 & 0 & \cdots & 1 \\ 1 & 0 & \cdots & 0 & -a_1 & -a_2 & \cdots & -a_k \\ -a_n & 1 & \cdots & 0 & 0 & -a_1 & \cdots & -a_{k-1} \\ \vdots & \vdots & & \vdots & \vdots & \ddots & \ddots & \ddots \\ -a_{n-k+2} & \cdots & \cdots & \cdots & 1 & 0 & 0 & \cdots & -a_1 \end{vmatrix} \quad (a_{n+1} = 1) \]

(k = 1, \ldots, n)

are all different from zero, then \( f(x) \) has no zero on the circle \(|z| = 1\) and \( p \) zeros in this circle, \( p \) being the number of variations of sign in the sequence \( 1, \Delta_1, \Delta_2, \ldots, \Delta_n \).

The determinants \( \Delta_i \) (\( i = 1, \ldots, n \)) are commonly termed the Schur-Cohn determinants.

(11) \textbf{Fujiwara's Method of Solution (Use of the Bezoutiant)}

Fujiwara [15] showed that, like the other two problems, the Schur-Cohn problem can be solved by using Bezoutiants. Let

\[ f^*(x) = 1 - \bar{a}_n x - \bar{a}_{n-1} x^2 - \bar{a}_2 x^{n-1} - a_1 x^n \]

and let

\[ K(f) = \frac{f(x) f^*(y) - f(y) f^*(x)}{x - y} = \sum_{i, k=0}^{n-1} A_i, k x^i y^k \]

be the associated Bezoutiant of \( f(x) \) and \( f^*(x) \), so that

\( \bar{A}_i, k = A_{n-1-i, n-k} \). From the Bezoutiant \( K(f) \) the Hermitian form

\[ H(f) = \sum a_i, k u_i \bar{u}_k \]
may be constructed by setting $A_i, n-l-k = a_i, k$ and replacing $x^i$ by $u_k$ and $y^{n-l-k}$ by $v_k$. Then Fujiwara's result follows:

**THEOREM 2.9 (Fujiwara):** Let $\pi$ and $\pi'$ be the number of positive and negative squares in a normal representation of $H(f)$ and let $\pi + \pi' = n$. Then the number of zeros of $f(x)$ inside the unit circle is $\pi$ and the number outside it is $\pi'$. All the zeros are inside this circle if and only if $H(f)$ is positive definite.

(b) **Matrix Equations and the Schur-Cohn Problem**

The matrix equation associated with the Schur-Cohn problem is

$$AXA^* = X = I \quad \cdots \cdots \quad (2.18)$$

where $A$ is in the form (2.1). If $I_n(X) = (\pi, \nu)$ then $\pi$ is the number of zeros of $f(x)$ outside the circle $|z| = 1$ and $\nu$ is the number inside it; under the assumption that no zeros of $f(x)$ lie on this circle.

**Existence of Solution (A Constructive Proof):**

Let $x_i, i = 1, \ldots, n$ be the n-rows of $X$. Then the matrix equation is equivalent to the set of equations

$$\begin{cases}
x_1 A^* = x_1 - e_{i-1}, i = 2, 3, \ldots, n \\
(a_1 x_1 + a_2 x_2 + \cdots + a_n x_n)A^* - x_n = e_n
\end{cases} \quad \cdots \cdots (2.19)$$

where $e_1, e_2, \ldots, e_n$ are the n successive rows of $I$. The equations are equivalent to the single equation (by eliminating $x_1, \ldots, x_{n-1}$)

$$x_n(a_1 A^{*n} + a_2 A^{*n-1} + \cdots + a_n A^* - I) = e_n + e_{n-1}(a_1 A^{*n-1} + a_2 A^{*n-2} + \cdots + a_{n-1} A^*) + \cdots + e_1 a_1 A^*$$
This equation gives rise to the following system of non homogeneous linear equations of the form

\[-\psi(\bar{A})x_n^T = e_n^T + (a_1 \bar{A}^{n-1} + a_2 \bar{A}^{n-2} + \ldots + a_{n-1} \bar{A})\lambda_{n-1}^T + \ldots + a_1 \bar{A}e_1^T = b\]  \hspace{1cm} (2.20)

where \(\psi(x) = 1 - a_1 x^n - \ldots - a_n x\).

Let the eigenvalues of the matrix \(A\) be \(\lambda_1, \lambda_2 \ldots \lambda_n\). Then the eigenvalues of \(\psi(\bar{A})\) are \(\psi(\bar{\lambda}_i),\ i = 1, \ldots, n\), where \(\bar{\lambda}_i\) are the eigenvalues of \(\bar{A}\). Since,

\[\psi(x) = x^n f\left(\frac{1}{x}\right),\]

\[\psi(\bar{\lambda}_i) = (\bar{\lambda}_i)^n f\left(\frac{1}{\bar{\lambda}_i}\right) = (1 - \lambda_1 \bar{\lambda}_i)(1 - \lambda_2 \bar{\lambda}_i) \ldots (1 - \lambda_n \bar{\lambda}_i)\]

Hence,

\[\det \psi(\bar{A}) = \prod_{i, j=1}^{n} (1 - \lambda_i \bar{\lambda}_j)\]

one thus obtains the following existence theorem:

**THEOREM 2.10** Let \(A\) be a companion matrix (2.1) with eigenvalues \(\lambda_1, \lambda_2 \ldots \lambda_n\). Then the matrix equation (2.18) has a unique Hermitian solution \(X\) if and only if

\[\lambda_i \bar{\lambda}_j \neq 1\] for any \(i\) and \(j\).

**Note.** As before it is noted that the condition of existence of the unique solution in theorem 2.10 is exactly equivalent to the statement \(P(A) \neq 0\), \(P(A)\) in this case, being \(2(\lambda_i \bar{\lambda}_j - 1)\).

**Construction of Solution and other Computational Aspects:**

The \(n\)th row vector of the solution \(X\) is first obtained by

\[\text{The result is well known ([32] or [34]), but proof is new and constructive.}\]
solving the system (2.20) and the other row vectors are then obtained from the recursive relations (2.19). The coefficient matrix $-\psi(A)$ and the vector $b$ on the right hand side of the system of equation (2.20) can be computed by using the algorithm of Barnett, as before.

**Example**

Let $f(\lambda) = \lambda^3 - 2\lambda^2$ be a polynomial of degree 3. Then

$$A = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 2 \end{pmatrix}$$

and the matrix equation (2.18) gives rise to the following system of non homogeneous equations:

$$\begin{pmatrix} -1 & 2 & 0 \\ 0 & -1 & 2 \\ 0 & 0 & 3 \end{pmatrix} \begin{pmatrix} x_{31} \\ x_{32} \\ x_{33} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}$$

where $x_3 = (x_{31}, x_{32}, x_{33})$ is the third row of $A$. Since the system is non singular, it has a unique solution.

$$x_{31} = \frac{4}{3}, \quad x_{32} = \frac{2}{3}, \quad x_{33} = \frac{1}{3}.$$  

The remaining two rows $x_2$ and $x_1$, calculated be using the recursive relations (2.19) are

$$x_2 = x_3 A^* - (0, 1, 0) = \left(\frac{2}{3}, -\frac{2}{3}, \frac{2}{3}\right)$$

$$x_1 = x_2 A^* - (1, 0, 0) = \left(-\frac{5}{2}, \frac{2}{3}, \frac{4}{3}\right)$$

Thus, the unique hermitian solution $X$ of the matrix equation is
\[
X = \begin{pmatrix}
-\frac{5}{3} & \frac{2}{3} & \frac{4}{3} \\
\frac{2}{3} & -\frac{2}{3} & \frac{2}{3} \\
\frac{4}{3} & \frac{2}{3} & 1
\end{pmatrix}
\]

The leading principal minors of \(X\) are

\[D_1 = -\frac{5}{3}, \quad D_2 = \frac{6}{9} = \frac{2}{3}, \quad D_3 = \frac{10}{3}\]

So, according to Jacobi-theorem (p. 8)

\[v = V(1, -\frac{5}{3}, \frac{6}{4}, \frac{10}{3}) = 2\]

\[\pi = P(1, -\frac{5}{3}, \frac{6}{9}, \frac{10}{3}) = 1\]

Thus, the number of zeros of \(\phi(\lambda)\) outside the unit circle is one of those inside it is 2.

2.3

THE EIGENVALUES IN A SECTOR

Let \(f(x) = x^n - a_n x^{n-1} - \ldots - a_2 x - a_1\) be a polynomial with real coefficients. Then the problem is to find the number of zeros of \(f(x)\) inside the angle \(-\theta < \arg x < \theta\).

(a) **Hermitian Forms and Zeros in a Sector**

There seems to be known only one result in the literature, of solving this problem using Hermitian Form. This is due to Fujiwara [13], who, using a Hermitian form \(H(f)\) which has as its generating function.

\[k(f) = \frac{-[1 f(e^{i\theta} x) f(e^{-i\theta} y) - i f(e^{i\theta} y) f(e^{-i\theta} x)]}{x - y}\]

obtained the following:
THEOREM 2.11 (Fujiwara): A necessary and sufficient condition that all zeros of a real polynomial \( f(x) \) lie inside the angle 
\(-\theta < \arg x < \theta\) is that the Hermitian form \( H(f') \) be positive definite.

(b) **Matrix Equations and the Number of Zeros in a Sector**

The number of zeros of a real polynomial \( f(x) \) in a given sector can be obtained by solving the matrix equation

\[
i e^{-i\theta} A X - i e^{i\theta} X A^T = I \quad \ldots \ldots \ldots \ldots (2.21)
\]

where \( A \) is the companion matrix of \( f(x) \). Thus, if \( \ln(X) = (\pi, \nu, \delta) \), then \( \pi \) is the number of zeros in the given sector \(-\theta < \arg x < \theta\).

**Existence of a Unique Solution (A Constructive Proof):**

Let the solution matrix \( X \) be given by

\[
X = \begin{pmatrix}
    x_1 \\
    x_2 \\
    \vdots \\
    x_n
\end{pmatrix}
\]

where \( x_i \) is the \( i \)th row of \( X \). Then the matrix equation (2.21) is equivalent to the following set of equations:

\[
\begin{cases}
    x_k = e^{2i\theta} x_{k-1} A^T - i e_{k-1}, & k = 2, 3, \ldots n \\
    (a_1 x_1 + a_2 x_2 + \ldots + a_n x_n) = e^{2i\theta} x_n A^T - i e_n
\end{cases} \quad \ldots (2.22)
\]

where \( e_k \) is the \( k \)th row of the identity matrix \( I \). The relation (2.22) gives rise to a system of equations of the form

\[
f(e^{2i\theta} A)x_1^T = i e_n^T + i f_1(e^{2i\theta} A)e_{n-1}^T + \ldots + i f_{n-1}(e^{2i\theta} A)e_1^T
\]

where

\[
f_r(x) = x^r - a_n x^{r-1} \ldots - a_{n-r+2} x - a_{n-r+1}.
\]
The system has a unique solution if and only if \( f(e^{2i\theta} A) \) is non singular. Let

\[
\psi(x) = f(e^{2i\theta} x)
\]

Then

\[
\psi(A) = f(e^{2i\theta} A)
\]

and

\[
R = \det(\psi(A)) = \prod_{i=1}^{n} \psi(\lambda_i),
\]

where \( \lambda_i \) are the eigenvalues of \( A \). Again, since

\[
\psi(\lambda_k) = (e^{2i\theta} \lambda_k - \lambda_1)(e^{2i\theta} \lambda_k - \lambda_2) \ldots (e^{2i\theta} \lambda_k - \lambda_n)
\]

\[
R = \prod_{k,j=1}^{n} (e^{2i\theta} \lambda_k - \lambda_j)
\]

one thus obtains the following:

**THEOREM 2.12:** Let \( \lambda_1, \lambda_2, \ldots, \lambda_n \) be the eigenvalues of a real companion matrix \( A \). Then the matrix equation (2.21) admits a unique solution \( X \) if and only if

\[
e^{2i\theta} \lambda_k - \lambda_j \neq 0 \text{ for any } k \text{ and } j.
\]

---

**Construction of Solution and other Computational Aspects**

The unique solution, whenever it exists, can be computed by solving first the system of equations (2.23) for \( x_1 \) and then computing \( x_2, x_3, \ldots, x_n \) recursively from the relation (2.22). Since, for a given \( \theta \), \( f(e^{2i\theta} A) \) is a polynomial in \( A \), the coefficient matrix and the vector \( b \) on the right hand side of the system (2.23) can be computed, as before, by using the algorithm of Barnett.
CHAPTER III

A NEW APPROACH TO THE SOLUTION OF THE CLASSICAL STABILITY PROBLEMS

Two different approaches - one, the use of Hermitian forms and the other, the use of matrix equations - have been discussed in the previous chapter about the solutions of the stability problems.

In this chapter a third approach will be introduced for certain cases which is different from these two and appears to be more efficient computationally. Let $C$ be the coefficient matrix of the system of equations arising from the associated matrix equation for each problem. It will be shown that $C$ or $\bar{C}$ can be employed to solve the problem in each case. This method eliminates the need to solve the matrix equation. Moreover, $C$ is a polynomial in the given complex matrix $A$ and therefore can be computed using the algorithm of Barnett [reference] which involves no computation of powers of $A$. Moreover $C$ is of order $n$ in contrast to the Bigradients and the Schur-Cohn determinants which are or order $2n$ ($2n-1$, if the polynomial is monic). The technique used here is similar to that of Barnett [6].

3.1 SOLUTION OF THE HERMITE-PROBLEM

It has been seen that the Hermite problem gives rise to the matrix equation (2.6) and the coefficient matrix of the system of equations arising out of this matrix equation is $-i\phi(\bar{A})$, where $\phi(x)$ is the characteristic polynomial of $A$. It will be shown below how the
polynomial matrix $i\phi(A)$ itself can be used to solve the problem.

Let rank of the matrix $\phi(A)$ be $r$. Then $r$ is equal to $n-\delta$, where $\delta$ is the degree of the greatest common divisor of $\phi(x)$ and $\bar{\phi}(x)$ [5]. So, the nullity of the matrix $\phi(A) = n - r$ is the degree of the greatest common divisor of $\phi(x)$ and $\bar{\phi}(x)$. Since $\phi(x)$ and $\bar{\phi}(x)$ can have a common divisor if and only if $\phi(x)$ has a real zero or there is a complex zero of $\phi(x)$ which is one of a conjugate pair, one obtains the following result immediately:

**THEOREM 3.1:** The nullity of the matrix $\phi(A)$ is equal to the number of real zeros of $\phi(x)$ increased by the number of complex conjugate zeros counting their multiplicities.

It will now be shown how the signs of the minors of $i\phi(A)$ determine the number of zeros of $\phi(x)$ in the upper and lower half planes. For this, the following lemma will be established first.

**LEMMA 3.1:** Let $h_1, h_2, \ldots, h_n$ be the successive rows of the Bezout matrix $B$ associated with

$$\phi(x) = x^n - a_n x^{n-1} \ldots - a_2 x - a_1$$

and

$$\phi^*(x) = -\bar{\phi}(x) = -x^n + \bar{a}_n x^{n-1} \ldots + \bar{a}_2 x + \bar{a}_1.$$  

Then

$$h_n = (\bar{a}_1 - a_1, \bar{a}_2 - a_2, \ldots, \bar{a}_n - a_n) \ldots \ldots (3.1)$$

$$h_k = -\bar{a}_{k+1} h_n + h_{k+1} \bar{A}, \ k = n-1, n-2, \ldots, 3, 2, 1 \ldots (3.2)$$

where $A$ is the companion matrix of $\phi(x)$.

**Proof:** It is easy to verify that

$$h_n = (\bar{a}_1 - a_1, \ldots, \bar{a}_n - a_n).$$
To prove the second relation, let $B = (b_{ij})$ $i, j = 1, \ldots, n$ then
setting $b_k, 0 = 0$ one obtains,

$$b_{n-r, s} - b_{n-r+1, s-l} = a_s \bar{a}_{n-r+1} - \bar{a}_s a_{n-r+1}$$

$$= a_s \bar{a}_{n-r+1} + \bar{a}_s (b_{n-r+1, n} - \bar{a}_{n-r+1})$$

(since, $b_{n-r+1, n} = b_n, n-r+1 = (\bar{a}_{n-r+1} - a_{n-r+1})$)

$$= \bar{a}_s b_{n-r+1, n} + \bar{a}_{n-r+1} (a_s - \bar{a}_s)$$

$$= \bar{a}_s b_{n-r+1, n} - \bar{a}_{n-r+1} (a_s - \bar{a}_s)$$

$$= \bar{a}_s b_{n-r+1, n} - \bar{a}_{n-r+1} b_n, s$$

(since $b_n, s = \bar{a}_s - a_s$).

So, $b_{n-r, s} + \bar{a}_{n-r+1} b_n, s = \bar{a}_s b_{n-r+1, n} + b_{n-r+1, s-l}$ \hspace{1cm} \ldots \ldots (3.3)

Now, $h_{n-r+1} = (b_{n-r+1, 1}, b_{n-r+1, 2}, \ldots, b_{n-r+1, n})$

whence

$$h_{n-r+1} \bar{A} = (b_{n-r+1, 1}, b_{n-r+1, 2}, \ldots, b_{n-r+1, n}) \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ \bar{a}_1 & \bar{a}_2 & \ldots & \bar{a}_n \end{pmatrix}$$

$$= (\bar{a}_1 b_{n-r+1, n}, b_{n-r+1, l} + \bar{a}_2 b_{n-r+1, n}, \ldots, b_{n-r+1, n-l})$$

$$\bar{a}_n b_{n-r+1, n}$$

It therefore follows from (3.3) that
\[ h_{n-r} = -\bar{a}_{n-r+1} h_n + h_{n-r+1} \bar{A}, \quad r = 1, 2, \ldots, n - 1 \]

Returning to the original problem, let

\[ R = \phi(\bar{A})P \]

where

\[
\begin{pmatrix}
0 & 0 & \ldots & 0 & 1 \\
0 & \ldots & 0 & 1 & 0 \\
0 & \ldots & 0 & 1 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \ldots & 0 & 1 & 0 \\
1 & \ldots & \ldots & \ldots & 0 \\
\end{pmatrix}
\]

and let the rows of \( \phi(\bar{A}) \) be \( \rho_1, \rho_2, \ldots, \rho_n \). Then,

\[ \rho_1 = (\bar{a}_1 - a_1, \bar{a}_2 - a_2, \ldots, \bar{a}_n - a_n) = h_n \]

\[ = (\alpha_1, \alpha_2, \ldots, \alpha_n) \]

and

\[ \rho_i = \rho_{i-1} \bar{A}, \quad i = 2, 3, \ldots, n \]

If the rows of \( R \) be \( \rho_1', \rho_2', \ldots, \rho_n' \), then

\[ \rho_1' = (\alpha_n, \alpha_{n-1}, \alpha_{n-2}, \ldots, \alpha_2, \alpha_1) = h_n P \]

\[ \rho_2' = \rho_2 P = \rho_1 \bar{A} P = h_n \bar{A} P = h_n P P^{-1} \bar{A} P = \rho_1 P^{-1} \bar{A} P \]

and similarly,

\[ \rho_i' = \rho_{i-1} P^{-1} \bar{A} P, \quad i = 3, 4, \ldots, n. \]

Next, if
\[ \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
-\bar{a}_n & 1 & 0 & \cdots & 0 \\
-\bar{a}_{n-1} & -\bar{a}_n & 1 & \cdots & 0 \\
\vdots & & & & 1 \\
-\bar{a}_2 & -\bar{a}_3 & -\bar{a}_4 & \cdots & -\bar{a}_n & 1
\end{bmatrix} \]

and if the rows of \( UR \) are \( \omega_1, \omega_2, \ldots, \omega_n \), then

\[
\omega_1 = \rho_1 = h_n P
\]

\[
\omega_2 = -\bar{a}_n \rho_1 + \rho_2 = -\bar{a}_n \omega_1 + \rho_1 P^{-1} A P
\]

\[
= -\bar{a}_n \omega_1 + \omega_1 P^{-1} A P = -\bar{a}_n \omega_1 + h_n P + h_n P P^{-1} A P
\]

\[
= -\bar{a}_n h_n P + h_n A P = (-\bar{a}_n h_n + h_n A)P
\]

\[
= h_{n-1} P \text{ (by lemma 3.1)}
\]

and similarly, \( \omega_i = h_{n-i+1} P \), \( i = 3, 4, \ldots, n \).

Since,

\[
P^{-1}BP = \begin{bmatrix}
0 & 0 & \cdots & 1 \\
\vdots & & & \vdots \\
1 & 0 & \cdots & 0
\end{bmatrix} \begin{bmatrix}
h_1 P \\
h_2 P \\
\vdots \\
h_n P
\end{bmatrix} = \begin{bmatrix}
h_n P \\
h_{n-1} P \\
\vdots \\
h_1 P
\end{bmatrix}
\]

one gets

\[ UR = P^{-1}BP \ldots \ldots \ldots \ldots \ldots (3.5) \]

It has been noted in section 2.1 of Chapter II that the inertia of the hermitian form \( H(f) \) determines the number of zeros of \( \phi(x) \)

\[ \text{Since this thesis has been written, Barnett [54] has obtained a result of which (3.5) is a special case. However the expression (3.5) was derived independently by the author from a different point of view and using techniques different from those of Barnett.} \]
lying strictly above and below the real axis. In fact, since the
associated matrices of the hermitian form \( H(f) \) and the Bezoutiant
\( K(f) \) are same, it follows from theorem 2.1 that the number of zeros
of \( \phi(x) \) with positive imaginary parts and that with negative imaginary parts are respectively equal to the number \( \pi \) of positive squares
and that \( \pi' \) of negative squares in a normal representation of the
bezoutiant \( K(f) \). Therefore if \( C \) is the Bezout matrix associated with
\( K(f) \), then by the theorem of Jacobi (p. 8 )

\[
\pi = P(1, C_1, C_2, \ldots C_n)
\]

\[
\pi' = V(1, C_1, C_2, \ldots C_n)
\]

where \( C_1, C_2, \ldots C_n \) may be assumed to be the leading principal
minors of \( P^{-1}CP \) (since the number of negative and positive squares
remain invariant under a congruent transformation), \( P \) being the
permutation matrix in 3.4. Now, since \( C = iB \) (\( B \) is the Bezou-matrix
associated with \( \phi(x) \) and \(-\bar{\phi}(x)\) as in lemma 3.1), it follows from
(3.5) that

\[
U i R = P^{-1}CP.
\]

So, by the Cauchy-Binet theorem ([16], vol. 1, p. 11) the leading
principal minors of \( P^{-1}CP \) and those of \( iR \) are the same. Again, since
\( C \) is real, the leading principal minors of \( iR \) are all real. This
leads to the formulation of the following theorem:

**THEOREM 3.2**: Let \( \phi(x) \) be a polynomial with complex coefficients
whose companion matrix is \( A \); and let \( R \) be the matrix formed from
\( \phi(\bar{A}) \) by interchanging its last column with the first, the last but
one with the second and so on.

Then, the leading principal minors \( D_i, \ i = 1, \ldots, n \) of \( i\mathbb{R} \) are all real and if none of them is zero, \( \phi(x) \) has \( p \) zeros with positive imaginary parts and \( q \) zeros with negative imaginary parts, where \( p \) and \( q \) are respectively equal to the number of permanences and the number of variations of sign in the sequence

\[ 1, D_1, D_2, \ldots, D_n \]

**Example**

(a) Let

\[ \phi_1(\lambda) = \lambda^3 - 31\lambda^2 - 3\lambda + 1 \] \( (\lambda_1 = \lambda_2 = \lambda_3 = 1) \)

\[ a_1 = -1, \ a_2 = 3, \ a_3 = 3i \]

Then,

\[ \phi_1(\mathbf{A}) = \begin{pmatrix} 21 & 0 & -6i \\ 6 & -16i & -18 \\ -18i & -48 & -38i \end{pmatrix} \]

and

\[ i\mathbb{R} = \begin{pmatrix} 6 & 0 & -2 \\ -18i & 16 & 6i \\ -38 & -48i & 18 \end{pmatrix} \]

\[ D_1 = 6, \ D_2 = 96, \ D_3 = 512 \]

So, the number of zeros of \( \phi_1(\lambda) \) with positive imaginary parts = \( P(1, 6, 96, 512) = 3 \).

(b) Let

\[ \phi_2(\lambda) = \lambda^3 + 3\lambda - 21 \] \( (\lambda_1 = \lambda_2 = 1, \lambda_3 = -21) \)

\[ a_1 = 2i, \ a_2 = 0, \ a_3 = -3 \]
Then,

$$\phi_2(\bar{A}) = \begin{pmatrix} -41 & 0 & 0 \\ 0 & -41 & 0 \\ 0 & 0 & -41 \end{pmatrix}$$

and

$$iR = \begin{pmatrix} 0 & 0 & 4 \\ 0 & 4 & 0 \\ 4 & 0 & 0 \end{pmatrix}$$

$$D_1 = 0, \quad D_2 = 0, \quad D_3 = -64$$

This is a singular case and theorem 3.2 fails. But, however, a result described by Gantmacher ([16], vol. I, Ch. X, § 3 Note 1.) can be adapted in this singular case to obtain the desired information. This gives

$$V(D_0, D_1, D_2, D_3) = V(1, 0, 0, -64) = 1$$

and therefore the number of zeros of $$\phi_2(\lambda)$$ with negative imaginary parts is one.

3.2 SOLUTION OF THE ROUTH-HURWITZ PROBLEM

As noted earlier, the inertia of the solution $$X$$ of the Lyapunov equation

$$XA^* + AX = -I$$

specifies the number of zeros of $$\phi(x)$$ in the right and left planes and hence solve the Routh-Hurwitz Problem. The matrix of the system of linear equations arising out of the Lyapunov equation is $$-\psi(\bar{A})$$,
where $\psi(x) = \phi(-x)$ and $A$ is the companion matrix of $\phi(x)$. It will now be shown how $(\psi(A)) = \bar{\psi}(A)$ can be employed to solve the Routh-Hurwitz Problem.

By Theorem 2.5, the number of zeros of $\phi(x)$ with positive and negative real parts are respectively equal to the number $\pi'$ of negative squares and the number $\pi$ of positive squares in a normal representation of the Fujiwara matrix $F$. Let $P$ be a permutation matrix in (3.4), then, since $P^{-1}FP$ has the same number of positive and negative squares as $F$, by the theorem of Jacobi (p. 8)

$$\pi = P(1, F_1, F_2, \ldots F_n)$$

$$\pi' = V(1, F_1, F_2, \ldots F_n)$$

(3.6)

where $F_1, F_2, \ldots F_n$ may be taken as the leading principal minors of $P^{-1}FP$. Now, the elements $b_{i,k}$ of the bezoutiant $B$ associated with the Bezoutiant $K(f)$ and those $f_{i,k}$ of the Fujiwara matrix $F$, appearing in section 2.1.2 (iv), p. 62 are connected by the relation

$$f_{i,k} = (-1)^{n-1-i} b_{i,k}$$

whence

$$F_n = (-1)^{h(h-1)/2} B_h, h = 1, 2, \ldots, n$$

$B_1, B_2, \ldots B_n$ being the leading principal minors of $P^{-1}BP$. It therefore follows that $B_i, i = 1, \ldots n$ are all real and from (3.6), one obtains

$$\pi = P(1, \epsilon_1 B_1, \epsilon_2 B_2, \ldots \epsilon_n B_n)$$

$$\pi' = V(1, \epsilon_1 B_1, \epsilon_2 B_2, \ldots \epsilon_n B_n)$$
where
\[ \epsilon_h = (-1)^h (h-1)/2, \quad h = 1, 2, \ldots, n \]

Let the rows of the matrix B be \( h_1, h_2, \ldots, h_n \) and those of \( \overline{\psi}(A) \) be \( \rho_1, \rho_2, \ldots, \rho_n \). Then, paraphrasing the arguments of the lemma 3.1 with \( \phi^*(x) \) replaced by \( \bar{\phi}(-x) \), one can write down the following relations:

\[ h_n = \rho_1 \]

\[ h_k = -a_{k+1} h_n + h_{k+1} A. \]

Defining now the matrices

\[
U = \begin{pmatrix}
1 & 0 \\
-a_n & 1 & \ldots & 0 & 0 \\
-a_{n-1} & -a_n & 1 \\
& \vdots & & \ddots & 1 & 0 \\
-a_2 & -a_3 & -a_4 & -a_n & 1 \\
\end{pmatrix}
\]

\[
U = \overline{\psi}(A) \]

and

\[ R = \overline{\psi}(A)P \]

and proceeding exactly in the same way, as in the case of the hermite problem, one concludes that

\[ UR = P^{-1}BP. \]

Since, by the Cauchy-Binet theorem, the leading principal minors of UR and R are same, one obtains the following result:

**Theorem 3.3:** Let \( \phi(x) \) be a polynomial of degree \( n \) whose companion matrix is \( A \) and let \( R \) be the matrix formed from \( \bar{\phi}(-A) \) by inter-
changing the last column with the first, the last but one with the second and so on.

Then, the leading principal minors $D_i$, $i = 1, \ldots, n$ of $R$ are all real, and if none of them is zero, $\phi(x)$ has $p$ zeros with negative real parts and $q$ zeros with positive real parts, where $p$ and $q$ are respectively equal to the number of permanances and variations of sign in the sequence

$$1, \varepsilon_1 D_1, \varepsilon_2 D_2, \ldots, \varepsilon_n D_n$$

**Example**

(a) let

$$\phi_1(\lambda) = \lambda^3 + 6\lambda^2 + 11\lambda + 6 \quad (\lambda_1 = -1, \lambda_2 = -2, \lambda_3 = -3).$$

$$a_1 = -6, \quad a_2 = -11, \quad a_3 = -6.$$  

Then,

$$\bar{\phi}(-A) = \begin{bmatrix} 12 & 0 & 12 \\ -72 & -120 & -72 \\ 432 & 720 & 312 \end{bmatrix}$$

and

$$R = \begin{bmatrix} 12 & 0 & 12 \\ -72 & -120 & -72 \\ 312 & 720 & 432 \end{bmatrix}$$

$$D_1 = 12, \quad D_2 = -1440, \quad D_3 = -172800.$$  

So, number of zeros of $\phi_1(\lambda)$ with negative real parts $=$ $P(1, \varepsilon_1 D_1, \varepsilon_2 D_2, \varepsilon_3 D_3) = P(1, 12, 1440, 72800) = 3.$
(b) let
\[ \phi_2(\lambda) = \lambda^3 - 3\lambda^2 + 4\lambda - 2 \quad (\lambda_1 = 1, \lambda_2 = 1 + i, \lambda_3 = 1 - i) \]
\[ a_1 = 2, \quad a_2 = -4, \quad a_3 = 3. \]

Then,
\[
\bar{\Phi}_2(-A) = \begin{pmatrix}
-4 & 0 & -6 \\
-12 & 20 & -18 \\
-36 & 60 & -34
\end{pmatrix}
\]
\[
R = \begin{pmatrix}
-6 & 0 & -4 \\
-18 & 20 & -12 \\
-34 & 60 & -36
\end{pmatrix}, \quad D_1 = -6, D_2 = -120, D_3 = +1600
\]

Thus, the number of zeros of \( \phi_2(\lambda) \) with positive real parts = \( V(1, \epsilon_1 D_1, \epsilon_2 D_2, \epsilon_3 D_3) = V(1, -6, +120, -1600) = 3. \)

3.3 SOLUTION OF THE SCHUR-COHN PROBLEM

The Schur-Cohn Problem gives rise to the matrix equation
\[
AXA^* - X = I
\]

and the coefficient matrix of the system of linear equations arising out of this matrix equation is \(-\psi(\bar{A})\), where
\[
\psi(x) = 1 - a_1 x^n - a_2 x^{n-2} \ldots - a_n x \quad \text{and} \quad A \text{ is the companion matrix of } \phi(x) = x^n - a_n x^{n-1} \ldots - a_2 x - a_1. \] It will be shown below how the principal minors of \( \bar{\Psi}(A) \) solve the Schur-Cohn Problem.

It has been noted in section 2.2.1 (ii) that the Bezout-matrix \( B = (A_1, k) \) and the Fujiwara matrix \( F = (a_1, k) \) constructed by Fujiwara to solve the Schur-Cohn problem are connected by the
relation

\[ A_{n-k} = a_1, k \]

whence

\[ F = BP \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots (3.8) \]

\( P \) being the permutation matrix in (3.4). Again, if \( h_1, h_2, \ldots, h_n \) are the successive rows of \( B \) and \( \rho_1, \rho_2, \ldots, \rho_n \) are the successive rows of \( \overline{\Psi}(A) \), then, as in the other two cases, it can be verified that

\[
\begin{cases}
\h_n = (1 - a_1 \overline{a}_1, -\overline{a}_1 a_2 - \overline{a}_n, -\overline{a}_1 a_3 - \overline{a}_n \ldots -\overline{a}_1 a_n - \overline{a}_2) = \rho_1 \\
h_k = -a_{k+1} h_n + h_{k+1} A, k = 1, 2, \ldots, n-1
\end{cases} \quad \ldots (3.9)
\]

from which the fundamental relation between the Bezout matrix \( B \) and \( \overline{\Psi}(A) \) can be written down:

\[ P^{-1}BP = UR \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots (3.10) \]

where matrices \( U \) and \( P \) are respectively in (3.7) and (3.4) and

\[ R = \overline{\Psi}(A)P \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots (3.11) \]

From (3.8) (3.10) and (3.11) one gets

\[ P^{-1}FP = U\overline{\Psi}(A) \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots (3.12) \]

Applying now Cauchy-Binet theorem to (3.12) one concludes that matrices \( P^{-1}FP \) and \( \overline{\Psi}(A) \) have the same leading principal minors and hence the leading principal minors of \( \overline{\Psi}(A) \) are all real. Since \( P^{-1}FP \) has the same number of positive and negative squares as \( F \),
Theorem 2.9 together with the theorem of Jacobi (p. 48) yields the following result:

**Theorem 3.4.** Let

\[ \phi(x) = x^n - a_n x^{n-1} \cdots a_2 x - a_1 \]

and

\[ \psi(x) = -a_1 x^n - a_2 x^{n-1} \cdots - a_n x + 1 \]

be two polynomials of degree \( n \) with real or complex coefficients and let \( A \) be the companion matrix of \( \phi(x) \).

Then, the leading principal minors \( D_i, i = 1, \ldots, n \) of \( \psi(A) \) are all real and if none of them is zero, \( \phi(x) \) has \( p \) zeros inside the unit circle and \( q \) zeros outside it, where \( p \) and \( q \) are respectively equal to the number of permanences and variations of sign in the sequence

\[ 1, D_1, D_2, \ldots, D_n. \]

**Example**

(a) Let

\[ \phi_1(\lambda) = \lambda^3 - (3 + \frac{1}{2}i)\lambda^2 + (4 + 1)\lambda - (1 + 2) \]

\[ (\lambda_1 = 1 + i, \lambda_2 = 1 - i, \lambda_3 = 1 + \frac{1}{2}i) \]

\[ a_1 = 1 + 2, a_2 = -(4 + i), a_3 = (3 + \frac{1}{2}i). \]

Then

\[ \text{An equivalent form of theorem 3.4 was also obtained by Barnett [51] in a different fashion. The author is grateful to Dr. Barnett for drawing his attention to this fact.} \]
\[ \Psi(A) = \begin{pmatrix}
-4 & 6 - \frac{3}{2} i & i - \frac{5}{2} \\
-6 - \frac{1}{2} i & 7 - \frac{3}{2} i & -2 + \frac{1}{4} i \\
-17 - \frac{3}{2} i & 9 \frac{1}{4} + \frac{1}{2} i & -1 - \frac{107}{2}
\end{pmatrix} \]

\[ D_1 = -4, \quad D_2 = \frac{35}{4}, \quad D_3 = -\frac{25}{16}. \]

So, the number of zeros of \( \phi_1(\lambda) \) outside the unit circle is \( V(1, -4, \frac{35}{2}, -\frac{25}{16}) = 3. \)

(b) Let \[ \phi_2(\lambda) = \lambda^3 - 2\lambda^2 \quad (\lambda_1 = \lambda_2 = 0, \lambda_3 = 2) \]

\[ a_1 = 0, \quad a_2 = 0, \quad a_3 = 2 \]

Then,

\[ \Psi(A) = \begin{pmatrix}
1 & -2 & 0 \\
0 & 1 & -2 \\
0 & 0 & -3
\end{pmatrix} \]

\[ D_1 = 1, \quad D_2 = 1, \quad D_3 = -3. \]

Thus, the number of zeros of \( \phi_2(x) \) outside the unit circle is \[ V(1, 1, 1, -3) = 1 \]

and that inside it \[ P(1, 1, 1, -3) = 2. \]

**Derivation of the Matrix Equation satisfied by Fujiwara Matrix**

As noted earlier, matrix equations satisfied by the Fujiwara-matrix \( F \) and the Routh-matrix \( R \) associated with the Hermitian Forms employed to solve the Routh-Hurwitz Problem have recently been
discovered by Howland [26]. The matrix equation satisfied by the Fujiwara matrix used to solve the Schur-Cohn Problem is derived below.

Comparing the relations 3.9 with those in p. 28 and choosing $s_n = h_n$, one obtains immediately the following result: The Bezout-matrix $B$ associated with polynomials $\phi(x)$ and $\psi(x)$ is a symmetrizer of $A$;

$$ BA = A^T B. $$

Again, since $B = FP$, $F$ satisfies the equation:

$$ FPA = A^T FP $$

that is,

$$ A^T F = FPAP. $$

**Note:** There is no difficulty in obtaining similar results in case of previous two problems.
APPENDIX

AN ALTERNATIVE THEOREM

An equivalent form of theorem 3.4 will be presented here. The proof uses the Schur-Cohn determinants, instead of the Bezoutiant and theorem to be presented may be considered as an alternative to the Schur-Cohn theorem (Theorem 2.9).

By theorem 2.9, the number of zeros of a given polynomial \( \phi(x) \) in the unit circle can be determined by studying the signs of the sequence

\[ 1, \Delta_1, \Delta_2, \ldots, \Delta_n \]

where \( \Delta_k, k = 1, \ldots, n \) are the Schur-Cohn determinants defined in Section 2.2.1 (i). In what follows, it will be shown that these determinants are respectively equal to the leading principal minors of the coefficient matrix of the system of equations (2.20) arising out of the matrix equation (2.18) associated with the Schur-Cohn problem.

It is easy to see that

\[ \Delta_k = \begin{vmatrix} A_k^T & (A_k')^T \end{vmatrix} \begin{vmatrix} A_k' \end{vmatrix} \begin{vmatrix} A_k \end{vmatrix} \quad \ldots \ldots \ldots \quad (1) \]

where \( A_k \) and \( A_k' \) are triangular matrices

---

1 Similar results were obtained by Parks [58] and by Barnett [52] and [53] for the Routh-Hurwitz theorem.
\[ A_k = \begin{pmatrix} -a_1 & -a_2 & \ldots & -a_k \\ 0 & -a_1 & \ldots & -a_{k-1} \\ \vdots \\ 0 & 0 & \ldots & -a_1 \end{pmatrix} \quad \ldots \ldots(2) \]

and

\[ A'_k = \begin{pmatrix} 1 & -\overline{a}_n & -\overline{a}_{n-1} & \ldots & -\overline{a}_{n-k+2} \\ 0 & 1 & -\overline{a}_n & \ldots & -\overline{a}_{n-k+3} \\ \vdots \\ 0 & 0 & 0 & \ldots & 1 \end{pmatrix} \quad \ldots \ldots(3) \]

Again, since two matrices in either column of (1) commute

\[ \Delta_k = \det(A_k^T \overline{A}_k - (A'_k)^T (\overline{A}_k^T)) \]

(By [22], p. 43)

Further, it is noted that each \( \Delta_k \) is the leading principal minor of \( \Delta_{k+1} \), whence \( \Delta_1, \Delta_2, \ldots, \Delta_n \) are seen to be equal to the leading principal minors of the matrix \( R = (A_n^T \overline{A}_n - (A'_n)^T (\overline{A}_n^T)) \). By direct multiplication, the matrix is seen to be equal to

\[ R = \begin{pmatrix} a_1\overline{a}_1 - 1 & a_1\overline{a}_2 + a_n & \ldots & a_1\overline{a}_n + a_2 \\ a_2\overline{a}_1 + \overline{a}_n & a_2\overline{a}_2 + a_1\overline{a}_1 & \ldots \ldots & a_2\overline{a}_n + a_1\overline{a}_{n-1} \\ \vdots & -a_n\overline{a}_n - 1 & -\overline{a}_n a_2 + a_3 & \ldots \\ a_n\overline{a}_1 + \overline{a}_2 & a_2 a_n + a_n\overline{a}_n - 1 & \ldots & a_{n} \overline{a}_n + \ldots + a_1 \overline{a}_1 \\ -a_n a_2 + \overline{a}_3 & -a_2 a_2 - a_3 \overline{a}_3 & \ldots & -a_2 a_3 + \ldots + a_3 \overline{a}_3 \end{pmatrix} \quad \ldots \ldots(4) \]
Let $r_1, r_2, \ldots, r_n$ be the rows of $R$. Then it can be verified that

$$\begin{align*}
  r_1 &= (a_1 \bar{a}_1 - 1, a_1 \bar{a}_2 + a_n, \ldots, a_1 \bar{a}_n + a_2) = (\alpha_1, \alpha_2, \ldots, \alpha_n) \\
  r_i &= -\bar{a}_{n-i+2} r_1 + r_{i-1} \bar{A}, \; i = 2, \ldots, n \quad \text{(5)}
\end{align*}$$

Again, if the rows of $-\psi(A)$ are $\rho_1, \rho_2, \ldots, \rho_n$, then

$$\begin{align*}
  \rho_1 &= (\alpha_1', \alpha_2, \ldots, \alpha_n) \\
  \text{and by Barnett's algorithm} &\quad \text{..........................(6)} \\
  \rho_i &= \rho_{i-1} \bar{A}, \; i = 2, \ldots, n
\end{align*}$$

A matrix $S$ with rows $s_1, s_2, \ldots, s_n$ are now formed such that

$$\begin{align*}
  s_1 &= r_1 \\
  s_2 &= r_2 + \bar{a}_n s_1 \\
  s_3 &= r_3 + \bar{a}_n s_2 + \bar{a}_{n-1} s_1 \\
  &\vdots \\
  s_n &= r_n + \bar{a}_n s_{n-1} + \ldots + a_2 s_1 \\
  &\text{.................................(7)}
\end{align*}$$

Then, using relations (5) - (7), one has

$$\begin{align*}
  s_1 &= r_1 = \rho_1 \\
  s_2 &= r_2 + \bar{a}_n s_1 = -\bar{a}_n r_1 + r_1 \bar{A} + \bar{a}_n r_1 \\
  &\quad = r_1 \bar{A} = \rho_1 \bar{A} = \rho_2 \\
  s_3 &= r_3 + \bar{a}_n s_2 + \bar{a}_{n-1} s_1 = -\bar{a}_{n-1} r_1 + r_2 \bar{A} + \bar{a}_n s_2 + \bar{a}_{n-1} r_1 \\
  &\quad = r_2 \bar{A} + \bar{a}_n s_2 = (s_2 - \bar{a}_n s_1) \bar{A} + \bar{a}_n s_2 = s_2 \bar{A} - \bar{a}_n s_1 \bar{A} + \bar{a}_n s_2
\end{align*}$$
\[ s_2 a^2 - a_n p_2 + a_n p_2 = s_2 \bar{a} = p_2 a = p_3. \]

and similarly, \( s_i = p_i, \ i = 4, 5, \ldots n. \)

The leading principal minors of the matrix \( S \) are therefore just equal to the leading principal minors of the matrix \( -\psi(\bar{A}). \)

Again, by the Cauchy-Binet theorem, the leading principal minors of \( S \) are the same as those of the matrix \( R \) and are therefore real (since \( R \) is hermitian). Thus the leading principal minors of \( -\psi(\bar{A}) \) are all real and equal to those of \( R \). This yields the following result:

**Theorem 1**

Let

\[ \phi(x) = x^n - a_n x^{n-1} - a_1 \]

and

\[ \psi(x) = 1 - a_1 x^n - a_2 x^{n-1} - a_n x \]

be two polynomials of degree \( n \) and let \( A \) be the companion matrix of \( \phi(x) \).

Then, the leading principal minors \( D_i, i = 1, \ldots n \) of \( -\psi(\bar{A}) \) are all real and, if none of them is zero, \( f(x) \) has no zeros on the circle and \( p \) zeros in this circle, \( p \) being the number of variations of sign in the sequence

\[ 1, D_1, D_2, \ldots D_n. \]

**Example**

Let

\[ \phi(\lambda) = \lambda^3 - (3 + \frac{1}{2}) \lambda^2 + (4 + i) \lambda - (1 + 2) \]
\[ a_1 = 1 + 2, \ a_2 = -(4 + 1), \ a_3 = (3 + \frac{1}{2}) \]

Then

\[
-\psi(\overline{A}) = \begin{pmatrix}
4 & -6 - \frac{3}{2} & 1 + \frac{5}{2} \\
6 - \frac{1}{2} & -7 - \frac{3}{2} & 2 + \frac{1}{4} \\
17 - \frac{3}{2} & -\frac{9}{4} + \frac{1}{2} & -1 + \frac{107}{2}
\end{pmatrix}
\]

\[ D_1 = 4, \ D_2 = \frac{35}{4}, \ D_3 = \frac{25}{16}. \]

Since, all D's are non zero, there is no zero of \( \phi(\lambda) \) on the unit circle and since,

\[ V(D_1, D_2, D_3) = V(4, \frac{35}{4}, \frac{25}{16}) = 0. \]

there is no zero inside it. Thus, all the zeros of \( \phi(\lambda) \) are outside the unit circle.
CONCLUSIONS

This thesis includes the results of investigations into two aspects of the General Matrix Eigenvalue Problem.

Assuming that the given matrix $A$ is nonderogatory, it is shown in the first chapter that information about the Jordan Structure of $A$ may be derived from two sources - a Hankel matrix of Newton sums and the solutions of matrix equations. It is well-known that the Hankel form defined by a Hankel matrix of Newton sums plays an important role in the separation of the zeros of a polynomial. It is shown that this Hankel matrix is equally effective in determining the Jordan structure of $A$. In particular, it is shown how it may be employed to answer a question which is relevant to the determination of the Jordan structure of $A$: When is a given nonderogatory matrix $A$ similar to a normal matrix?

Regarding the application of matrix equations it is shown that the simplest matrix equation relevant to the problem of Jordan structure is $SA = A^S$. After showing what information may be obtained from different types of solutions of this equation, methods of computing these solutions numerically are proposed in some cases. Again, the problem as to when or whether a given matrix $A$ is similar to a normal matrix is shown to be formulated in terms of a non linear matrix equation: $S^{-1}A^S = A^{-1}SA^S$. This non linear equation is solved theoretically and a few results on its numerical solutions are obtained. Also, some important, well-known results of Matrix Theory are deduced as consequences of the more general results obtained in this connection.
Chapters II and III are devoted to the study of the problem of locating the eigenvalues of $A$ in a specified region, with special emphasis on the zeros of a polynomial. Three classical problems, the Hermite Problem, the Routh-Hurwitz Problem and the Schur-Cohn Problem, arising in connection with the stability of a system of differential or difference equations, are discussed here. Following a recent published result of Howland [23], these three problems and another more general problem that of locating the zero in a given sector, are formulated in terms of matrix equations. In Chapter II, a simple method for solving these matrix equations is proposed. The method consists in reducing the given matrix equation to a $n \times n$ linear algebraic system of the form $cx = b$, whose solution gives one row vector of the solution matrix. The other row vectors are then obtained in terms of this known row vector from a recursive relation. The chief characteristic of this method is that it avoids the difficulties of series solutions in contrast to most of the methods available in the literature for the solution of the Lyapunov equation associated with the Routh-Hurwitz Problem.

In Chapter III, a new approach to these classical stability problems is introduced. It is shown that in each case the above matrix $C$ is a complete alternative to the Fujiwara matrix $F$, constructed by Fujiwara to solve the same problem. The construction of $C$ is simpler than that of $F$ and the use of $C$ to solve the problem has decided computational advantages over the bigradients and the Schur-Cohn determinants. Above all, its use eliminates the need to solve the matrix equation.
Finally a result which can be considered as an alternative to the Schur-Cohn theorem is established in the appendix. This consists in constructing a polynomial matrix whose leading principal minors are the same as the Schur-Cohn determinants. Similar results were obtained by P. C. Parks [58] and Barnett [53] in case of the Routh-Hurwitz Problem.
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