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Chapter 1

Introduction

"Ordered Sets", as a subject, has only been studied for a short time, as far as Mathematics goes. Indeed, basic results of great importance to the subject were only proved quite recently; for example, [Szpiroajn 30] and [Dilworth 50]. Nonetheless, the subject is very important, with a wide variety of applications such as sorting and scheduling.

1.1 Definitions and Notation — "Minimals"

A (partially) ordered set, or simply order, $P = (X, \prec)$, consists of a set $X$ and a binary relation $\prec$, less than, defined on $X \times X$, which is "transitive" and "asymmetric". We follow the common practice of referring to $P$ itself as the set of elements, rather than $X$: instead of writing (correctly) $a \in X$, we write $a \in P$. The other relational symbols, such as $\neq, >, \not\leq, \geq$, etc. are used with obvious meanings: $a > b$ if and only if $b < a; a \leq b$ if and only if $a < b$ or $a = b$. Then, for $a, b, c \in P$:

- $\prec$ is transitive: $a \prec b$ and $b \prec c$ imply $a \prec c;
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- $<$ is asymmetric: $a < b$ implies $b \not< a$.

Example 1.1

(i) $P = (\{a, b, c, d\}, \{a < c, b < c, b < d\})$, for reasons which will soon be apparent, this order is usually referred to as $N$.

(ii) $P = (\{w, x, y, z\}, \{w < x, w < y, w < z, x < z, y < z\})$.

The symbol "$<$", used to denote the relation in the order is the same symbol that is used for comparing real numbers; this rarely results in any confusion as the meaning is usually clear from the context. However, if necessary, "$<$" may be indexed by the order. For example, suppose that an order $P$ is defined on the set $\{1, 2, \ldots, n\}$. Then, $1 <_P 2$ compares two elements of the order, while $1 <_{\mathbb{R}} 2$ compares the real numbers $1$ and $2$ (as elements of the order $\mathbb{R}$). Indexing may also be necessary when considering several different orders on the same set of elements.

While an order may be infinite, our interest is finite orders. Accordingly, unless otherwise stated, all orders are assumed to be finite.

Elements $a, b$ in $P$ are called comparable if $a < b$ or $b < a$; otherwise, they are incomparable, denoted by $a \parallel b$. Say that $a$ is covered by $b$, written $a < b$, if $a < b$ and there does not exist $c \in P$ with $a < c < b$. That is, there is nothing "between" $a$ and $b$. Equivalently, $b$ covers $a$, denoted $b > a$. Call $b$ an upper cover of $a$, and $a$ a lower cover of $b$. The dual of an order $P$, is the order $P'$, on the same set of elements, but with all comparabilities reversed. That is $a < b$ in $P'$ if and only if $a > b$ in $P$.

An order may be specified by a list of its comparabilities or covering relations; however, we usually present orders pictorially, using a graphical
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Diagrams of the orders of Example 1.1.

Figure 1.1: Diagrams

representation called the "diagram". (See, for example, Figure 1.1.) The covering graph of an order $P$, is the (undirected) graph whose vertices are the elements of the order, with the vertices corresponding to $a, b \in P$ adjacent precisely if $a < b$ or $a > b$. The diagram of $P$ is a drawing of its covering graph such that if $a < b$ then $a$ is placed lower than $b$ ($a$ has a smaller $y$-coordinate in the plane than $b$), with the edge joining $a$ and $b$ rising monotonically from $a$ to $b$. The diagram is often referred to as the order itself.

In addition, we may consider the comparability graph of an order, in which a pair of elements are adjacent simply if they are comparable. See Figure 1.2, for an example of an order (its diagram), with its covering and comparability graphs. In general, the comparability graph is more difficult to read than the diagram (or covering graph) as it contains a much larger number of edges.

Call $a \in P$ maximal if there does not exist $b \in P$ with $a < b$; $a$ has no upper covers. Similarly, $b \in P$ is minimal if it has no lower covers. The sets of minimal and maximal elements of $P$ are denoted by $\min(P)$ and
max(P), respectively. If P has a unique maximal element, it is called the top element of P. A unique minimal element is called the bottom element of P. Both the top and bottom elements (if they exist) are examples of splitting elements, elements which are comparable to all other elements. In contrast, an isolated element of an order is one which is comparable to no other element of the order. The term "isolated" results from the fact that an isolated element is an isolated vertex in the covering and comparability graphs.

Example 1.2 In the order of Example 1.1 (ii), all pairs of elements are comparable, except for x and y; all comparabilities are covering relations except that w ⩾ z; and w, z are the top and bottom elements of P, respectively.

The order Q (Q = (Y, <)) is a suborder of the order P (P = (X, <)), if Q ⊆ P (Y ⊆ X) and < on Q is the restriction of < on P to the elements of Q. Given a subset Q of P, the induced suborder on Q is the suborder of P on the set Q. For a subset A ⊆ P, let P \ A denote the induced suborder
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on the set $P \setminus A$. If $x \in P$ then $P \setminus \{x\}$ (or simply $P \setminus x$) is the order produced by removing the element $x$ and all comparabilities involving $x$.

An order is a linear order (is linearly ordered), also called a chain, if all pairs of elements are comparable. A chain is also a linearly ordered suborder of an order. An antichain is an order all of whose elements are pairwise incomparable, as well as such a suborder of an order. The $n$-element chain is denoted by $n$; the $n$-element antichain by $n$. A chain $C$, in an order $P$, is a maximal or saturated chain if there does not exist a larger chain in $P$, containing $C$. That is, if $a \in P \setminus C$ then $a$ is incomparable with some element of $C$: adding $a$ to $C$ yields a suborder of $P$ which is not a chain.

A maximal chain is not to be confused with a maximum (sized) chain in $P$, which is a chain with the greatest possible number of elements. Clearly, a maximum sized chain is necessarily maximal; however, a maximal chain need not have maximum size among all chains. Maximal and maximum antichains are similarly defined. The set of maximal elements of an order is an antichain, as is the set of minimal elements: both are maximal antichains.

The height of $P$ is defined to be the cardinality of a maximum sized chain in $P$. (Some authors define the height to be one less than the cardinality of a maximum sized chain.) The width of $P$ is the cardinality of a maximum sized antichain in $P$. For an element $x$ in $P$, define the height of $x$ by

$$height(x) = \max\{|C| : C \text{ a chain in } P \text{ with top element } x\},$$

and define the depth of $x$ by

$$depth(x) = \max\{|C| : C \text{ a chain in } P \text{ with bottom element } x\}.$$
In general, there is no simple relationship between the height and depth of an element; however, \( \text{height}(x) \) in \( P \) equals \( \text{depth}(x) \) in the dual of \( P \).

**Theorem 1.1 [Dilworth 50]** In a finite order \( P \) the minimum number of disjoint chains whose set union is \( P \) equals the width of \( P \).

A set of disjoint chains whose (set) union is the order \( P \) is called a chain decomposition of \( P \). In general, a minimum chain decomposition is not unique. If the chains are not disjoint then \( P \) is simply covered by the set of chains. Allowing the chains to overlap cannot reduce the number of chains required to cover \( P \) since no chain may contain more than one element from any (maximal) antichain.

A *(partial)* extension of an order is an order on the same set of elements which includes all the same comparabilities, plus, possibly, some extra. That is, \( Q \) is an extension of \( P \), if \( P \) and \( Q \) are defined on the same set of elements, and \( a < b \) in \( P \) implies \( a < b \) in \( Q \). Let \( a, b \in P \) be incomparable. Then \( P(a < b) \) is the extension of \( P \) formed by adding the relation \( a < b \) to \( P \) and taking the transitive closure; that is, adding all other relations required by transitivity. If an extension of the order \( P \) is a linear order then it is called a linear extension of \( P \).

**Example 1.3** The order \( N \) (Example 1.1 (ii), and Figure 1.1) has five linear extensions, they are (listing covering relations only)

1. \( a < b < c < d \),
2. \( a < b < d < c \),
3. \( b < a < c < d \),
4. \( b < a < d < c \),
5. \( b < d < a < c \).
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Theorem 1.2 [Szpiro 30] Every order has a linear extension.

The set of all linear extensions of \( P \) is denoted by \( L(P) \); their number by \( e(P) \). A very important problem in the theory of ordered sets is computing the number of linear extensions of an order. (Of course, it is trivial that a finite order has a finite number of linear extensions.) From a theoretical point of view, the problem is trivial: the set of all linear extensions of an order is easily generated, e.g. by "topological sorting", and counted. However, from a computational point of view, calculating the number of linear extensions is very difficult.

Theorem 1.3 [Brightwell/Winkler 91] Computing the number of linear extensions of an order is \( \#P \)-complete.

The class \( \#P \) (read "number-P"), defined in [Valiant 79], is the class of all problems solvable by a nondeterministic polynomial time Turing machine, which also outputs the number of accepting states. A problem in \( \#P \) is called \( \#P \)-complete, if the existence of a polynomial time (deterministic) solution for that problem implies the existence of such a solution for all problems in \( \#P \). Problems which are \( \#P \)-complete are generally more difficult than \( \text{NP} \)-complete problems. The reason for this is that \( \#P \)-complete problems typically count the number of solutions of an \( \text{NP} \)-complete problem, such as satisfiability. Counting linear extensions is a rare example of a \( \#P \)-complete problem where the decision problem — is a given ordering of the elements a linear extension of the order? — is in the class \( P \).

There are a very small number of special classes of orders for which the number of linear extensions may be computed directly, or by a recursive
Example 1.4 Some special cases for computing linear extensions:

- the n-element chain: \( e(n) = 1 \);
- the n-element antichain: \( e(n) = n! \);
- \( P = P_1 + P_2 \) is a "disjoint sum" (see page 10) of \( P_1 \) and \( P_2 \):
  \[
e(P) = \binom{|P|}{|P_1|} e(P_1) e(P_2);
\]
- \( P = P_1 \otimes P_2 \) is a "linear sum" (see page 10) of \( P_1 \) and \( P_2 \):
  \[
e(P) = e(P_1) e(P_2);
\]
- \( Z_n = \{\{a_1, a_2, \ldots, a_n\}, \{a_{2i-1} < a_{2i}, a_{2i} > a_{2i+1}\}\} \) the n-element zig-zag:
  \[
e(Z_n) = \sum_{i=0}^{\lfloor \frac{n-1}{2} \rfloor} \binom{n-1}{2i} e(Z_{2i}) e(Z_{n-1-2i});
\]
- \( C_{2n} = \{\{a_1, a_2, \ldots, a_{2n}\}, \{a_{2i-1} < a_{2i}, a_{2i} > a_{2i+1}, a_{2n} > a_1\}\} \) the 2n-element cycle or crown: \( e(C_{2n}) = n e(Z_{2n-1}) \).

If \( a \) and \( b \) are incomparable in \( P \) then there are linear extensions of \( P \) in which \( a < b \) and others in which \( b < a \). To compare the numbers of such extensions we define

\[
\text{prob}(P; a < b) = \frac{e(P(a < b))}{e(P)}.
\]

This is the probability that \( a \) occurs below \( b \) in an randomly chosen linear extension of \( P \). For brevity, we also write \( \text{prob}(a < b) \).
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Related to this is the preference relation \( <' \), defined by

\[
x <' y \quad \text{if} \quad \text{prob}(x < y) > \frac{1}{2}.
\]

The relation \( <' \) is defined by what happens in the majority of extensions of \( P \). If prob\((x < y) = 1/2\) then \( x \parallel y \). Clearly, \( x < y \) implies \( x <' y \) since, in this case, prob\((x < y) = 1\). If the relation \( <' \) defines a valid ordering; that is, one which is transitive, then the resulting order is a partial extension of \( P \). If \( <' \) is not transitive, then there exists a sequence of elements \( x_1 <' x_2 <' \cdots <' x_k <' x_1 \). If such a sequence exists, it is called a linear extension majority cycle or simply a majority cycle. In fact, if an order contains a majority cycle then it contains one with only three elements, the minimum possible.

Theorem 1.4 [Fishburn 76] There exist orders which contain linear extension majority cycles.

The idea of probability is generalized. If \( S \) is any property which may hold in a linear extension, define \( e(P; S) \) to be the number of linear extensions of \( P \) in which \( S \) holds. Then

\[
\text{prob}(P; S) = \frac{e(P; S)}{e(P)}
\]

is the probability that \( S \) holds in a given linear extension of \( P \).

Theorem 1.5 [Stanley 81] For \( x \in P \), the sequence

\[
(e(P; \text{height}(x)) = i)_{i=1}^{n}
\]

is a unimodal sequence. (height\((x) \) is the height of \( x \) in the linear extension.)
A sequence is unimodal if it consists of an increasing (nondecreasing) segment followed by a decreasing (nonincreasing) segment, either of which may be empty. That is, \((s_i)_{i=1}^n\) is unimodal if there exists \(j\) such that

\[ s_1 \leq s_2 \leq \cdots \leq s_j \geq s_{j+1} \geq \cdots \geq s_n. \]

Given two orders \(P\) and \(Q\), a function \(f : P \to Q\) maps the elements of \(P\) to the elements of \(Q\). The function is isotone if it is order preserving; that is, \(f(a) \leq f(b)\) in \(Q\) whenever \(a < b\) in \(P\). An isotone map is an isomorphism if it is one to one and onto, and its inverse is also an isotone map. An automorphism is an isomorphism from an order to itself. A rigid order is one whose only automorphism is the identity map. If two orders are isomorphic, they are, in effect, the same order, possibly with a relabelling of the elements.

A series-parallel order is one which may be constructed, from singletons, by means of the operations "disjoint sum" \(+\) and "linear sum" \(\ast\). (See for example, Figure 1.3.) The order \(P = P_1 \cup P_2\) is the disjoint sum of \(P_1\) and \(P_2\) if the comparabilities in \(P\) are precisely those "inherited" from \(P_1\) and \(P_2\). That is, \(a < b\) in \(P\) if and only if \(a < b\) in \(P_1\) or \(a < b\) in \(P_2\). The linear sum \(P_1 \ast P_2\) places \(P_2\) "above" \(P_1\). It is the partial extension of \(P_1 + P_2\) in which all comparabilities of the form \(a < b\) (for \(a \in P_1\) and \(b \in P_2\)), and no others, have been added.

**Theorem 1.6** [Foulis 70] A finite ordered set is series-parallel if and only if it contains no subset isomorphic to \(N\).

An order \(P\) is a linear sum or is (linearly) decomposable if there exist orders \(P_1\) and \(P_2\) such that \(P = P_1 \ast P_2\). Otherwise, \(P\) is (linearly)
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[indecomposable. A linear decomposition of P is a linear sum of the form $P = P_1 \star P_2 \star \cdots \star P_k$, where $P_i$ is indecomposable. Call the $P_i$ the indecomposable components of P.

1.2 Further Results

The diagram considers only covering relations to avoid nonessential edges, edges specifying comparabilities deducible by transitivity. If $a < b$ but $a \not< b$, then there is a sequence of elements $(c_i)_{i=1}^k$ such that $a < c_1 < c_2 < \cdots < c_k < b$: there is a monotonic path rising from $a$ to $b$. However, the existence of such a monotonic path implies, by transitivity, that $a < b$.}
Therefore, an edge from $a$ to $b$ would be redundant. Such edges are not drawn. Instead, comparabilities are read by following monotonic paths. Note that if $b$ is "above" $a$, but there is no monotonic path joining them, then $a \not< b$. In fact, $a$ is incomparable to $b$, as $b < a$ is clearly not possible.

The diagram is simply a directed version of the covering graph — the directions decided by the directions of the covering relations — in which the directions are indicated, not by arrows on the edges, but by the relative vertical placement of the vertices. (With the added restriction that the edges are monotonic.) The diagram is not unique since there is some freedom in the placement of the vertices, and in drawing the edges. Figure 1.4 shows several possible diagrams of the cube. However, different diagrams of the same order all "yield" the same directed (covering) graph. In fact, if the diagrams of any two orders yield the same directed graph, the orders are isomorphic: essentially, they are the same order.
An order is called a planar order if its covering graph can be drawn without edge crossings, points other than vertices where edges intersect. A planar order necessarily has a planar covering graph, the converse is not true. The cube (cf. Figure 1.2) is non planar, yet has a planar covering graph.

The diagram gives an orientation of the covering graph: a directing of the edges corresponding to an order. Not all graphs are orientable; that is, not all graphs are covering graphs. For example, a triangle, a complete graph on three vertices, is not orientable: one edge must be redundant. Frequently, a graph which is a orientable has more than one orientation. There are different (nonisomorphic) orders which have the same covering graph. (See Figure 1.5.) In general, the different orientations of a covering graph yield very different orders, having very different properties. It is more interesting to consider which properties such orders may have in common.

Call an order theoretic property a diagram invariant if, whenever it holds for an order, it holds for all other orders having the same covering graph.
We show that the "genus" of an ordered set is a diagram invariant. This is, in fact, the first and only known nontrivial diagram invariant. (The number of covering relations is an example of a trivial — hence uninteresting — diagram invariant.)

While the "extra" edges in the comparability graph make it more difficult to read (than the diagram), these edges do serve to more precisely define the order. In general the comparability graph of an order has very "few" orientations, compared to the covering graph.

**Theorem 1.7** [Kelly 86] If $P$ and $Q$ have the same comparability graphs then $Q$ can be obtained from $P$ by a sequence of operations of dualizing autonomous subsets of $P$.

Linear decomposition is a special case of "lexicographic decomposition". A subset $A$ of $P$ is autonomous if each element of $P \setminus A$ bears the same relation to all elements of $A$. That is, if $a, b \in A, z \in P \setminus A$, then $a < z$ if and only if $b < z$, and $a > z$ if and only if $b \not< z$ (so $a || z$ if and only if $b || z$). Note however, that $a < z$ says nothing at all about the relation between $a$ and other elements of $P \setminus A$. (In Example 1.1 (ii), the set $\{z, y\}$ is an autonomous set.) An order is lexicographically decomposable if it contains a nontrivial autonomous set, one which is not a singleton or the entire order; otherwise the order is lexicographically indecomposable or prime. The diagrams of lexicographically decomposable orders may be simplified by grouping together the elements of the autonomous sets, and drawing single arcs to represent comparabilities applying to all elements in the autonomous set. Call this simplified diagram a block diagram for the order. See Figure 1.6 for an example of a block diagram.
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A lexicographically decomposable order and its block diagram.

Figure 1.6: Lexicographic decomposition

Theorem 1.8 [Möhring 84] Almost all orders are prime, that is,

\[ \lim_{n \to \infty} \frac{\text{prime } n\text{-element orders}}{\text{n-element orders}} = 1. \]

The incomparability graph of an order \( P \), is the (graph) complement of the comparability graph. This is simply the graph on the elements of \( P \) in which two vertices are adjacent precisely if their corresponding elements are incomparable in \( P \). If there exists an order \( Q \) whose comparability graph is isomorphic to the incomparability graph of \( P \), then call the orders \( P \) and \( Q \) complementary. In the complementary orders \( P \) and \( Q \), a pair of elements in \( P \) are comparable if and only if the corresponding elements of \( Q \) are incomparable. The order \( Q \) is called a complement of \( P \), denoted \( \hat{P} \).

(In fact the complement need not be unique since the covering graph may have more than one orientation.)

A subset \( B \) of \( P \) is called a cutset if it intersects every maximal chain...
Figure 1.7: An N-free order which is not series parallel

in $P$. An analogous idea is that of a fiber, a subset which intersects every maximal antichain in the order.

**Theorem 1.9 [Grillet 69]** _In a finite order $P$, every maximal chain intersects every maximal antichain if and only if $P$ is N-free._

That is, every maximal antichain is a cutset and every maximal chain is a fiber if and only if $P$ is "N-free".

Say that $P$ is N-free if $P$ contains no cover-preserving subset isomorphic to $N$. A subset of an order is a _cover-preserving_ subset if all covering relations in the suborder, induced on this subset, are covering relations in the original order. Thus, $P$ is N-free if there does not exist $a, b, c, d$ in $P$ with covering relations $a \prec c, b \prec c, b \prec d$, and no other comparabilities on the set $\{a, b, c, d\}$. All series-parallel orders are N-free. The converse however, is not true — see, for example, Figure 1.7. Given any order which contains an $N$, it is possible to produce an N-free order by "subdividing" all edges. That is, if $a \prec b$, add a new element $ab$ with comparabilities $a \prec ab \prec b$, plus all other relations required by transitivity. The resulting order, while N-free, is still not series-parallel.

A _down set_ or _ideal_ in an order $P$, is a suborder $D$ of $P$ such that, if $x \in D$ and $y < x$, then $y \in D$. Similarly, $U \subseteq P$ is an _up set_ if $x \in U$
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and $y > z$ imply $y \in D$. There is a simple one-to-one correspondence between the up sets and ideals of an order: $U$ is an up set of $P$ if and only if $D = P \setminus U$ is an ideal. Suppose that $x \in D = P \setminus U$ and $y < z$. Then $y \in D$, for if not, $y \in U$ and $x > y$ imply $x \in U$. In addition, an up set in $P$ is an ideal in the dual of $P$.

Given a subset $S$ of $P$ we define the \textit{down} set of this set by

$$\text{down}(S) = \{ z \in P : z \leq y, \text{ for some } y \in S \}. $$

The \textit{up} set of $S$, $\text{up}(S)$, is defined similarly. There is also an obvious correspondence between the antichains and ideals of an order. Given an ideal $D$ of $P$, $A = \max(D)$ is an antichain in $P$, and $\text{down}(A)$ is the ideal $D$, itself.

A useful related idea is that of "initial" and "final" sets in an order. Let $P$ be a width $k$ order with chain decomposition $X_1, X_2, \ldots, X_k$. Let $S \subseteq P$ with $|S \cap X_i| \leq 1$ for all $i \leq k$: $S$ contains at most one element from each chain in the decomposition of $P$. The \textit{initial set} of $P$ generated by $S$ is

$$\text{init}(S) = \bigcup_{X_i \cap S \neq \emptyset} \{ z \in X_i : z \leq y, \{ y \} = X_i \cap S \}. $$

That is, $\text{init}(S)$ consists of the "initial segment" of each chain in the decomposition up to, and including, the element in that chain, from $S$. If no element of a chain is contained in $S$, then none of its elements occur in $\text{init}(S)$. The \textit{final set} of $P$ generated by $S$ is defined similarly. It is clear from the definition of initial sets that $\text{init}(S) \subseteq \text{down}(S)$; but in general, the two need not be equal, so $\text{init}(S)$ is not an ideal. However, we give a simple condition which is sufficient for $\text{init}(S)$ to be an ideal.
Lemma 1.1 (Initial Set-Ideal) Let $P$ be a width $k$ order with chain decomposition $X_1, X_2, \ldots, X_k$ and let $S \subseteq P$ satisfy $|S \cap X_i| = 1$ ($i \leq k$). Then, init$(S)$ is an ideal, if for all $a, b \in S$, $a \prec b$, all$b$ or $a \succ b$. If width $P = 2$ then this condition is also necessary for init$(S)$ to be an ideal.

Let $x, y \in P$. Then, $x$ and $y$ are incomparable if and only if $0 < \text{prob}(x < y) < 1$. ($x < y$ if and only if $\text{prob}(x < y) = 1$: $x > y$ if and only if $\text{prob}(x < y) = 0$.) In connection with sorting it is of interest to ask: is there always a pair of elements $x, y \in P$ for which prob$(x < y)$ is equal to $1/2$, or is at least “close” to $1/2$? Define

$$\delta(P) = \max\{\text{prob}(x < y) : x, y \in P, \text{prob}(x < y) \leq \frac{1}{2}\}.$$ 

Then the question becomes: is there a constant $c$, such that for any order $P$ with width$(P) \geq 2$ (P is not a chain), $\delta(P) \geq c$? The order $2 + 1$, of Figure 1.8, shows that $c \leq \frac{1}{3}$. However, it has been conjectured in [Kislitsyn 68] and [Fredman 76] that for any order $P$ (width$(P) \geq 2$), $\delta(P) \geq 1/3$. While this general conjecture remains open, some progress has been made.

Theorem 1.10 [Kahn/Saks 84] For $P$ not a chain, $\delta(P) \geq 3/11$.

Theorem 1.11 [Linial 84] For $P$ a width two order, $\delta(P) \geq 1/3$. 

Figure 1.8: Extremal width two orders for $\delta(P) = \frac{1}{3}$
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Theorem 1.12 [Aigner 85] If \( P \) is a width two order with \( \delta(P) = 1/3 \), then \( P \) is a linear sum of the orders 1 and 2 + 1 (of Figure 1.8).

1.3.1 Finding Linear Extensions

One method of finding a linear extension of an order is topological sorting, in which elements are deleted from the order one by one, with the order of selection determining the resulting linear extension. Given the order \( P \), let \( P_1 = P \), and choose \( x_1 \in \min(P_1) \). Now, let \( P_2 = P \setminus \{x_1\} \) and choose \( x_2 \in \min(P_2) \). In general, set \( P_i = P \setminus \{x_1, x_2, \ldots, x_{i-1}\} \) and choose \( x_i \) from \( \min(P_i) \). Continue until all elements have been selected, producing the linear extension \( x_1 < x_2 < \cdots < x_n \), where \( n = |P| \).

Two important classes of linear extensions which may be formed in this way are “greedy” and “level” linear extensions. The resulting extension is greedy if, when choosing \( x_i \), we choose whenever possible, an element of \( \min(P) \) which covers \( x_{i-1} \). A level or depth-first linear extension is formed by always choosing \( x_i \) from \( \min(P) \) such that \( \text{depth}(x_i) \) is maximal.

Example 1.5 Greedy and level linear extensions for the order of Figure 1.3:

- \( b < d < f < a < c < e < g < h \) is a greedy linear extension which is not level — both \( a \) and \( c \) must precede both \( d \) and \( f \) in a level linear extension.

- \( a < b < c < e < d < f < g < h \) is a level linear extension which is not greedy — after \( e \), a greedy linear extension must select \( g \) or \( h \).
Figure 1.9: Greedy and level linear extensions.

- $a < b < c < d < f < e < g < h$ is neither a greedy nor a level linear extension.

- This order has no linear extensions which are both greedy and level.

Another method of finding a linear extension of an order is successive partial extensions. Select a pair of elements $x, y$ which are incomparable in $P$ and assign one of the two possible comparabilities, $x < y$ or $y < x$. Taking the transitive closure gives a partial extension of $P$. If this extension is not linear, then select another incomparable pair of elements and repeat the process. Much of our work on counting linear extensions is based on this method of producing extensions.

One of the fundamental problems in computer science is that of sorting. Indeed, this is one of the first problems considered by any computer science student. A list of items to be sorted may be viewed as an ordered set, the elements of the order being the items which are to be sorted. Sorting
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this list corresponds to finding the “correct” linear extension of the order. Initially, the information is incomplete, the order is not linear. As pairs of the items in the list are compared, new comparabilities are added to the order, extending it. Eventually a linear extension of the original order is achieved: the list is sorted. Thus, the problems of sorting and finding linear extensions of orders are intimately related. In fact, the well known $O(n \log n)$ time bound for optimal comparison sorting algorithms depends on the possible number of linear extensions of an order, corresponding to the number of different possibilities for the sorted list.

Sorting corresponds to finding the “correct” linear extension of an order. The elements are linearly ordered, but that ordering is not known. The task is to determine the ordering. Many scheduling problems involve finding an “optimal” linear extension of an order. A set of “jobs” are to be processed subject to some “precedence constraints”, an order on the jobs. The order is not linear, but the problem dictates that the jobs must be totally ordered. Any linear extension yields a valid schedule, but the object is to find an extension which is optimal with respect to some measure. The difficulty of finding an optimal schedule depends on the number of linear extensions.

1.3.2 Linear Extension Count

The problem of determining the number of linear extensions of an order is a very important one. We focus our attention on this problem — determining the number of extensions, either by direct counting, clever calculation or approximation.

One method of finding and counting linear extensions involves "dynamic
programming", based on topological sorting. We enumerate the extensions by the recursive formula

$$e(P) = \sum_{x \in \max(P)} e(P \setminus x).$$

For this method to be computationally practical, the numbers of extensions of the suborders must be recorded efficiently, to avoid recalculating them repeatedly.

Theorem 1.13 [Steiner 90] If width$(P) = k$, then $e(P)$ can be calculated in time $O(n^{k+1})$ using $O(n^k)$ space, where $n = |P|$.

The algorithm which does this finds the set of all ideals of the order, then calculates the number of linear extensions for each ideal. For width two orders, this may be accomplished more efficiently.

Theorem 1.14 [Atkinson/Chang 87] If width $P = 2$, then $e(P)$ can be calculated in time $O(n^3)$ using $O(n)$ space, where $n = |P|$.

The greater efficiency in the width two case results from the fact that the ideals of a width two order are more readily identified.

Theorem 1.15 [Atkinson 90] If the covering graph of $P$ is a tree, then $e(P)$ may be calculated in time $O(n^2)$, where $n = |P|$.

The problem of approximating the number of linear extensions of an order has also been considered. One method for doing so considers the "order polytope" defined in [Stanley 86]. Let $P$ be an order on $\{1, 2, \ldots, n\}$, then the order polytope $O(P)$ is the convex polytope in $\mathbb{R}^n$ defined by

$$O(P) = \{ (x_1, x_2, \ldots, x_n) \in [0,1]^n : x_i \leq x_j \text{ whenever } i < j \}.$$
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Theorem 1.16 [Stanley 86]

\[ \text{volume } \mathcal{O}(P) = \frac{e(P)}{n!}. \]

Thus, \( e(P) \) can be calculated by computing the volume of this convex polytope. Unfortunately, Theorem 1.3 [Brightwell/Winkler 91] implies that computing this volume is difficult. However, an efficient method for approximating the volume of this polytope would yield an efficient method of approximating the number of linear extensions of \( P \). This problem has been considered by a number of people.

Theorem 1.17 [Dyer/Frieze/Kannan 89] Given an \( n \)-element order \( P \), and rational numbers \( \epsilon, \beta > 0 \); \( e(P) \) can be approximated with probability at least \( 1 - \beta \) that the approximation is within \( \epsilon e(P) \) of the correct value. This can be done in time polynomial in \( n, 1/\epsilon \) and \( \log(1/\beta) \).

The degree of the polynomial in this approximation is quite large, but some improvements have been made, for example [Lovász/Simonovits 90] and [Karzanov/Khachiyan 91]. However, none of the resulting algorithms are considered practical for approximating \( e(P) \).

The number of linear extensions of a series-parallel order is easily calculated using the reduction formulas for linear and disjoint sums, given in Example 1.4. That is, assuming that the series-parallel decomposition of the order is known. However, in general, it must first be determined if the order is series-parallel, and a decomposition found, in order to calculate the number of extensions. This has been done efficiently for “simple fold” orders, a small subset of series-parallel orders. An order is a simple fold order if it can be produced from a chain by repeated applications of replacing the
interior of a chain by two or more chains; that is, $P$ is a simple fold order if it is of the form

$$P = 1 \ast (P_1 + P_2 + \cdots + P_k) \ast 1,$$

where each $P_i$ is either a chain or a simple fold order, possibly with the top or bottom elements removed.

**Theorem 1.18 [Millor/Stockton 90]** The number of linear extensions of an $n$-element simple fold order can be calculated in time $O(n^2)$.

If an order is not a simple fold order, the algorithm will approximate the number of extensions of the order — with the same time complexity — however, the possible error in this approximation is unknown.

In another direction, numerous people have considered the problem of bounding the number of linear extensions, or relating the number to some other value. The following is an extension of equation (1.1),

**Theorem 1.19 [Edelman/Hibi/Stanley 89]** If $A$ is an antichain cutset in $P$, then

$$e(P) = \sum_{x \in A} e(P \setminus x).$$

This is further extended by,

**Theorem 1.20 [Sidorenko 92]** Let $A, B$ be the families of antichains and cutsets, respectively, in $P$. Then

$$e(P) = \max_{A \in A} \sum_{x \in A} e(P \setminus x) = \min_{A \in B} \sum_{x \in A} e(P \setminus x),$$

with the minimum and maximum occurring precisely when $A \in A \cap B$. 
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Another result in the same paper relates the number of linear extensions of an order to the number of extensions of a complement, if one exists. (It is known that the number of linear extensions is a comparability graph invariant, so all orders complementary to a given order have the same number of linear extensions.)

Theorem 1.21 [Sidorenko 92] For a pair of complementary $n$-element orders $P, \bar{P}$,

$$e(P)e(\bar{P}) \geq n!,$$

with equality if and only if $P$ is series-parallel.

The following inequality results from a study of functions defined on the comparability graphs of orders.

Theorem 1.22 [Sidorenko 92] Let $P_1, P_2, \ldots, P_k$ be orders defined on the same set of elements as $P$, such that the incomparability graphs of the $P_i$ cover $P$. Then,

$$e(P_1)e(P_2)\cdots e(P_k) \geq e(P).$$
CHAPTER 1. INTRODUCTION
Chapter 2

Main Results

Our main focus is linear extensions of ordered sets — determining their number and related ideas.

2.1 Linear Extensions

2.1.1 Approximation

We approximate the number of linear extensions of an order by considering "critical" suborders. The behaviour of these approximations is understood for series-parallel orders: successive approximations give a sequence of upper and lower bounds for the number of linear extensions, and eventually, the exact number. For other orders, the answer is not so clear. However, we believe that the approximations behave in a similar manner.

For each critical order there is a corresponding value, its coefficient. The approximations are made by counting the occurrences of the appropriate critical orders and taking the product of the corresponding coefficients raised to this power.
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Theorem 2.1 (Alternating Approximations) For a series-parallel order $P$,

$$\prod_{|Q| \leq 2i+1, Q \subseteq P} C_Q^{N_Q} \leq e(P) \leq \prod_{|Q| \leq 2i, Q \subseteq P} C_Q^{N_Q}$$

with equality on the left-hand side if and only if $P$ is a linear sum of critical orders with $2i+1$ or fewer elements, and equality on the right-hand side if and only if $P$ is a linear sum of critical orders with $2i$ or fewer elements.

We conjecture that this result holds for all orders, not just those which are series-parallel.

Let $N_2$ and $N_3$ denote the numbers of two- and three-element critical orders in $P$, respectively. The following has been proved for all orders,

Theorem 2.2 (Upper and Lower Bound) For an order $P$,

$$2^{N_2} \left(\frac{3}{4}\right)^{N_3} \leq e(P) \leq 2^{N_3},$$

with equality on the left-hand side if and only if $P$ is a linear sum of one-, two- and three-element critical orders, and equality on the right-hand side if and only if $P$ is a linear sum of one- and two-element critical orders.

We also prove several related results about the critical orders and their coefficients.

Theorem 2.3 (Disconnected Coefficients) A disconnected $n$-element order is critical, with coefficient

$$C_n = \frac{n}{\prod_{k=2}^{n-1} C_k^{(k-1)}} = \prod_{k=2}^{n-1} k^{(k-1)(-1)^{k-1}}.$$
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Theorem 2.4 (Coefficient Sequence) The sequence \((C_n)\) of coefficients of the disconnected critical orders satisfies

(i) \(C_{2n} > 1, C_{2n+1} < 1,\)

(ii) \((C_n)\) converges to 1.

(iii) \(C_{2n}C_{2n+1} > 1, C_{2n+1}C_{2n+2} < 1,\)

(iv) \((C_{2n})\) is a strictly decreasing sequence,

(v) \((C_{2n+1})\) is a strictly increasing sequence.

2.1.2 Enumeration

One of the fundamental ideas used in proving the first step of the approximation gives rise to a method for counting the number of linear extensions of width two orders. Let \(P\) be a width two order with chain decomposition \(X, Y\). On the grid \(X \times Y\), we draw a graph, whose vertices correspond to the incomparable pairs in \(P\), and whose edges correspond to certain three-element critical orders in \(P\). The linear extensions of \(P\) correspond to certain labellings of the vertices of this graph. These labellings are easily enumerated, yielding the number of linear extensions of the order.

Theorem 2.5 (Width Two) The number of linear extensions of an \(n\)-element, width two order can be calculated in time \(O(n^2)\).

This is of course, not a new result. This is the bound achieved in [Atkinson/Chang 87] (Theorem 1.14). In fact, our algorithm for computing the number of linear extensions is very similar to the Atkinson/Chang algorithm. However, the graphs which we use to represent the order provide
more insight into properties of the order related to linear extensions. Indeed, consideration of the development of our algorithm leads to a better understanding of linear extensions of width two orders. This in turn yields an extension of our algorithm to width $k$ orders, which is better than existing algorithms. (c.f. Theorem 1.13)

Theorem 2.6 (Width $k$) The number of linear extensions of an $n$-element width $k$ order can be calculated in time $O(n^k)$.

Our algorithm for width two orders computes the numbers of linear extensions of all initial sets in $P$. There are numerous applications of this information.

Let $X = x_1, x_2, \ldots, x_p$ and $Y = y_1, y_2, \ldots, y_q$ be the chain decomposition of $P$. (The construction of the graph and enumeration of labellings effectively add a pair of elements, $x_0, y_0$, below all other elements of the order. To avoid changing the number of extensions, $x_0$ and $y_0$ are necessarily comparable. However, the exact relation between them is unimportant and is not specified.) We prove the following result about the numbers of linear extensions of certain sequences of initial sets.

Theorem 2.7 (Unimodal Sequence) For an indecomposable width two ordered set $P$, and $1 < k < |P|$, the sequence

$$e(init(x_0y_k)), e(init(x_1y_{k-1})), e(init(x_2y_{k-2})), \ldots, e(init(x_ky_0)),$$

is a unimodal sequence which is strictly increasing then strictly decreasing.

If $k > p, q$ then some of the initial or final terms of the sequence are not well defined and are omitted.
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More information may be gained by repeating the linear extension calculation on the dual of $P$, yielding the numbers of linear extensions of the final sets in $P$. (This, of course, effectively adds another pair of elements $x_{p+1}, y_{q+1}$, above everything else in the order.) Knowing the numbers of linear extensions of the initial and final sets in $P$ allows us to efficiently calculate the probabilities that certain comparisons or covering relations occur in an extension of $P$. (In fact, the calculations yield numbers of linear extensions, but probabilities are readily calculated as the number of linear extensions of the order is known.)

Theorem 2.8 (Probabilities) For $z_i$ incomparable to $y_j$ in $P$:

(i) $e(x_i < y_j) \geq e(\text{init}(x_i, y_j-1))e(\text{final}(x_{i+1}, y_j))$ with equality if and only if $x_{i+1}$ and $y_{j-1}$ are comparable;

(ii) $e(y_j < x_i) \geq e(\text{init}(z_i-1, y_j))e(\text{final}(x_i, y_{j+1}))$ with equality if and only if $x_{i-1}$ and $y_{j+1}$ are comparable;

(iii) $e(x_i < y_j) = e(y_j < x_i) = e(\text{init}(x_{i-1}, y_j-1))e(\text{final}(x_{i+1}, y_{j+1}))$;

(iv) $e(x_{i-1} < y_j < x_i) = e(\text{init}(x_{i-1}, y_{j-1}))e(\text{final}(x_i, y_{j+1}))$;

(v) $e(y_{j-1} < x_i < y_j) = e(\text{init}(x_{i-1}, y_{j-1}))e(\text{final}(x_{i+1}, y_j))$.

Using the results of the previous two theorems and considering some initial part of the graph of a width two order we give a shorter proof of the characterization (Theorem 1.12, [Aigner, 85]) of those width two orders $P$, for which $\delta(P) = 1/3$. 

2.2 Majority Cycles

It has been known for some time that there are orders which contain linear extension majority cycles (c.f. Theorem 1.4). Many different classes of orders are known to contain majority cycles. We further this knowledge by proving the following.

Theorem 2.9 (Majority Cycle) There are height two orders containing linear extension majority cycles.

2.3 Scheduling

In a "flow shop" problem, a set of "jobs" are to be processed by a set of "machines", possibly subject to some precedence constraints. Each job must be processed exactly once by each machine, passing through the machines in the order $M_1, M_2, \ldots, M_m$. For each pair of a job $x$ and a machine $M_i$, $t(x, i)$ is the "processing time" required by the machine to process the job. The objective is to find a "schedule" which is "optimal" for a given "measure of performance". The processing order on any machine is a linear ordering of the jobs. If all machines process the jobs in the same order the schedule is called a permutation schedule.

Theorem 2.10 (Optimal Permutation) There is an optimal permutation schedule for the $m$-machine flow shop with precedence constraints, provided that

$$t(x, i) = t(y, i),$$

for $i = 1, 2, \ldots, m$, whenever $x$ and $y$ are incomparable.
The requirement that incomparable jobs have identical processing times is quite restrictive. However, the scarcity of general results for such problems justifies such a restriction. If the measure of performance is "symmetric" then all permutation schedules are optimal. We also show how this result can be used to find upper or lower bounds on optimal schedules in flow shop problems not satisfying this condition on the processing times.

2.4 Genus and Diagram Invariance

We relate the genus of an ordered set to the genus of its covering graph, by means of a "lifting" construction, proving,

**Theorem 2.11 (Genus)** The genus of any ordered set equals the genus of its covering graph.

An immediate consequence of this theorem is the following.

**Theorem 2.12 (Diagram Invariant)** The genus of an ordered set is a diagram invariant.

This is the first, and only, nontrivial example of a diagram invariant.

2.5 Cataloguing Orders

We develop and implement an algorithm to generate a list of the $n$-element orders having no "irreducible" elements. This algorithm is then applied to the general problem of counting all $n$-elements orders. The algorithm is based, in part, on an idea presented in [Colburn/Read 79]. We present some computational results and discuss possible applications of such an algorithm.
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Approximating Linear Extension Count

We develop a method for approximating the number of linear extensions of an order. Approximations are made by counting the occurrences of sub-orders belonging to a special class of orders, which we call critical orders. The critical orders will be defined as the approximations are developed. Each critical order has a corresponding value, called its coefficient. An approximation is made by counting the occurrences of the appropriate critical orders, then taking the product of the corresponding coefficients raised to this power.

One method for finding linear extensions of an order is successive partial extensions. Start with an order $P$. If $P$ is a linear order then it has only one linear extension, namely, itself. Otherwise, there is a pair of elements $x, y$, incomparable in $P$. There are two possible comparisons which may be assigned to this pair, $x < y$ or $y < x$. Choose one, say $x < y$, assign it, and take the transitive closure, producing the order $P_1 = P(x < y)$, an
extension of \( P \). If \( P_1 \) is a linear order, then it is a linear extension of \( P \), if not, then \( P_1 \) contains a pair of incomparable elements \( x_1, y_1 \). Assign one of the two possible comparisons to this pair of elements, say \( x_1 < y_1 \). Taking the transitive closure yields the order \( P_2 = P_1(x_1 < y_1) = P(x < y, x_1 < y_1) \). If \( P_2 \) is not a linear order, then this process continues. Eventually, this results in a linear order, a linear extension of \( P \).

In this procedure, the number of incomparable pairs determines, at least in part, the number of steps required to arrive at a linear extension. Surely, the number of incomparable pairs in an order must give some measure of the number of linear extensions of that order. For an \( n \)-element order, the minimum possible number of extensions is one, occurring when the order is a chain, having no incomparable pairs. The maximum number of extensions, \( n! \), is achieved by an antichain, with all pairs of elements incomparable.

3.1 Upper Bound

We try to approximate the number of linear extensions of an order by counting the number of incomparable pairs in the order. Let \( N_2 \) be the number of incomparable pairs in \( P \), the number of two-element antichains. Since each partial extension of the order introduces at least one more comparability, a linear extension of \( P \) is produced in \( N_2 \) or fewer steps. When assigning comparisons there are always two choices, so, by a simple combinatorial argument

\[
e(P) \leq 2^{N_2}.
\]

We define the two-element antichain to be the two-element critical order, its coefficient is \( C_2 = 2 \).
3.1. **UPPER BOUND**

This inequality is seen as a special case of Theorem 1.22. [Sidorenko 92]. Let \( x \) and \( y \) be incomparable in \( P \) and let \( P_{x,y} \) be an order, on the same set of elements as \( P \), in which \( x, y \) is the only incomparable pair. The incomparability graph of \( P \) is covered by the incomparability graphs of the \( P_{x,y} \) (\( x, y \) ranging over all incomparable pairs of \( P \)). The theorem then states that

\[
e(P) \leq \prod_{x \not\equiv y} e(P_{x,y}).
\]

Since \( e(P_{x,y}) = 2 \) for all incomparable \( x, y \) in \( P \), and there are \( N_2 \) such orders, it immediately follows that \( e(P) \leq 2^{N_2} \).

Our "second" approximation is

\[
e(P) \approx A_2(P) = 2^{N_2}.
\]

This is called the second approximation both for completeness and for convenience. It is useful to define the "first" approximation to be \( A_1(P) = 1 \). A singleton is a one-element critical order, having coefficient \( C_1 = 1 \). While this was not our initial approximation, it is easily seen as a "logical", if somewhat trivial, first step on which to build further approximations. This first approximation satisfies \( A_1(P) = 1 \leq e(P) \), with equality if and only if \( P \) is a linear order; \( P \) contains no incomparable pairs, the two-element critical orders.

We now consider the problem of determining when the second approximation is exact. For \( e(P) = 2^{N_2} \) to occur, it must be possible to assign all possible combinations of comparisons on the incomparable pairs of \( P \). There are no comparisons "forced" by transitivity. The incomparable pairs of \( P \) are disjoint and are therefore, independent. This is the case if \( P \) is
a linear sum of singletons and two-element antichains, the one- and two-
element critical orders. Otherwise, \( P \) contains two incomparable pairs with
a common element. In this case, \( P \) must contain an indecomposable com-
ponent with at least three elements. Therefore, \( P \) contains a three-element
antichain \( 3 \), or the order \( 2 + 1 \) (see Figure 3.1), as a suborder. These are
the three-element critical orders.

We examine why the approximation fails for the order \( 2 + 1 \). For this
order, the approximated number of extensions is four; the actual number
is only three. Suppose that the order is defined on the set \( \{x, y, z\} \), with
\( z < y \). Assigning the comparison \( z < z \) forces, via transitivity, \( z < y \); it
is no longer possible to assign \( z > y \). Similarly, assigning \( z > y \) leaves no
choice but to assign \( z > z \). Thus, it is not possible to assign both of the
comparisons \( z < z \) and \( y < z \). However, this is the only assignment which
is not possible. The other (three) assignments are all possible, they yield
the three linear extensions of this order. This is why the actual number of
linear extensions of \( 2 + 1 \) is only \( 3/4 \) of the approximated value. Turning
our attention to the three-element antichain, we see that it has six linear
extensions, our approximated value is eight. Again, the actual number
of extensions is only \( 3/4 \) of the approximated value. In particular, if \( P \)
contains either of the three-element critical orders, then the approximation
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exceeds the actual number of linear extensions. The preceding discussion proves the following.

Theorem 3.1 (Upper Bound) For a finite order $P$,

$$e(P) \leq 2^{N_3},$$

with equality if and only if $P$ is a linear sum of singletons and two-element antichains.

3.2 Lower Bound

We now attempt to "correct" the (second) approximation. The approximation is refined, by considering the "error" resulting from the presence of the three-element critical orders. This yields a third approximation. The refinement is based on the ratio between the actual number of extensions of these critical orders and the approximated values. For both of the three-element critical orders, 1/4 of the approximated value represents assignments of comparisons which cannot be made as they would violate transitivity. (cf. Example 3.1) Due to the (multiplicative) nature of the approximation, we expect that a similar result holds for any order containing one of the three-element critical orders as a suborder. That is, if $P$ contains a three-element critical order, then 1/4 of the approximation for $e(P)$ represents assignments of comparisons which violate transitivity, on this three-element critical order. A similar error is expected for each occurrence of one of the three-element critical orders in $P$. Therefore, the coefficient of the three-element critical orders is defined to be $C_3 = 3/4$. If $N_3$ is the number of occurrences of either of the three-element critical
orders in $P$, then the third approximation is

$$e(P) \approx A_3(P) = 2^{N_2} \left( \frac{3}{4} \right)^{N_3}.$$  

Taking the first approximation to be $A_1(P) = 1$, the second approximation can be derived from the first one, in the same way that the third approximation is derived from the second. (This is, of course, working “backwards” since the second approximation must necessarily be defined before the third. However, this development of the second and third approximations will be followed for all subsequent approximations.) The first approximation is exact only if $P$ is a chain, otherwise $P$ contains a two-element antichain. The actual number of linear extensions of this antichain is two, twice the (first) approximation of one. To “correct” the first approximation we multiply it by $2^{N_2}$, the “error” in the initial approximation (on a two-element antichain) raised to the power of the number of two-element antichains. Thus, the second approximation is

$$A_2(P) = A_1(P)2^{N_2} = 2^{N_2}.$$  

Similarly, the third approximation is

$$A_3(P) = A_2(P) \left( \frac{3}{4} \right)^{N_3} = 2^{N_2} \left( \frac{3}{4} \right)^{N_3}.$$  

The definition of $A_3$ ensures that the third approximation is exact for either of the three-element critical orders. If $P$ does not contain either of the three-element critical orders, then $A_3(P) = e(P)$. In this case, the third approximation, which is the same as the second one, is exact.

All critical orders encountered so far are indecomposable. In fact, we will show that all critical orders are indecomposable. Thus, all critical
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orders are contained within indecomposable components. Therefore, the approximations act independently on the indecomposable components of an order. In effect, a separate approximation is made for each component; these approximations are then multiplied together. This is exactly the way that linear extensions behave with respect to the indecomposable components: the number of linear extensions of the order is the product of the numbers of linear extensions of the components. As a result, the third approximation is exact for any order which is a linear sum of one-, two-, or three-element critical orders.

To evaluate the third approximation, we find it useful to adopt a different view of the approximation process. The second approximation may be viewed in a very concrete way, providing a clearer understanding of the approximation process. While this is not possible for subsequent approximations, a clear understanding of the reasoning involved in the initial approximations leads to a better understanding of later approximations.

Thus far, the approximation process was viewed as a dynamic process: a comparison was assigned to an incomparable pair of $P$; the transitive closure was found, yielding a partial extension; the process continued, using this partial extension. This process is adaptive, changes made to the order are considered in subsequent operations. We now view the process as one which is not adaptive. Given the order $P$, (independently) assign comparisons on all the incomparable pairs, without regard to transitivity constraints. There are $2^{N^2}$ possible combinations of assignments: $2^{N^2}$ purported linear extensions of $P$. The objective, now, is to decide which of these assignments are "valid"; that is, which ones produce linear extensions,
and which ones do not. See Example 3.1 for an application of this process.

Example 3.1 Possible assignments of comparisons for the three-element critical orders.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>result</th>
<th></th>
<th></th>
<th></th>
<th>result</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>x &lt; y &lt; z</td>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>x &lt; y &lt; z</td>
</tr>
<tr>
<td>&lt;</td>
<td>&lt;</td>
<td>&gt;</td>
<td>x &lt; z &lt; y</td>
<td>&lt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>x &lt; z &lt; y</td>
</tr>
<tr>
<td>&lt;</td>
<td>&gt;</td>
<td>&lt;</td>
<td>invalid</td>
<td>&gt;</td>
<td>&lt;</td>
<td>&gt;</td>
<td>invalid</td>
</tr>
<tr>
<td>&lt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>z &lt; x &lt; y</td>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>z &lt; x &lt; y</td>
</tr>
<tr>
<td>&gt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>y &lt; x &lt; z</td>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>z &lt; x &lt; y</td>
</tr>
<tr>
<td>&gt;</td>
<td>&lt;</td>
<td>&gt;</td>
<td>invalid</td>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>invalid</td>
</tr>
<tr>
<td>&gt;</td>
<td>&gt;</td>
<td>&lt;</td>
<td>y &lt; z &lt; x</td>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>z &lt; x &lt; y</td>
</tr>
<tr>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>z &lt; z &lt; y</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Example 3.2 Possible assignments of comparisons for the order 2+2=

\(\{x, y, u, v\}, \{x < y, u < v\}\).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>result/intransitive on</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>x &lt; y &lt; u &lt; v</td>
</tr>
<tr>
<td>&lt;</td>
<td>&lt;</td>
<td>&lt;</td>
<td>x &lt; y &lt; u &lt; v</td>
</tr>
<tr>
<td>&lt;</td>
<td>&lt;</td>
<td>&gt;</td>
<td>x &lt; u &lt; y &lt; v</td>
</tr>
<tr>
<td>&lt;</td>
<td>&lt;</td>
<td>&gt;</td>
<td>x &lt; u &lt; y &lt; v</td>
</tr>
<tr>
<td>&lt;</td>
<td>&gt;</td>
<td>&lt;</td>
<td>x &lt; y &lt; u &lt; v</td>
</tr>
<tr>
<td>&lt;</td>
<td>&gt;</td>
<td>&lt;</td>
<td>x &lt; y &lt; u &lt; v</td>
</tr>
<tr>
<td>&lt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>x &lt; y &lt; u &lt; v</td>
</tr>
<tr>
<td>&gt;</td>
<td>&gt;</td>
<td>&lt;</td>
<td>x &lt; y &lt; u &lt; v</td>
</tr>
<tr>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>x &lt; y &lt; u &lt; v</td>
</tr>
<tr>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>x &lt; y &lt; u &lt; v</td>
</tr>
<tr>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>x &lt; y &lt; u &lt; v</td>
</tr>
<tr>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>x &lt; y &lt; u &lt; v</td>
</tr>
<tr>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>x &lt; y &lt; u &lt; v</td>
</tr>
<tr>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>u &lt; v &lt; x &lt; y</td>
</tr>
<tr>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>u &lt; v &lt; x &lt; y</td>
</tr>
<tr>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>u &lt; v &lt; x &lt; y</td>
</tr>
<tr>
<td>&gt;</td>
<td>&gt;</td>
<td>&gt;</td>
<td>u &lt; v &lt; x &lt; y</td>
</tr>
</tbody>
</table>
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The third approximation is found by repeatedly multiplying the second one by $3/4$. In effect, each time we multiply by $3/4$, we are attempting to remove those assignments which are intransitive on some particular three-element critical order.

Tables of assignments of comparisons demonstrate what happens when there are several occurrences of the three-element critical orders in an order.

If two critical orders do not share an incomparable pair, then they are "independent". This means that the assignments (of comparisons) which are intransitive on each of these critical orders are independent. This does not mean that there is no overlap of the invalid assignments — quite to the contrary, it means that there is overlap, of a very special form. Suppose that the order $P$ contains the three-element critical orders $Q_1$ and $Q_2$, which do not share an incomparable pair. See, for example, $\{x, y, u\}$ and $\{x, y, v\}$ in Example 3.2. In a table of assignments, the columns corresponding to the incomparable pairs of $Q_1$ and $Q_2$ are disjoint, and therefore independent. For each assignment of comparisons on the incomparable pairs of $Q_1$, all assignments on the incomparable pairs of $Q_2$ are possible. Thus, when those assignments which are intransitive on $Q_1$ are removed from the list, exactly $1/4$ of the remaining assignments are intransitive on $Q_2$. Equivalently, exactly $1/4$ of those assignments which are intransitive on $Q_1$ are also intransitive on $Q_2$. Therefore, the number of assignments which are transitive on both $Q_1$ and $Q_2$ is $2^{n^2}(3/4)^2$. Extending this argument shows that if no pair of three-element critical orders in $P$ share an incomparable pair, then $e(P) = A_3(P)$. If all three-element critical orders are disjoint, then they cannot share any incomparable pairs. This demonstrates (again)
that $A_3$ is exact if $P$ is a linear sum of one-, two- and three-element critical orders.

If $P$ is not a linear sum of one-, two- and three-element critical orders, then there is a pair of three-element critical orders which are not disjoint. In this case, it is easily seen that there is a pair of three-element critical orders which share an incomparable pair. When there are critical orders sharing incomparable pairs, the situation is much more complicated. The assignments which are intransitive on the orders are no longer independent. Suppose that the critical orders $Q_1$ and $Q_2$ share an incomparable pair. Assignments which are intransitive on $Q_1$ may be more likely to be intransitive on $Q_2$, or they may be less likely to be intransitive. Consider Example 3.2 again. Let $Q_1 = \{x, y, v\}$ and $Q_2 = \{x, u, v\}$. In this case, $1/2$ of the assignments which are intransitive on $Q_1$ are also intransitive on $Q_2$. As a result, $2^{N_3}(3/4)^2$ is less than the number of assignments which are transitive on both $Q_1$ and $Q_2$. This is not cause for concern as we expect $A_3(P)$ to be a lower bound for $e(P)$. However, if $Q_1 = \{x, y, v\}$ and $Q_2 = \{y, u, v\}$, then there are no assignments which are transitive on both $Q_1$ and $Q_2$. Therefore, $2^{N_3}(3/4)^2$ is greater than the number of assignments which are transitive on both $Q_1$ and $Q_2$. This inequality is the reverse of what we are trying to prove. However, a study of tables of assignments leads us to conjecture that $A_3(P)$ is a lower bound for $e(P)$. We prove this result, by different means.

Theorem 3.2 (Lower Bound) For a finite order $P$,

$$2^{N_3} \left( \frac{3}{4} \right)^{N_3} \leq e(P),$$
3.2. LOWER BOUND

with equality if and only if $P$ is a linear sum of critical orders with three or fewer elements.

Proof (Lower Bound) The proof is by induction on $|P|$. The result is trivial for orders with three or fewer elements. Assume that it is true for all orders $Q$ with $|Q| < |P|$. The argument requires several special cases which, since they are not disjoint, are treated successively by excluding from the current case those orders covered by previous cases.

Case (i) $P = P_1 * P_2 * \ldots * P_m$ is linearly decomposable.

If $P$ is a linear sum of $P_1, P_2, \ldots, P_m$, then $e(P) = e(P_1)e(P_2) \ldots e(P_m)$. Since each critical order is contained in some term of the linear sum, $A_3(P) = A_3(P_1)A_3(P_2) \ldots A_3(P_m)$. If each $P_i$ is a linear sum of small (three or fewer elements) critical orders, then $A_3(P_i) = e(P_i)$ for all $i$, and $A_3(P) = e(P)$. Otherwise, there is an $l$ such that $P_l$ is not a linear sum of small critical orders. Then, $A_3(P_l) < e(P_l)$, which implies that $A_3(P) < e(P)$.

The remaining cases remove an element $x$ from $P$, and apply the induction hypothesis to $P \setminus x$. The change in the approximation when $x$ is removed must be calculated; this is done by counting the number of two- and three-element critical orders containing $x$. If $x$ is incomparable to $k$ other elements of $P$, then $x$ is contained in exactly $k$ incomparable pairs of $P$. There are at least $\binom{k}{3}$ three-element critical orders containing $x$, since $x$ along with any pair of its incomparables is a critical order. However, not all three-element critical orders containing $x$ need have this form, so, for some $j \geq 0$,
\[ A_3(P) = A_3(P \setminus x) 2^k \left( \frac{3}{4} \right)^{\binom{x}{2}}. \] (3.1)

The following numerical results are used:

\[ 2 \left( \frac{3}{4} \right)^k < 1 \quad \text{for } k \geq 2.5; \] (3.2)

\[ 2^k \left( \frac{3}{4} \right)^{\binom{x}{2}} \text{ is decreasing for } k \geq 3. \] (3.3)

The second follows from the first, and the fact that

\[ \frac{2^k \left( \frac{3}{4} \right)^{\binom{x}{2}}}{2^k \left( \frac{3}{4} \right)^{\binom{x}{2}}} = 2 \left( \frac{3}{4} \right)^k. \]

Since the remaining cases assume that \( P \) is indecomposable, we must show \( A_3(P) < e(P) \). We show that \( e(P) \geq \alpha A_3(P) \) for some \( \alpha > 1 \). As \( P \setminus x \) may be decomposable, the induction hypothesis only says that \( A_3(P \setminus x) \leq A_3(P \setminus x) \).

**Case (ii) \( P \) has an isolated element \( x \).**

If \(|P| = n\) then \( e(P) = n e(P \setminus x) \), and

\[ A_3(P) = A_3(P \setminus x) 2^{n-1} \left( \frac{3}{4} \right)^{\binom{n-1}{2}}. \]

Since

\[ 2^{n-1} \left( \frac{3}{4} \right)^{\binom{n-1}{2}} \]

is decreasing for \( n \geq 4 \), and \( 2^3 (3/4)^3 < 4 \),

\[ 2^{n-1} \left( \frac{3}{4} \right)^{\binom{n-1}{2}} < n \quad \text{for any } n \geq 4. \]

Thus

\[ e(P) = n e(P \setminus x) \geq n A_3(P \setminus x) = \left( \frac{n}{2^{n-1} \left( \frac{3}{4} \right)^{\binom{n-1}{2}}} \right) A_3(P) > A_3(P). \]
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In the remaining cases, $e(P)$ is related to $e(P \setminus x)$ using this form of Theorem 1.20 [Sidorenko 92]: for any antichain $A$ in $P$,
\[ \sum_{x \in A} e(P \setminus x) \leq e(P). \]  
(3.4)

For each $x \in A$, we choose $\alpha_x$ such that $A_x(P) \leq \alpha_x A_x(P \setminus x)$. Then, by (3.4) and the induction hypothesis,
\[ e(P) \geq \sum_{x \in A} e(P \setminus x) \geq \sum_{x \in A} A_x(P \setminus x) \geq \left( \sum_{x \in A} \frac{1}{\alpha_x} \right) A_x(P). \]

It suffices to show that
\[ \sum_{x \in A} \frac{1}{\alpha_x} > 1. \]

Case (iii) $\text{width}(P) \geq 3$.

Let $A$ be an antichain in $P$ with $|A| \geq 3$. If $x$ is any element of $A$, then $x$ has $k \geq 2$ incomparables. Since $x$ is neither an isolated, nor a splitting element, there exist $y$ and $z$ comparable and incomparable to $x$, respectively. Moreover, there exist such $y$ and $z$ which are incomparable to each other. For if not, every element which is comparable to $x$ is also comparable to all elements incomparable to $x$, which implies that $P$ is linearly decomposable. The set, $\{x, y, z\}$ is a critical order, not of the form of $x$ with two of its incomparables. Therefore, $x$ is contained in at least $\binom{3}{2} + 1$ three-element critical orders, and we may choose
\[ \alpha_x = 2^k \left( \frac{3}{4} \right)^{\binom{3}{2} + 1}. \]

By (3.3), $\alpha_x$ is decreasing for $k \geq 3$. Then, since $\alpha_x < 3$ for $k = 2, 3$,
\[ \sum_{x \in A} \frac{1}{\alpha_x} > \sum_{x \in A} \frac{1}{3} \geq 3 \left( \frac{1}{3} \right) = 1. \]
Case (iv) \( \text{width}(P) = 2 \).

Since it is assumed that \( P \) is indecomposable and has no isolated elements, \( P \) has a (unique) decomposition into two chains, both having size two or greater. Let \( u < x \) be the top two elements of one chain and \( v < y \) the top two elements of the other. Let \( k \) and \( j \) be the numbers of elements of \( P \) which are incomparable to \( x \) and \( y \), respectively. There are (at least) two types of critical orders containing \( z \): those consisting of \( z \) and a pair of its incomparables; and those consisting of \( z \) and \( y \) and an element (other than \( z \)) which is incomparable to \( y \). Thus, there are at least \( \binom{j}{2} + j - 1 \) three-element critical orders containing \( z \). Similarly, there are at least \( \binom{k}{2} + k - 1 \) critical orders containing \( y \). Since \( P \) is indecomposable, \( x \) and \( y \) are incomparable, and while it is possible that \( x > v \) or \( y > u \), both cannot occur.

Suppose that there are no comparabilities between \( x \) and \( v \), and \( x \) and \( u \). Therefore, \( k, j \geq 2 \). In addition, \( u \) and \( v \) are incomparable, so \( \{x, u, v\} \) and \( \{y, u, v\} \) are also critical orders, containing \( x \) and \( y \) respectively. We choose

\[
\alpha_x = 2^k \left( \frac{3}{4} \right)^{\binom{j}{2} + j} \quad \text{and} \quad \alpha_y = 2^j \left( \frac{3}{4} \right)^{\binom{k}{2} + k}.
\]

Clearly, \( \alpha_x \) is decreasing for all \( j \), and, by (3.3), for all \( k \geq 3 \). Similarly, \( \alpha_y \) is decreasing for all \( k \) and all \( j \geq 3 \). Thus, \( 1/\alpha_x + 1/\alpha_y \) is increasing for \( k, j \geq 3 \). It is easily verified that \( \alpha_x, \alpha_y < 2 \) for \( k = 2 \) or \( 3 \), and \( j = 2 \) or \( 3 \), so that, for all \( j, k \geq 2 \),

\[
\frac{1}{\alpha_x} + \frac{1}{\alpha_y} > 1.
\]

Suppose now that one of \( x > v \) or \( y > u \) holds, say \( y > u \). Then \( x \) and
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must be incomparable. In this case \( k \geq 2 \) and \( j = 1 \). Since \( P \) contains no splitting elements, there must be an element which is incomparable to \( u \). Let \( z \) be the maximal such element. (As \( z \) is incomparable to \( u \), \( z \) must be contained in the same chain as \( y \). It is possible that \( z = u \).) Let \( w \) be the upper cover of \( z \), from the same chain as \( z \). By definition of \( z \), \( w \succ u \). But \( w \notin z \), so \( w \succ u \). If \( z \) and \( z \) are comparable then \( z > z \). Now, \( w > z \), \( w > u \), \( z > u \) and \( z > z \), which implies that \( P \) is decomposable, a contradiction. Therefore, \( z \) and \( z \) must be incomparable. In this case, \( \{x, u, z\} \) is another three-element critical order which includes \( z \). We choose

\[
\alpha_x = 2^k \left( \frac{3}{4} \right)^{(k+1)} \quad \text{and} \quad \alpha_y = 2 \left( \frac{3}{4} \right)^{k-1}.
\]

An argument similar to the previous one verifies that, for \( k \geq 2 \),

\[
\frac{1}{\alpha_x} + \frac{1}{\alpha_y} > 1.
\]

\[ \square \]

3.3 Alternating Bounds

If the third approximation is not exact, then a linear decomposition of \( P \) contains a term with at least four elements. Therefore, \( P \) must contain one of the four-element orders of Figure 3.2 (plus the dual of the fourth, which is not self dual). These are the four-element critical orders.

Emulating what was done previously, we compare the actual numbers of linear extensions of these orders with the approximated values. The four-element antichain 4, has 24 linear extensions, but the approximated value
is $81/4$. Thus, the ratio of the actual value to the approximated value is
\[ \frac{\epsilon(4)}{A_3(4)} = \frac{32}{27}. \]
Calculating this ratio for the remaining orders, shows that the ratio is the same for all the orders, except the $N$. The $N$ has five linear extensions while the approximated value is $9/2$. Thus,
\[ \frac{\epsilon(N)}{A_3(N)} = \frac{10}{9}. \]
Since the ratio for the $N$ is different, the $N$ must be considered separately. Reasoning similar to that used before, leads us to expect that the approximation is off by a factor of $32/27$ for each occurrence of one of the first five critical orders, and a factor of $10/9$ for each occurrence of $N$. Define $N_4$ to be the number of four-element critical orders, other than $N$, in $P$. The coefficient of these orders is $C_4 = 32/27$. Let $N_{4,1}$ be the number of $N$'s, the corresponding coefficient is $N_{4,1} = 10/9$. The fourth approximation,
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which attempts to correct the third, is

$$A_4(P) = A_3(P) \left( \frac{32}{27} \right)^{N_4} \left( \frac{10}{9} \right)^{N_{4,1}} = 2^{N_3} \left( \frac{3}{4} \right)^{N_3} \left( \frac{32}{27} \right)^{N_4} \left( \frac{10}{9} \right)^{N_{4,1}}.$$  

As with the previous approximations, it is easily seen that $A_4(P) = e(P)$ if $P$ is a linear sum of critical orders with four or fewer elements. Otherwise, we expect that the approximation is strictly greater than the number of linear extensions of $P$.

**Conjecture 3.1 (Upper Bound)** For a finite order $P$,

$$e(P) \leq 2^{N_3} \left( \frac{3}{4} \right)^{N_3} \left( \frac{32}{27} \right)^{N_4} \left( \frac{10}{9} \right)^{N_{4,1}},$$

with equality if and only if $P$ is a linear sum of critical orders with four or fewer elements.

**Example 3.3** The approximations are illustrated for the two orders in Figure 3.3. Since the five- and six-element critical orders have not been defined yet, only the total number of such critical orders, and the resulting approximations, are given.

Our idea is to make a series of approximations, each a refinement of the previous one, by considering successively larger suborders of the order. We recursively define a class of orders we call critical orders, with corresponding coefficients, which are used in the approximations. The number of linear extensions of $P$ is approximated by taking the product of the coefficients of the critical orders occurring as suborders of $P$, counting the number of occurrences. Then new critical orders are defined, based on the
orders for which this approximation is "incorrect"; that is, for which the approximation is not exact. The coefficients for these new critical orders are defined to make the necessary "corrections" in the next approximation.

Suppose that the \( m - 1 \)st approximation, defined as

\[
A_{m-1}(P) = \prod_{|Q| \leq m-1, Q \subseteq P} C_Q^{N_Q} \quad Q \text{ critical,}
\]

is exact when \( P \) is a linear sum of critical orders with \( m - 1 \) or fewer elements, but is strictly less than the number of linear extensions when \( P \) is not such a linear sum. Furthermore, suppose that the critical orders
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(with $m-1$ or fewer elements) are precisely the indecomposable orders. Let $P$ be an $m$-element order. If $P$ is indecomposable then $A_{m-1}(P) < e(P)$. Otherwise, $P$ is a linear sum of orders with $m-1$ or fewer elements, and $A_{m-1}(P) = e(P)$. Therefore, an $m$-element order is critical, meaning the approximation $A_{m-1}$ is incorrect, if and only if it is indecomposable.

The coefficients of the $m$-element critical orders are defined so as to make the $m$th approximation exact on these orders. Let $Q$ be an $m$-element critical order and define

$$C_Q = \frac{e(Q)}{A_{m-1}(Q)}.$$ 

Let $N_Q$ be the number of occurrences of $Q$ in $P$. The $m$th approximation is defined by

$$A_m(P) = \prod_{|Q|\leq m, Q \subseteq P} C_Q^{N_Q} \quad Q \text{ critical.}$$

Equivalently,

$$A_m(P) = A_{m-1}(P) \prod_{|Q|=m, Q \subseteq P} C_Q^{N_Q} \quad Q \text{ critical.}$$

Then, for an $m$-element critical order $P$, $A_m(P) = A_{m-1}(P)C_P = e(P)$. Therefore, if $P$ is any linear sum of critical orders with $m$ or fewer elements, then $A_m(P) = e(P)$. If $P$ is not such a linear sum, we conjecture that $A_m(P)$ is strictly greater than $e(P)$.

For the second and third approximations, when the critical orders were not disjoint, the "corrections" to the approximation were not independent. The result was an "overcorrection". It is reasonable to expect the same behaviour for the $m$th approximation. Thus, if $P$ is not a linear sum of critical orders with $m$ or fewer elements, there are $m$ element critical orders which overlap, and we expect that $e(P) < A_m(P)$. 
In this way we expect to form an alternating sequence of upper and lower bounds for the number of linear extensions.

**Conjecture 3.2 (Alternating Approximations)** For a finite order $P$,

$$\prod_{|Q| \leq 2k + 1, Q \subseteq P} C_Q^{N_Q} \leq e(P) \leq \prod_{|Q| \leq 2k, Q \subseteq P} C_Q^{N_Q} \quad Q \text{ critical},$$

with equality on the left-hand side if and only if $P$ is a linear sum of critical orders with $2k + 1$ or fewer elements, and with equality on the right-hand side if and only if $P$ is a linear sum of critical orders with $2k$ or fewer elements.

We are unable to prove this conjecture. It is easily shown that equality holds when an order is a linear sum, of the required form. The difficulty lies in proving that, when the order is not a linear sum, equality fails, and the inequality is in the correct direction. However, we can prove the result for the special case of series-parallel orders. Although calculating the number of linear extensions is easy for series-parallel orders (using the reduction formulas for computing the number of linear extensions of linear and disjoint sums), the fact that the approximation works on these orders supports the general conjecture.

**Theorem 3.3 (Alternating Approximations)** For a series-parallel order $P$,

$$\prod_{|Q| \leq 2k + 1, Q \subseteq P} C_Q^{N_Q} \leq e(P) \leq \prod_{|Q| \leq 2k, Q \subseteq P} C_Q^{N_Q} \quad Q \text{ critical},$$

with equality on the left-hand side if and only if $P$ is a linear sum of critical orders with $2k + 1$ or fewer elements, and with equality on the right-hand.
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side if and only if $P$ is a linear sum of critical orders with $2k$ or fewer elements.

Proof (Alternating Approximations) The proof is by induction on $m$. The proof requires the additional fact that an $m$-element series-parallel order is critical if and only if it is linearly indecomposable. That is, an $m$-element series-parallel order is either critical, or is a linear sum of smaller (series-parallel) critical orders. This fact is easily proved using the induction hypothesis. An $m$-element order is critical if and only if the approximation $A_{m-1}$ is not exact, which occurs if and only if the order is not a linear sum of critical orders of size $m-1$ or smaller.

The result is true for $m = 2, 3$. Assuming that $m > 3$, the result for $A_m$ is proved by induction on $n = |P|$. If $P$ is a linear sum of critical orders with $m$ or fewer elements, which is certainly the case if $n \leq m$, then it is trivial that $e(P) = A_m(P)$. Suppose that $P$ is not a linear sum of small ($m$ or fewer elements) critical orders. Then, in particular, $n > m$. Suppose also that we have proved the result for all orders smaller, in size, than $P$. We must show that $e(P) < A_m(P)$ for even $m$, and $e(P) > A_m(P)$ for odd $m$. To simplify the argument we consider the case when $m$ is even; the case for odd $m$ is similar.

Since $P$ is series-parallel, it is a linear or disjoint sum of the series-parallel orders $P_1, P_2$. The induction hypothesis applies to $P_1$ and $P_2$. Therefore, $e(P_1) \leq A_m(P_1)$ and $e(P_2) \leq A_m(P_2)$.

If $P = P_1 \ast P_2$ then $e(P) = e(P_1)e(P_2)$ and $A_m(P) = A_m(P_1)A_m(P_2)$. Moreover, since $P$ is not a linear sum of small critical orders, it cannot
happen that both \( P_1 \) and \( P_2 \) are linear sums of small critical orders. Thus, 
\( c(P_1) < A_m(P_1) \) or \( c(P_2) < A_m(P_2) \), and so \( c(P) < A_m(P) \).

Otherwise, \( P = P_1 + P_2 \). Let \( k = |P_1| \), so \( |P_2| = n - k \). (Without loss of generality we may assume that \( k \leq n/2 \).) Then,

\[
e(P) = \binom{n}{k} c(P_1) c(P_2).
\]

There are three types of critical orders contained in \( P \): those contained in \( P_1 \); those contained in \( P_2 \); those contained partly in \( P_1 \) and partly in \( P_2 \). Any suborder of the last type is disconnected. We will show (Theorem 3.4) that all disconnected orders are critical, and all \( t \)-element critical orders have the same coefficient \( C_t \), which depends only upon \( t \). Therefore, all suborders contained partly in \( P_1 \) and partly in \( P_2 \) are critical. There are \( \binom{n}{t} - \binom{k}{t} - \binom{n-k}{t} \) such \( t \)-element critical orders. Therefore,

\[
A_m(P) = A_m(P_1) A_m(P_2) \prod_{i=2}^{m} C_i^{\binom{n}{t} - \binom{k}{t} - \binom{n-k}{t}}.
\]

Then

\[
\frac{A_m(P)}{c(P)} \geq \prod_{i=2}^{m} C_i^{\binom{n}{t} - \binom{k}{t} - \binom{n-k}{t}} \frac{n}{\binom{n}{t}}.
\]

It is sufficient to show that this is greater than 1, or equivalently

\[
\sum_{i=2}^{m} \left[ \binom{n}{t} - \binom{k}{t} - \binom{n-k}{t} \right] \ln C_i - \ln \binom{n}{k} > 0.
\]

For odd \( m \), the inequality is reversed. The two cases may be combined by multiplying by a factor of \((-1)^m\). Define

\[
f(k) = (-1)^m \sum_{i=2}^{m} \left[ \binom{n}{t} - \binom{k}{t} - \binom{n-k}{t} \right] \ln C_i + (-1)^{m+1} \ln \binom{n}{k}.
\]
It is sufficient to show that \( f(k) > 0 \) for \( 1 \leq k \leq n/2 \). To this end, we show that \( f(1) > 0 \) and that \( f \) is increasing for \( k \leq n/2 \).

\[
f(1) = (-1)^n \sum_{i=2}^{m} \left[ \binom{n}{i} - \binom{i}{1} - \binom{n-1}{i-1} \right] \ln \frac{n}{i} + (-1)^{m+1} \ln \binom{n}{1}
\]

\[
= (-1)^n \sum_{i=2}^{m} \binom{n-1}{i-1} \ln \frac{n}{i} + (-1)^{m+1} \ln n.
\]

This value depends on \( n \). Accordingly, we define \( g(n) = f(1) \), and show that \( g(n) > 0 \) for \( n > m \). This is accomplished by defining a (finite) sequence of functions, starting from \( g \), with the property that, if a function in the sequence is positive, then the preceding function is increasing, and therefore positive. Showing that the last function is positive we conclude that \( g \) is positive.

If \( n \leq m \) then \( A_m(P) = e(P) \), which implies that \( g(n) = 0 \), for \( n \leq m \). It suffices to show that \( g \) is (strictly) increasing for \( n > m \); for then, \( n > m \) implies \( g(n) \geq g(m+1) > g(m) = 0 \). Define

\[
\Delta g(n) = g(n+1) - g(n).
\]

We claim that \( \Delta g(n) > 0 \) when \( n \geq m \), and therefore, \( g(n) \) is increasing for \( n \geq m \). If \( n \leq m - 1 \) then \( \Delta g(n) = 0 - 0 = 0 \). Thus, to show that \( \Delta g(n) > 0 \) for \( n > m - 1 \), it suffices to show that \( \Delta g \) is increasing for \( n > m - 1 \). Define

\[
\Delta^2 g(n) = \Delta g(n+1) - \Delta g(n),
\]

which we show is greater than 0 when \( n > m - 2 \), proving that \( \Delta g(n) \) is increasing, hence greater than 0, for \( n \geq m \). This process continues until
we arrive at $\Delta^m g(n)$, which we will show is greater than 0 for all $n \geq 1$. This will prove the desired result for $g$.

The function $g$ is the sum of a logarithm term and binomial coefficients, and is therefore, a $C^\infty$ function.

Thus,

$$\Delta g(n) = g(n + 1) - g(n) = \int_n^{n+1} g'(z_1) \, dz_1,$$

$$\Delta^2 g(n) = \Delta(\Delta g(n)) = \int_n^{n+1} \Delta(g'(z_1)) \, dz_1 = \int_n^{n+1} \int_{z_1}^{n+1} g''(z_2) \, dz_2 \, dz_1,$$

and in general,

$$\Delta^i g(n) = \int_n^{n+1} \int_{z_1}^{z_{i+1}} \cdots \int_{z_{i-1}}^{z_{i+1}} g^{(i)}(z_i) \, dz_i \cdots \, dz_1.$$

The polynomial term in $g$ has degree $m-1$, since the binomial coefficient $\binom{n-1}{l-1}$ is a polynomial in $n$, of degree $l-1$, and $l \leq m$. Therefore, the polynomial term in $g$ becomes 0 with the $m$th derivative. Thus, $\Delta^m g(n) = \Delta^m (-1)^{m+1} \ln n$, and

$$\Delta^m g(n) = \int_n^{n+1} \int_{z_1}^{z_{m+1}} \cdots \int_{z_{m-1}}^{z_{m+1}} \frac{(m-1)!}{x_m^m} \, dx_m \cdots \, dx_1.$$

Since $n \geq 1$, it follows that $x_m \geq 1$. Then, $\Delta^m g(n) > 0$, since, at each step, a positive function is being integrated. Therefore, we conclude that all $\Delta^i g(n)$ are greater than 0 for the specified values of $n$, so $f(1) > 0$ when $n > m$.

We now show that $f(k)$ is increasing for $k \leq n/2$. Suppose that $1 \leq k < n/2$. By a straightforward calculation, $f(k + 1) - f(k) = g(n - k) - g(k)$.

Since $k < n/2$, $n - k > k$, and as $g$ is increasing, $g(n - k) > g(k)$. Therefore, $f(k + 1) > f(k)$; that is, $f$ is increasing. \[\Box\]
3.4 Critical Orders and Coefficients

The m-element critical orders are defined by the orders for which the approximation \( A_{m-1} \) is incorrect. An m-element order \( Q \) is critical if \( A_{m-1}(Q) \neq e(Q) \). The coefficient of \( Q \) is defined as \( e(Q)/A_{m-1}(Q) \). Thus, the m-element critical orders are precisely the m-element orders with coefficients different from 1.

It is important to know which orders are critical. Suppose that \( P \) is an m-element order. If \( P \) is linearly decomposable, then it is a linear sum of orders with \( m-1 \) or fewer elements. In this case, \( A_{m-1}(P) = e(P) \), whence \( P \) is not critical. Therefore, critical orders are linearly indecomposable. As stated previously, if the alternating approximation conjecture is true, then the critical orders are precisely the indecomposable orders. In this case, almost all orders are critical, since it is known that, asymptotically, almost all orders are linearly indecomposable, (Theorem 1.8, [Möhring 84]).

We now consider the coefficients of the critical orders. In general, not all critical orders (of a given size) have the same coefficient. However, all disconnected orders are critical, with coefficients depending only on the size of the order.

**Theorem 3.4 (Disconnected Coefficients)** A disconnected n-element order is critical, with coefficient

\[
C_n = \frac{n}{\prod_{k=2}^{n-1} C_{k}^{\binom{n-1}{k-1}}} = \prod_{k=2}^{n} \frac{1}{\binom{n}{k}(-1)^{n-k}}.
\]

**Proof (Disconnected Coefficients)** The proof is by induction on \( n \). The result is true for \( n = 2 \). Suppose that the result is true for all orders with
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Let \( P \) be an \( n \)-element disconnected order. Say \( P = P_1 + P_2 \), with \( m = |P_1| \) and \( |P_2| = n - m \). Then

\[
e(P) = \binom{n}{m} e(P_1)e(P_2),
\]

and \( m, n - m \leq n - 1 \) implies \( A_{n-1}(P_1) = e(P_1) \) and \( A_{n-1}(P_2) = e(P_2) \).

There are three types of critical orders in \( P \): those contained in \( P_1 \); those contained in \( P_2 \); those contained partly in \( P_1 \) and partly in \( P_2 \). In fact, all suborders of the last type are disconnected, and therefore critical, by the induction hypothesis. The number of \( k \)-element critical orders of the last type is \( \binom{n}{k} \) \( \binom{m}{k} \) \( \binom{n-m}{k} \). Therefore

\[
A_{n-1}(P) = A_{n-1}(P_1)A_{n-1}(P_2) \prod_{k=2}^{n-1} C_k^{(n)}(\binom{n}{k})^{-1}(\binom{m}{k})^{-1}(\binom{n-m}{k}).
\]

The coefficient of \( P \) is

\[
C_P = \frac{e(P)}{A_{n-1}(P)} = \frac{\binom{n}{m}}{\prod_{k=2}^{n-1} C_k^{(n)}(\binom{n}{k})^{-1}(\binom{m}{k})^{-1}(\binom{n-m}{k})}.
\]

We note that this coefficient depends only on \( n \) and \( m \). That is, the coefficient of \( P \) depends only on the sizes of \( P_1 \) and \( P_2 \), not their structure. Any other \( n \)-element order which is a disjoint sum of two orders of the same size as \( P_1 \) and \( P_2 \), will have the same coefficient. In fact, we will show that the value if this coefficient is not dependent upon \( m \), that it is constant, for all \( m \) with \( 1 \leq m \leq n - 1 \).

Consider the \( n \)-element antichain \( n \). Its coefficient is defined in terms of the number of its linear extensions, and the critical orders that it contains. Since these cannot vary, the antichain has a single, well defined coefficient \( C_n \). However, the antichain can be written as a disjoint sum of orders of
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size \( m \) and \( n - m \), for any \( m \) with \( 1 \leq m \leq n - 1 \). Therefore, any value of \( m \) (\( 1 \leq m \leq n - 1 \)) may be used in equation (3.5), to calculate \( C_n \). Since all values of \( m \) must give the same result, the coefficients do not depend on \( m \). In particular, for \( m = 1 \) we have

\[
C_n = \frac{n \choose m}{\prod_{k=2}^{n-1} c_k \left( \frac{n-1}{k-1} \right)} = \frac{n \choose m}{\prod_{k=2}^{n-1} c_k \left( \frac{n-1}{k-1} \right)}
\]

Therefore, all disconnected \( n \)-element orders have the same coefficient \( C_n \).

The second formula is proved by considering the exponent of \( k \) in \( C_n \). We show, by induction on \( n \), that it is \( \frac{n-1}{k-1} \times (-1)^{n-k} \). If \( n = k \) then the exponent is 1, which is correct. Suppose now that \( n > k \). For all \( m \), with \( k \leq m < n \), the induction hypothesis implies that the exponent of \( k \) in \( C_m \) is \( \frac{m-1}{k-1} \times (-1)^{m-k} \). The exponent of \( C_m \) in \( C_n \) is \( \frac{n-1}{m-1} \). Applying the

\[
\left( \begin{array}{c} a \cr k \end{array} \right) \left( \begin{array}{c} b \cr c \end{array} \right) = \left( \begin{array}{c} a - c \cr b - c \end{array} \right)
\]

the exponent of \( k \) in \( C_n \) is,

\[
\sum_{m=k}^{n-1} \left( \begin{array}{c} n-1 \cr m-1 \end{array} \right) \left( \begin{array}{c} m-1 \cr k-1 \end{array} \right) (-1)^{m-k} = \sum_{m=k}^{n-1} \left( \begin{array}{c} n-1 \cr m-1 \end{array} \right) \left( \begin{array}{c} n-k \cr m-k \end{array} \right) (-1)^{m-k}
\]

\[
= \left( \begin{array}{c} n-1 \cr k-1 \end{array} \right) \sum_{t=0}^{n-k-1} \left( \begin{array}{c} n-k-1 \cr t \end{array} \right) (-1)^t = \left( \begin{array}{c} n-1 \cr k-1 \end{array} \right) (-1)^{n-k}.
\]

To show that all disconnected \( n \)-element orders are critical we need only show that \( C_n \neq 1 \). Let \( p \) be the largest prime number such that \( p \leq n \). Then, \( p > n/2 \), for otherwise there would be a greater prime \( q \), between \( p \) and \( 2p \leq n \). Since \( 2p > n \), no multiple of \( p \) occurs in the product computing \( C_n \). Therefore, the exponent of \( p \) in \( C_n \) is \( \frac{n-1}{p-1} (-1)^{n-p} \). Since
$p$ has nonzero exponent, $C_n \neq 1$, and all $n$-element disconnected orders are critical.

If the general conjecture is correct, then the coefficients of a critical order must be greater than 1, or less than 1, depending on whether the size of the critical order is even or odd, respectively. Furthermore, for the approximations to converge to the correct number of linear extensions, we expect that the coefficients converge to 1, as the size of the critical orders increase. As the coefficient of each connected critical order must be calculated separately, we are unable to prove any results about their values. However, it is possible to study the sequence of coefficients for the disconnected critical orders, which behave as expected.

Theorem 3.5 (Coefficient Sequence) The sequence $(C_n)$ of coefficients of the disconnected critical orders satisfies

(i) $C_{2n} > 1, C_{2n+1} < 1$,

(ii) $(C_n)$ converges to 1,

(iii) $C_{2n}C_{2n+1} > 1, C_{2n+1}C_{2n+2} < 1$,

(iv) $(C_{2n})$ is a strictly decreasing sequence,

(v) $(C_{2n+1})$ is a strictly increasing sequence.

Proof (Coefficient Sequence) To study the sequence $(C_n)$, we consider the sequence of functions $(f_n)$, defined by

$$f_n(x) = (-1)^{n+1} \Delta^n \ln x = \sum_{i=0}^{n} (-1)^{i+1} \binom{n}{i} \ln(x + i) \quad \text{for } x > 0.$$
3.4. CRITICAL ORDERS AND COEFFICIENTS

Then,
\[
\ln C_n = \ln \left( \prod_{k=2}^{n} k^{(-1)^{k-1} \ln k} \right) = \sum_{k=2}^{n} (-1)^{n-k} \binom{n-1}{k-1} \ln k
\]
\[
= \sum_{k=1}^{n} (-1)^{n-k} \binom{n-1}{k-1} \ln k = (-1)^n \sum_{l=0}^{n-1} (-1)^{l+1} \binom{n-1}{l} \ln(1+l).
\]

That is,
\[
\ln C_n = (-1)^n f_{n-1}(1).
\]

In the proof of the Alternating Approximations Theorem, we show that \( f_n(x) > 0 \) for \( x \geq 1 \). In fact the same argument proves this is true for all \( x > 0 \). Thus, for even \( n \), \( \ln C_n > 0 \), so \( C_n > 1 \). For odd \( n \), \( \ln C_n < 0 \), so \( C_n < 1 \).

To show that \( (C_n) \) converges to \( 1 \), we show that \( (f_n(1)) \) converges to \( 0 \).

By definition of \( f_n \),
\[
f_{n+1}(x) = (-1) \Delta f_n(x) = f_n(x) - f_n(x+1).
\]

Then, \( f_n(x+1) > 0 \) implies that \( f_n(x) > f_{n+1}(x) \). Thus, for any \( x \), \( (f_n(x)) \)

is a positive sequence which is decreasing, hence convergent. Therefore, the sequence \( (f_n) \) converges pointwise to some function \( f \). We show that \( f \) is continuous by showing that the convergence is uniform. It is sufficient to show that the functions \( f_n \) are decreasing, since monotonicity and pointwise convergence imply uniform convergence. We show that
\[
f'_n(x) = (-1)^{n+1} \Delta^{\frac{1}{n+1}} \frac{1}{x} < 0,
\]

by taking the \( n \)th derivative and integrating \( n \) times, as was done in the proof of the Alternating Approximations Theorem. As
\[
\frac{d^n}{dx^n} f'_n(x) = \frac{-n!}{x^{n+1}} < 0,
\]
all integrals are negative, and \( f_n \) is decreasing. Thus \( (f_n) \) converges uniformly to \( f \), which is therefore, continuous.

Now we show that \( f(x) = 0 \), for all \( x > 1 \), which, by continuity, implies that \( f(1) = 0 \). Therefore, \( (f_n(1)) \) converges to \( 0 \). For \( x > 0 \), \( f_n(x + 1) = f_n(x) - f_{n+1}(x) \). As \( (f_n(x)) \) converges, \( f_n(x) - f_{n+1}(x) \) approaches \( 0 \), so \( (f_n(x + 1)) \) converges to \( 0 \). That is, \( f(x) = 0 \) for \( x > 1 \). Therefore, \( (\ln C_n) \) converges to \( 0 \), whence \( (C_n) \) converges to \( 1 \).

Since \( (f_n(1)) \) is decreasing, \( f_{2n}(1) - f_{2n+1}(1) > 0 \). This may be rewritten as \( (-1)^n f_n(1) + (-1)^{n+1} f_{n+1}(1) > 0 \). Equivalently, \( C_{2n} C_{2n+1} > 1 \). A similar argument shows that \( C_{2n+1} C_{2n+2} < 1 \). From \( f_{2n}(1) - f_{2n+2}(1) > 0 \) we conclude that \( C_{2n} > C_{2n+2} \). Thus \( (C_{2n}) \) is a strictly decreasing sequence. Similarly \( (C_{2n+1}) \) is a strictly increasing sequence.

Figure 3.4 shows the five-element critical orders, with their coefficients.

Note that all of the coefficients are less than \( 1 \).
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Figure 3.4: Five-element critical orders
Chapter 4

Linear Extensions of Width Two Orders

We devise a novel representation for width two orders, by means of a graph drawn on a grid. This representation yields an efficient algorithm to compute the number of linear extensions of a width two order. This in turn yields an efficient method for calculating probabilities of specific comparabilities occurring in linear extensions of the order. Our graphical representation of the order also yields a new result on unimodal sequences.

In the previous chapter, the number of linear extensions of an order $P$ was approximated by considering the occurrences of critical orders in $P$. The second approximation $A_2(P)$, corresponds to the total number of assignments of comparisons on the incomparable pairs of $P$, where such assignments are made without regard to transitivity. We tried to calculate what fraction of these assignments are valid by considering the occurrences of the three-element critical orders in $P$. No attempt was made at deciding which specific assignments were valid, and which were not. Doing
so would yield the exact number of linear extensions of $P$. However, this is obviously (computationally) difficult, since we know that determining the number of linear extensions of an order is $\#P$-complete (Theorem 1.3, [Brightwell/Winkler 91]). It may be possible that this problem is simpler for some restricted class of orders. In fact, we show that for width two orders, it is easy to decide which assignments of comparisons correspond to linear extensions of $P$, and to count their number.

We represent a width two order $P$ by a graph drawn on a rectangular grid, the vertices of the graph corresponding to the incomparable pairs of the order. Labellings of the vertices of the graph correspond to assignments of comparisons on the incomparable pairs of the order. The structure of the graph facilitates identification and enumeration of those labellings corresponding to linear extensions of the order.

An alternative interpretation of this algorithm yields an algorithm for computing the number of linear extensions of orders with width greater than two.

### 4.1 Graph Construction

Let $P$ be a width two order, with chain decomposition $X = z_1 < z_2 < ⋯ < z_p$, $Y = y_1 < y_2 < ⋯ < y_q$. (A width two order has a unique chain decomposition if and only if it is linearly indecomposable. If $P$ is decomposable, any chain decomposition may be used.) The graph $G$ of $P$, is drawn in the rectangular grid $R = X \times Y$. The elements of $X$ label the horizontal axis, with $z_i$ in position $i$. The elements of $Y$ label the vertical axis, with $y_j$ in position $j$. The rectangle $R$ has corners at (1,1)
4.1. GRAPH CONSTRUCTION

and \((p, q)\). (The points are identified by Cartesian coordinates, rather than as the elements of a matrix.) Each point in \(R\) corresponds to a pair of elements of \(P\), one from each chain. The point corresponding to \(x_iy_j\) is at position \((i, j)\), and is referred to by either notation. Since the graph is drawn in a grid, we may to refer to the rows and columns of the graph.

There is a vertex at point \(xy\) if and only if \(x\) and \(y\) are incomparable in \(P\). Edges are drawn between all pairs of vertices at adjacent points in the grid. (See, for example, Figure 4.1.) Two points in the grid are adjacent if they agree in one coordinate and differ by one in the other coordinate. Thus, \((i \pm 1, j)\) and \((i, j \pm 1)\) are all adjacent to \((i, j)\). If the chains \(X\) and \(Y\) are exchanged, then a reflection (across the diagonal) of \(G\) is constructed. More generally, different chain decompositions yield different graphs, which will be explained later. However, these graphs are all similar, so we construct the graph corresponding to the given chain decomposition, and refer to it as the graph of the order.

To describe the resulting graphs, define the following properties for a graph \(G = (V, E)\) drawn on a grid. Call the graph row increasing (or equivalently, column increasing) if each row is shifted to the right of the rows below it (each column is shifted up from the columns to the left of it). That is, if \((f_j, j)\) and \((l_j, j)\) are the positions of the first and last vertices in the \(j\)th row, then for all \(j < j'\); \(f_j \leq f_{j'}\) and \(l_j \leq l_{j'}\). (If \((i, b_i)\) and \((i, t_i)\) are the positions of the bottom and top vertices in the \(i\)th column, then for all \(i < i'\); \(b_i \leq b_{i'}\) and \(t_i \leq t_{i'}\).) Equivalently, if the upper left and lower right corners of any rectangle in \(R\) are contained in \(V\), then all points in the rectangle must be contained in \(V\). That is, if \((i_1, j_3), (i_2, j_1) \in V\), then
(i_2, j_2) \in V$, for all $i_1 \leq i_2 \leq i_3, j_1 \leq j_2 \leq j_3$. A special case of this occurs when $i_1 = i_3$ or $j_1 = j_3$, in which case the property asserts that there are no gaps between the vertices in any row or column. We call this property vertex contiguity.

Call $G$ grid-edge complete if all valid grid edges occur in $G$. That is, if $(i, j), (i + 1, j) \in V$ then $((i, j), (i + 1, j)) \in E$, and if $(i, j), (i, j + 1) \in V$ then $((i, j), (i, j + 1)) \in E$. The graph is connected if and only if $f_{i+1} \leq k$, for all $i$ (equivalently $b_{j+1} \leq t_j$ for all $j$).

**Theorem 4.1** If $P$ is a width two order, then its graph $G$ is row increasing and grid-edge complete. Furthermore, $G$ is connected if and only if $P$ is linearly indecomposable.
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Proof First we show that $G$ is row increasing and grid-edge complete. Let $w_1 \leq w_2 \leq w_3$ in $X$, and $z_1 \leq z_2 \leq z_3$ in $Y$. If $w_1 z_2, w_2 z_1 \in V$, then $w_1$ and $z_3$ are incomparable, as are $w_3$ and $z_1$. If $w_2 < z_2$, then $w_1 < z_3$. Similarly $w_2 > z_2$ implies that $w_2 > z_1$. Therefore $w_2$ is incomparable to $z_2$, so $w_2 z_2 \in V$. This proves that $G$ is row increasing. By construction, $G$ is grid-edge complete.

Suppose that $w_1 z_1, w_1 z_2 \in V$. Then $w_1$ incomparable to $z_1$, and $w_1$ incomparable to $z_2$, imply that $z_1, z_2$ and $w_1$ are all in the same indecomposable component of $P$. Similarly, if $w_1 z_1, w_2 z_1 \in V$, then $w_1, w_2$ and $z_1$ are all in the same (indecomposable) component of $P$. That is, if a pair of vertices lie in the same row or column of $G$, then the corresponding elements of $P$ are all in the same component of $P$. Suppose that $xy$ and $x'y'$ are in the same (connected) component of $G$. There is a path from $xy$ to $x'y'$, consisting of a series of horizontal and vertical edges. It follows that $x, x', y, y'$ are all contained in the same indecomposable component of $P$. Therefore, $G$ being connected implies that $P$ is indecomposable.

Now, suppose that $G$ is disconnected. Let $xy$ and $x'y'$ be vertices from two different components of $G$. Suppose that $x \leq x'$ but $y \geq y'$. Then $xy$ and $x'y'$ are the upper left and lower right corners, respectively, of a rectangle in $G$. By the row increasing property, $G$ has vertices at all points in this rectangle. This implies that there is a path connecting the two vertices, contradicting the fact that these vertices are from different components of $G$. A similar contradiction obtains if we assume that $x \geq x'$ and $y \leq y'$. Therefore, either $x < x'$ and $y < y'$, or $x > x'$ and $y > y'$. That is, each component of $G$ is strictly above and to the right of the
previous component. The row increasing property also guarantees that each component has well defined upper right and lower left vertices. Now, let \( zy \) be the upper right vertex of one component of \( G \), and \( z'y' \) the lower left vertex of the next component. Let \( u \) be the upper cover, from \( X \), of \( z \), and \( v \) be the upper cover, from \( Y \), of \( y \). (Then \( z < u \leq z' \) and \( y < v \leq y' \). Equality need not hold in either case.) As \( G \) is vertex contiguous, there cannot be any vertices directly above or directly to the right of \( zy \). Therefore, \( z \) is comparable to all elements above \( y \), and \( y \) is comparable to all elements above \( z \). In particular, \( z < v \) and \( y < u \). Thus \( P \) is decomposable, with the sum occurring between \( z, y \) and \( u, v \). \( \Box \)

In fact, the proof shows not only that there is a correspondence between indecomposable orders and connected graphs, but that there is a correspondence between the indecomposable components of an order \( P \), and the connected components of its graph \( G \). If \( C \) is a connected component of \( G \), then \( C \) is contained in the rectangle \( R_C \) defined by the upper right and lower left vertices of \( C \). Let \( X_C \) and \( Y_C \) be the subchains of \( X \) and \( Y \), respectively, whose product is \( R_C \). Then \( X_C \cup Y_C \) is the component of \( P \) which corresponds to \( C \). Another chain decomposition of \( P \) may be formed by exchanging \( X_C \) and \( Y_C \). That is, if \( X = X_1 \bullet X_C \bullet X_2 \) and \( Y = Y_1 \bullet Y_C \bullet Y_2 \) are the chains in the decomposition, then \( X_1 \bullet Y_C \bullet X_2 \) and \( Y_1 \bullet X_C \bullet Y_2 \) are the chains in another chain decomposition of \( P \). It is possible to swap \( X_C \) and \( Y_C \) since \( X_C \cup Y_C \) is an indecomposable component of \( P \). The graph corresponding to this new decomposition is similar to \( G \), except that it contains the reflection of \( C \), in place of \( C \). (If \( |X_C| \neq |Y_C| \) then the number of rows and columns in the graph will change accordingly.)
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In fact, given any two graphs for an order, one can be obtained from the other by reflecting components.

It is useful to know which graphs on a grid correspond to width two orders. Suppose that we are searching for a width two order satisfying some property readily identified in its graph. It may be easier to construct a graph with the required property, than to construct such an order. In fact any row increasing, grid-edge complete graph, $G = (V,E)$, on a grid, is the graph of some width two order. For simplicity, we assume that $G$ is connected. If $G$ is disconnected, each connected component corresponds to a term in a linear decomposition, and may be considered separately.

Let $R$ be the rectangle formed by the lower left and upper right vertices of $G$, and define the chains $X = z_1 < z_2 < \cdots < z_p$ and $Y = y_1 < y_2 < \cdots < y_q$ such that $R = X \times Y$. The order $P$ is defined by specifying the comparabilities between $X$ and $Y$. Let $x \in X$, $y \in Y$. If $xy \in V$ then $x$ and $y$ are incomparable. Otherwise, $xy \notin V$ and $x$ and $y$ are comparable. We must decide which way to assign the comparability. Since $G$ is connected, there is a vertex in each column of $R$. Thus, there is a vertex either above or below $xy$. However, vertex contiguity implies that there cannot be vertices both above and below $xy$, since that would require a vertex at $xy$. If there are vertices below $xy$, define $x > y$. Otherwise, there are vertices above $xy$; define $x < y$. This defines the relation between any pair of elements of $P$.

The relations could also have been defined by considering the rows of the graph instead of the columns. Similar arguments show that each row contains at least one vertex, and if there is no vertex at a point $xy$ in a row, then there must be vertices either to the left or right of $xy$, but not
both. If there is a vertex at \( xy \), then \( z \) and \( y \) are incomparable, as before. If there is no vertex at \( xy \), then we define \( z < y \) if there are vertices to the left of \( xy \), and \( z > y \) if there are vertices to the right of \( xy \). These two definitions of the relation are equivalent since the row increasing property implies that if there is no vertex at a point, then there are vertices above the point if and only if there are vertices to the left of the point, and there are vertices below the point if and only if there are vertices to the right of the point.

Proposition 4.1 If \( G \) is a row increasing, grid-edge complete graph, then \( P \) is a width two order.

Proof. We must show that the relation as defined is transitive. Suppose that \( u < v \) and \( v < w \). We prove that \( u < w \). There are several cases depending on the distribution of the elements \( u, v \) and \( w \) in the two chains.

Case (i) \( u, v, w \) are in the same chain.  
Trivially \( u < w \), as the chain is linearly ordered.

Case (ii) \( u, v \) are in one chain and \( w \) is in the other chain.  
Suppose that \( u, v \in Y \) and \( w \in X \). Since \( u < v \) in \( Y \), the vertices above \( uv \), in row \( w \) of \( G \), are also above \( uv \). There is no vertex at \( uv \), for otherwise, vertex contiguity would imply that there is a vertex at \( uv \). Therefore \( u < w \).

Case (iii) \( u \) is in one chain and \( v, w \) are in the other chain.  
This case is similar to Case (ii).
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Case (iv) \( u, w \) are in one chain and \( v \) is in the other chain.

Say \( u, w \in Y \) and \( v \in X \). If \( w < u \) then the situation is the same as Case (ii), but for \( w, u, v \), instead of \( u, v, w \). This leads to the conclusion \( w < v \), a contradiction. Therefore, \( u < w \), as \( u \) and \( w \) are comparable.

Thus, \( P \) is a valid order. It is clear from the construction of \( P \) that width \( P \) is no greater than two. However, since there are incomparable pairs in \( P \), the width is exactly two. \( \Box \)

4.2 Counting Linear Extensions

We now consider the problem of relating \( 0,1 \) labellings of the graph of an order to linear extensions of the order, and counting the number of such labellings. A \( 0,1 \) labelling of the graph is a labelling of the vertices of the graph as either 0 or 1. The labelling of a vertex specifies the comparison to be assigned to the corresponding incomparable pair. A valid labelling is one which corresponds to some linear extension. Not all labellings of the graph correspond to linear extensions of the order. However, the structure of the graph makes it particularly easy to identify and enumerate the valid labellings.

Let \( P \) be a width two order with chain decomposition \( X, Y \), and let \( G \) be its graph. Suppose that \( x \in X \) and \( y \in Y \) are incomparable. Then, there is a vertex \( xy \) in the graph \( G \). If the vertex \( xy \) is labelled 0, then we assign \( x < y \); otherwise, the vertex is labelled 1, and we assign \( y < x \). Given any linear extension of the order, there is a labelling which corresponds to this
extension. The labelling which corresponds to the linear extension $L$ is the one in which, $xy$ is labelled 0 if and only if $x < y$ in $L$. The labellings corresponding to different linear extensions are distinct, since any pair of distinct extensions differ in their ordering of at least one incomparable pair of elements. Starting with a valid labelling of the graph, the corresponding linear extension is easily constructed.

Suppose that $xy, x'y \in G$, with $x < x'$. Then, $xy$ and $x'y$ are adjacent vertices in $G$, and there is a horizontal edge from $xy$ to $x'y$. There are four possible labellings of this edge, namely, $0 - 0, 0 - 1, 1 - 0$ and $1 - 1$. (The labelling of an edge refers to the labelling of the endpoints of the edge, from left to right for horizontal edges, and from bottom to top for vertical edges.) Three of the labellings of this edge are valid, the remaining one, $1 - 0$, is not. The labelling $1 - 0$ implies that $y < x$ and $x' < y$ in a linear extension, which is not possible, as $z < z'$. Therefore, no horizontal edge may be labelled $1 - 0$. A similar argument shows that no vertical edge may be labelled $0 - 1$. In fact, these are the only restrictions on a labelling. We show that a labelling of $G$ with no horizontal edges labelled $1 - 0$, and no vertical edges labelled $0 - 1$, corresponds to a linear extension of $P$.

The preceding discussion is very reminiscent of the previous chapter. The vertices of the graph are the incomparable pairs of the order. Labelling the vertices of the graph assigns comparisons to the incomparable pairs of the order. An edge of the graph, along with its endpoints, corresponds to a three-element suborder of the order. That suborder is $2+1$, one of the three-element critical orders. The main differences are: only those three-element critical orders which are cover-preserving subsets of the order are being
considered; for width two orders it is possible to efficiently decide which labellings are valid, and to compute the exact number of linear extensions.

Proposition 4.2 Let $G$ be the graph of the order $P$. Any $0,1$ labelling of the vertices of the graph such that no horizontal edge is labelled $1 - 0$, and no vertical edge is labelled $0 - 1$, corresponds to a linear extension of $P$.

Proof Suppose that a labelling of the graph satisfies the given conditions. This labelling defines the relation between any pair of incomparable elements. It must be shown that this relation is transitive. Let $y \in Y$. Since there are no horizontal edges labelled $1 - 0$, the vertices in row $y$ form a sequence of $0$'s followed by a sequence of $1$'s, either of which may be empty. (If there are no vertices in row $y$, then $y$ is a splitting element. In this case, $y$ is already comparable to all other elements of the order. Since there are no vertices involving $y$, the labelling does not assign any comparisons involving $y$.) By the definition of the labelling, $y$ is placed above all $x$, with $xy$ labelled $0$, and below all $z$ with $zy$ labelled $1$. Therefore, there exists $k$, such that $y > x$, for all $i \leq k$, and $y < z$, for all $i > k$. The labelling places $y$ between $x_k$ and $x_{k+1}$. (Above $x_k$, or below $x_{k+1}$, if $k = p$ or $k = 0$ respectively.) Therefore, this labelling merges the element $y$ with the chain $X$ in a valid way. This is true for each $y \in Y$.

These mergings are shown to be consistent with each other. That is, they do not attempt to rearrange the elements of $Y$. For example, if the labelling places $y_i$ above $x_k$, then it cannot place $y_{j+1}$ below $z_k$. For $z \in X$, an argument similar to the previous one, but applied to column $z$, shows that each $z$ is merged with $Y$ in a valid way. Therefore, when the elements
of \( Y \) are merged with \( X \), they are not rearranged. Thus, the labelling represents a valid merging of \( X \) and \( Y \), and hence corresponds to a linear extension of \( P \).

Thus, a valid 0,1 labelling of \( G \) is one in which each row in the graph is a sequence of 0's followed by a sequence of 1's, such that the leading 1 in each row is above, or to the right of, the leading 1 in the previous row. It is possible for either of these sequences to be empty. A similar condition applies to the columns of the graph.

The number of linear extensions of the order is determined by enumerating the valid labellings. The calculation considers the position of the last 0 in each row of the graph. A value \( c(i,j) \), is assigned to each vertex. The value of vertex \( x_0 y \) is the number of labellings of the rows, up to and including row \( y \), for which the last 0 in row \( y \) occurs at or to the left of \( x_0 y \). It is simpler to label, and assign values to, all points in the grid, not just those at which there are vertices. However, two labellings are distinct if and only if they differ at some point at which there is a vertex. (Given a valid labelling, there is an equivalent labelling in which the labels of points at which there is no vertex agrees with the ordering of the elements in \( G \).)

To simplify development of the calculation, a new first row and column are added to the graph. In the order, this corresponds to adding a pair of elements \( x_0 \) and \( y_0 \), below all other elements. The elements \( x_0 \) and \( y_0 \) are necessarily comparable; otherwise the number of linear extensions would change. However, the actual comparison between \( x_0 \) and \( y_0 \) is unimportant, and is never specified. Algorithmically, adding this pair of elements corresponds to initialization. Since \( x_0 \) is less than everything else (except,
possibly \( y_0 \), all points in the first column are labelled 0. This forces each row to contain at least one 0. Similar reasoning shows that all points in the first row are labelled 1. This allows all valid labellings of the graph, for if a point in the first row is labelled 0, then no vertex in that column can be labelled 1. (The label of the point \( x_0 y_0 \) is not specified.) Therefore, the value of each point in the first row and column is 1.

There are three possible cases when calculating the value at a point in the graph. Suppose that \( xy \) is the current point, at \((i, j)\), with \( u < x \) in \( X \) and \( v < y \) in \( Y \).

Case (i) \( x \) is incomparable to \( y \).

There is a vertex at \( xy \). The number of ways that the last 0 in row \( y \) occurs at or before \( xy \) is the number of ways that it occurs before \( xy \), the value at \( uy \), plus the number of ways that it occurs at \( xy \), the value at \( xv \). Therefore, \( c(i, j) = c(i - 1, j) + c(i, j - 1) \).

Case (ii) \( x < y \).

There is no vertex at \( xy \). Additionally, there are no vertices above and to the left of \( xy \). Therefore, all points above and to the left of \( xy \) which are labelled 1 can be relabelled 0, yielding an equivalent labelling. Thus, any labelling with the last 0 in row \( y \) occurring before \( xy \) is equivalent to one with the last 0 at \( xy \). However, there may be vertices below \( xy \). If such a vertex is labelled 0, then \( xy \) cannot be labelled 1. Therefore, there are labellings in which the last 0 may be at \( xy \) but not before it. Thus, the value at \( xy \) is the number of ways that the last 0 in row \( y \) can occur at \( xy \), which is the value at \( xv \). That is, \( c(i, j) = c(i, j - 1) \).
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Case (iii) $z > y$.

There is no vertex at $xy$. Additionally, there are no vertices below and to the right of $xy$. Reasoning similar to that for Case (ii) shows that the value at $xy$ is the number of ways in which the last 0 in row $y$ occurs before $xy$. This is the value at $uy$, so $c(i, j) = c(i - 1, j)$.

The previous discussion proves the following,

Theorem 4.2 (Width Two) $c(P) = c(p, q)$.

In fact, constructing the graph is unnecessary, as the required information, namely, the relations between pairs of elements, is contained in the order. The calculation was developed by considering the rows of the graph; however, it is easily seen that the calculation is symmetric with respect to the rows and columns of the graph. To calculate the value at a vertex $xy$, it is sufficient to know the values of the vertex immediately below $xy$, and the vertex immediately to the left of $xy$.

The calculation immediately yields the following simple algorithm for calculating the number of linear extensions of a width two order.

\begin{verbatim}
for all $i$ do $c(i, 0) = 0$
for all $j$ do $c(0, j) = 0$
for $y_j = y_1$ to $y_4$ do
    while $z_i < y_j$ do $c(i, j) = c(i - 1, j)$
    while $z_i || y_j$ do $c(i, j) = c(i - 1, j) + c(i, j - 1)$
    while $z_i > y_j$ do $c(i, j) = c(i, j - 1)$
\end{verbatim}
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It is immediate that this algorithm requires $O(pq)$ time and space to run. Since $p + q = n$, the complexity of this algorithm is $O(n^2)$. The algorithm, as presented, assumes that a chain decomposition is supplied. This is not a problem as a chain decomposition can be found in $O(n^2)$ time as well. The space required by the algorithm can be reduced to $O(n)$, but with the loss of intermediate results.

Our algorithm is similar to that of [Atkinson/Chang 87] (c.f. Theorem 1.14). The main difference is that their algorithm, in effect, counts the number of labellings in which the last 0 in a row occurs at the vertex $xy$. Our algorithm counts the labellings with the last 0 either at or before the vertex $xy$. Doing the calculation our way furnishes extra information about the order, by way of the intermediate results. The Atkinson/Chang algorithm is derived by considering mergings of the chains of the order. Ours considers this indirectly, through the graph. The graph gives us more insight into the properties of the order, as is shown in the next chapter.

Rotating the graph $G$ of $P$ by 180 degrees yields the graph of the dual of $P$. Since $P$ and its dual have the same number of linear extensions, the calculation performed on the graph of the dual yields the same result. However, the intermediate results are different, and having both sets of intermediate results provides more detailed information about the order. The calculation for the dual may be performed directly on the graph $G$. Instead of starting in the lower left corner of the graph, we start in the upper right one, and modify the rules for calculating the value at a vertex accordingly. (See Figure 4.2) Let $e(i,j)$ denote the value at point $(i,j)$ in the dual calculation.
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Calculation of the number of linear extensions for the ordered set of Figure 4.1 and its dual

Figure 4.2: Linear extension calculation
4.2. COUNTING LINEAR EXTENSIONS

Recall that, for \( x \in X \) and \( y \in Y \),

\[
\text{init}(xy) = \{ u \in X : u \leq x \} \cup \{ v \in Y : v \leq y \},
\]

\[
\text{final}(xy) = \{ u \in X : u \geq x \} \cup \{ v \in Y : v \geq y \},
\]

both with the induced ordering.

Proposition 4.3 Let \( e \) and \( e' \) be the calculation matrices for \( P \) and its dual, respectively. Then

\[
e(\text{init}(x_iy_j)) = e(i, j),
\]

\[
e(\text{final}(x_iy_j)) = e'(i, j).
\]

Proof Consider the subgraph of \( G \) on the set of all points \( (a, b) \) such that \( a \leq i \) and \( b \leq j \). This is the graph for the order \( \text{init}(x_iy_j) \). Since \( e(i, j) \) depends only upon those \( e(a, b) \) for which \( a \leq i \) and \( b \leq j \), clearly \( e(\text{init}(x_iy_j)) = e(i, j) \). Since the final set \( \text{final}(x_iy_j) \) in \( P \), is the initial set \( \text{init}(x_iy_j) \) in the dual of \( P \), the second result follows from the first. \( \square \)

It is interesting to consider how the algorithm works when \( P \) is decomposable. Suppose that \( x_iy_j \) is the lower left vertex of a component of \( G \), other than the first component, i.e. \( (i, j) \neq (1, 1) \). Let \( e \) be the value of the upper left vertex in the previous component. This is the number of linear extensions of \( \text{init}(x_{i-1}y_{j-1}) \). Consider the subgraph consisting of the points \( x_ky_l \), for \( k \geq i-1, l \geq j-1 \). This is the graph of \( \text{final}(x_iy_j) \), with row \( y_{j-1} \) as the added first row, and column \( x_{i-1} \) as the added first column. It is easily verified that, for \( k \geq i-1 \) and \( l \geq j-1 \); \( e(i-1, l) = e(k, j-1) = e \). That is, all points in the first row and column of the graph have value \( e \), instead of 1. (See Figure 4.3.) The effect of this is to multiply the number
Figure 4.3: Extension calculation for a decomposable order

of linear extensions of $\text{final}(x,y)$ by $e$, which is how the number of linear extensions of a decomposable order is calculated.

4.3 Width $k$ Orders

The algorithm for calculating the number of linear extensions of width two orders may be reinterpreted in terms of initial sets. Instead of counting labellings of the graph of the order — we don’t even consider graph — we compute the number of linear extensions of the initial sets of the order. This yields an immediate generalization of the algorithm to greater width orders. If $P$ is a width $k$ order with chain decomposition $X_1, X_2, \ldots, X_k$, then the algorithm computes the number of linear extensions of $P$ using $O(\prod_{i=1}^{k} |X_i|)$ time and space. Thus,
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Theorem 4.3 (Width k) The number of linear extensions of an n-element width k order can be calculated in time $O(n^k)$.

It is not clear how our graphical representation of width two orders could be extended to orders with width greater than two. For a width $k$ order, we would attempt to construct the graph on the "grid" formed by the product of $k$ chains. Points in such a grid represent $k$-element sets, rather than two-element sets. In the graph of a width two order, there is a vertex at a point if and only if the corresponding pair of elements are incomparable. However, for width $k$ orders, it is not simply a question of whether a pair of elements are incomparable, but which pairs of elements in a $k$-element set are incomparable. Representing all pairs of elements in this $k$-element set would require $(\frac{k}{2})$ different types of vertices. Fortunately, the interpretation of the algorithm for width 2 orders, in terms of initial sets, does not require the graph, and may be extended to greater width orders.

The algorithm for width two orders may be viewed as a dynamic programming approach, applying the formula

$$c(P) = \sum_{x \in \operatorname{max}(P)} c(P \setminus x),$$

to compute the number of linear extensions of the initial sets of the order. In the sum, the term $c(P \setminus x)$ is the number of linear extensions of $P$ in which $x$ is the top element of the linear extension. Summing over all maximals counts the total number of linear extensions. The key point, when considering the initial sets, is that deleting a maximal element of an initial set yields another initial set. Deleting $x_i$ or $y_j$ from the initial set $\text{init}(x_iy_j)$ yields either the initial set $\text{init}(x_iy_j)$ or $\text{init}(x_iy_j^{-1})$, respectively. To
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decide if \( x_i \) is a maximal element of this initial set, we need only test if it is less than \( y_j \). Similarly for \( y_j \). Thus, the number of linear extensions of the initial set \( \text{init}(x_i,y_j) \) is calculated by:

- if \( x_i < y_j \) then \( e(\text{init}(x_i,y_j)) = e(\text{init}(x_i,y_{j-1})) \);
- if \( y_j < x_i \) then \( e(\text{init}(x_i,y_j)) = e(\text{init}(x_{i-1},y_j)) \);
- if \( x_i \parallel y_j \) then \( e(\text{init}(x_i,y_j)) = e(\text{init}(x_i,y_{j-1})) + e(\text{init}(x_i,y_{j-1})) \).

The algorithm simply computes the number of linear extensions of \( \text{init}(x_i,y_j) \), by computing the number of extensions in which each of \( x_i \) and \( y_j \) is the top element. This is more apparent when the algorithm is restated as follows. Initially \( c(i,j) = 0 \),

- if \( x_i < y_j \) then \( c(i,j) = c(i,j) + c(i-1,j) \) — this counts the linear extensions of \( \text{init}(x_i,y_j) \) in which \( x_i \) is the top element;
- if \( y_j < x_i \) then \( c(i,j) = c(i,j) + c(i,j-1) \) — this counts the linear extensions of \( \text{init}(x_i,y_j) \) in which \( y_j \) is the top element.

This is trivially generalizable to orders with width greater than two. Let \( P \) be a width \( k \) order with chain decomposition \( X_1, X_2, \ldots, X_k \), where \( X_i = x_{i,1} \prec x_{i,2} \prec \cdots \prec x_{i,h_i} \). The generalization of the calculation is as follows. Let \( I = \text{init}\{x_{i,j_1}, x_{2,j_2}, \ldots, x_{k,j_k}\} \) be an initial set in \( P \). If \( x_{i,j_i} \nless x_{i,j_i} \), for any \( i \), then there are linear extensions of this initial set in which \( x_{i,j_i} \) is the top element. The number of such extensions is

\[
e(I \setminus x_{i,j_i}) = e(\text{init}\{x_{i,j_1}, x_{2,j_2}, \ldots, x_{i-1,j_{i-1}}, x_{i,j_i-1}, x_{i+1,j_{i+1}}, \ldots, x_{k,j_k}\}).
\]

Summing this value over all \( I \) such that \( x_{i,j_i} \nless x_{i,j_i} \), for any \( i \), gives the number of linear extensions of \( I \). For convenience, the set of elements
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\{x_{1,0}, x_{2,0}, \ldots, x_{k,0}\} is added below everything else in the order. As in the width two case, these elements are linearly ordered, but the ordering is unimportant. The calculation is done using a \(k\)-dimensional array \(c\), with the \(i\)th index ranging from 0 to \(h_i\).

The algorithm for width \(k\) orders is,

\begin{verbatim}
  for \(j_1, j_2, \ldots, j_k = 0\) to \(h_i\) do \(c(j_1, j_2, \ldots, j_k) = 0\)
  for \(j_1, j_2, \ldots, j_k = 0\) to \(h_i\) do
    for \(l = 1\) to \(k\) do
      if \(x_{l,j_l} \neq x_{l,j_i}\) (for all \(i\)) then
        \(c(j_1, j_2, \ldots, j_k) = c(j_1, j_2, \ldots, j_k) + c(j_1, j_2, \ldots, j_{i-1}, \ldots, j_k)\)
\end{verbatim}

The complexity of this algorithm is clearly \(O(\prod_{i=1}^{k} |X_i|) = O(n^k)\). This is an improvement of the \(O(n^{k+1})\) algorithm in [Steiner 90]. The improvement in performance results from the simplicity of initial sets as opposed to ideals.

The statement of the algorithm assumes that a chain decomposition is given. This does not change the complexity, since a chain decomposition may be found in time \(O(n^2)\).

The calculation for a width three order is demonstrated in Figure 4.4.
Figure 4.4: Extension calculation for width three order
Chapter 5

Unimodality and Probability

In the previous chapter the number of linear extensions of a width two order was calculated by enumerating labellings of a graph drawn on a grid. The algorithm which performs this calculation is similar to the algorithm of [Atkinson/Chang 87]. While the implementation of the two algorithms is somewhat similar, the development is quite different. The benefit of our method is twofold. The graph provides information about the order, which is used to prove theoretical results about width two orders. In addition, the intermediate results of the calculation give structural information about the linear extensions of the order.

The graph is used to show that sequences of the number of linear extensions of certain suborders of a width two order are unimodal. Once the number of linear extensions of a width two order and its dual have been calculated, the probabilities of certain comparabilities or covering relations occurring in a linear extension are efficiently calculated. This is
very useful for the well-known problem of finding a pair of elements $x, y$
for which $\text{prob}(x < y)$ is close to $1/2$. A related problem is that of proving
that $\delta(P) \geq 1/3$ for any order $P$; that is, in any order $P$, there exists
a pair of elements $x, y$ satisfying $1/3 \leq \text{prob}(x < y) \leq 2/3$. This was
proved, for width two orders, in [Linial 84] (Theorem 1.11), and those
width two orders for which $\delta(P) = 1/3$ were characterized in [Aigner 85]
(Theorem 1.12). A shorter proof of this result is possible, by means of our
graphical representation of width two orders.

Recall that $c$ and $c'$ are the matrices for the calculations of the number of
linear extensions of $P$ and its dual, respectively, as defined in the preceding
chapter. (See pages 78 and 81.)

5.1 Unimodal Sequences

Suppose that $P = X + Y$ is a disjoint sum of the chains $X = x_1 < x_2 <$
$\cdots < x_p$ and $Y = y_1 < y_2 < \cdots < y_q$. Choose $k$, $(1 < k < p + q)$ and
consider the sequence

$$e(\text{init}(x_0 y_k)), e(\text{init}(x_1 y_{k-1})), e(\text{init}(x_2 y_{k-2})), \ldots, e(\text{init}(x_k y_0)).$$

(If $k > p$ or $k > q$, then some of the initial or final terms of this sequence
are not defined and are not included.) The orders in this sequence are the
$k$-element initial sets of $P$, ordered by the size of the subchain from $X$.
Each successive order in the sequence is found by removing the top element
from the subchain of $Y$, and adding one more element to the top of the
subchain of $X$. Since

$$e(\text{init}(x_i y_{k-i})) = \binom{k}{i},$$
5.1. **UNIMODAL SEQUENCES**

Unimodal sequences for \( k = 7, 8 \), for the width two order of Figure 4.1

**Figure 5.1: Unimodal sequences**

The sequence is a unimodal sequence. Moreover, this sequence is strictly increasing, then strictly decreasing, although, the final term of the increasing subsequence may equal the initial term of the decreasing one.

In fact, a similar unimodality property holds for any width two ordered set. For the special case of indecomposable orders, the result is exactly the same as for a disjoint sum of chains. (See Figure 5.1.)

**Theorem 5.1 (Unimodal Sequence)** For an indecomposable width two
ordered set $P$, and $1 < k < |P|$, the sequence
\[
e(\text{init}(x_0y_k)), e(\text{init}(x_1y_{k-1})), e(\text{init}(x_2y_{k-2})), \ldots, e(\text{init}(x_ky_0)).
\]
is a unimodal sequence which is strictly increasing, then strictly decreasing.

Proof (Unimodal Sequence) If both the increasing and decreasing sequences have strict inequalities, then the maximum value of the sequence may occur (at most) twice. In fact, while the maximum value may occur twice, this cannot happen for consecutive values of $k$. In addition, the sub-orders at which the maximum values occur have a pair of maximal elements, not a top element.

The sequence in question is a diagonal in the matrix $e$, running down to the right, so that the sum of the indices is $k$. The result is proved by induction on $k$. Since $P$ is indecomposable, it has a pair of minimal elements. Therefore, if $k = 2$ the sequence is 1,2,1. This sequence satisfies all the conditions of the theorem.

The result is proved for $k > 2$, assuming that it has been proved for all smaller values. Consider the $k$th diagonal of $e$. We show that: the maximum value occurs at a vertex; it can occur at most twice; it occurs only once if the maximum value in the previous diagonal was repeated. It is then shown that traversing the diagonal, away from the maximum, in either direction, yields a strictly decreasing sequence. This proves the theorem.

By the row increasing property, there are no gaps between the vertices in any diagonal. The values at the vertices are sums of pairs of consecutive terms of the unimodal sequence in the previous diagonal. We will show that such a sequence must itself be unimodal. Furthermore, the maximal
value in such a unimodal sequence must result from a sum which includes the maximal value from the previous sequence.

Suppose that the unique maximum \( m \), in the previous diagonal, occurred at the vertex \((i,j)\). Since \( G \) is row increasing and connected, there must be a vertex at one, or both, of the points \((i,j+1)\) or \((i+1,j)\), in the current diagonal. The value at such a vertex is a sum which includes \( m \). Such a value is clearly maximal, since no other sum includes \( m \). If there are vertices at both of these points, and \( c(i-1,j+1) = c(i+1,j-1) \) (in the previous diagonal), then the maximum occurs twice. If there is a vertex at only one point, then its value is the unique maximum.

Now, suppose that the maximum \( m \), in the previous diagonal, occurred twice, at the vertices \((i,j)\) and \((i+1,j-1)\). As \( G \) is connected, there is a vertex at \((i+1,j)\), whose value is \( 2m \). This is the unique maximum in the current diagonal. Since the maxima always occur at vertices, the corresponding suborders have a pair of maximals, not a top element.

Now, we show that, moving outward from the maximum in either direction, yields a strictly decreasing sequence. This proves that the diagonal is a unimodal sequence. By symmetry, this need only be shown for one direction, say for the subsequence going down to the right. Suppose that the maximum in the current diagonal is at \((i,j)\), with the second maximum (if present) at \((i-1,j+1)\). Thus, \( c(i,j) > c(i+1,j-1) \), since they cannot be equal. We now show that, for \( l > 1 \)

\[
c(i+l,j-l) > c(i+l+1,j-l-1)
\]

Let \( c_1 = c(i+l-1,j-l) \), \( c_2 = c(i+l,j-l-1) \) and \( c_3 = c(i+l+1,j-l-2) \), from the previous diagonal. Since the maximum in the previous diagonal
occurred at \((i-1, j)\) or \((i, j-1)\), these three values form a strictly decreasing sequence. Now, \(c(i+l, j-l) = c_1 + c_2\), and \(c(i+l+1, j-l-1) = c_2\) or \(c_2 + c_3\). However, \(c(i+l+1, j-l-1)\) is a sum only if \(c(i+l, j-l)\) is also a sum. Therefore, we conclude that \(c(i+l, j-l) > c(i+l+1, j-l-1)\). \(\square\)

If \(P\) is decomposable, the sequence is still unimodal, although it may not be strictly increasing or strictly decreasing.

### 5.2 Calculating Probabilities

The calculation algorithm yields the number of linear extensions of an ordered set. To calculate the probability that a certain property holds in an arbitrary linear extension, it is only necessary to calculate the number of linear extensions satisfying that property.

**Theorem 5.2 (Probabilities)** Let \(c, \, c'\) be the calculation matrices of \(P\) and its dual. Then, for \(x_i\) and \(y_j\), incomparable in \(P\):

\(\begin{align*}
(\text{i}) & \quad e(x_i < y_j) \geq c(i, j-1)c'(i+1, j) \text{ with equality if and only if } x_{i+1} & \text{ and } y_{j-1} & \text{ are comparable;} \\
(\text{ii}) & \quad e(y_j < x_i) \geq c(i-1, j)c'(i, j+1) \text{ with equality if and only if } x_{i-1} & \text{ and } y_{j+1} & \text{ are comparable;} \\
(\text{iii}) & \quad c(x_i < y_j) = c(y_j < x_i) = c(i-1, j-1)c'(i+1, j+1); \\
(\text{iv}) & \quad e(x_{i-1} < y_j < x_i) = c(i-1, j-1)c'(i, j+1); \\
(\text{v}) & \quad e(y_j-1 < x_i < y_j) = c(i-1, j-1)c'(i+1, j).
\end{align*}\)

*Cases (i) and (ii) assume that the extra \((splitting)\) elements \(x_0, y_0, x_{p+1}\) and \(y_{q+1}\) have been added to the order.*
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Proof (Probabilities) The proofs are all based on finding the numbers of linear extensions of an initial set below the given elements, and a final set above the elements. Then, linear extensions of $P$ are found by merging the linear extensions of these initial and final sets. The key point is the fact that the number of linear extensions of all initial and final sets are contained in the matrices $c$ and $c'$, respectively. Indeed, $c($init$(x_iy_j)) = c(i,j)$ and $c($final$(x_iy_j)) = c'(i,j)$.

Let $L_1$ and $L_2$ be linear extensions of $\text{init}(x_iy_{j-1})$ and $\text{final}(x_{i+1}y_j)$, respectively. Then, $L_1 * L_2$ is a linear extension of $P$ in which $x_i < y_j$. Therefore, $c(i,j-1)c'(i+1,j) \leq c(x_i < y_j)$. However, equality occurs if and only if there are no mergings of $L_1$ and $L_2$, with $x_i < y_j$. In such a merging, $x_{i+1} < y_{j-1}$ must occur. Therefore, equality holds if and only if $x_{i+1} > y_{j-1}$. (Since $x_i||y_j$ implies that $x_{i+1} \not< y_{j-1}$ in $P$.) This proves (i); the proof of (ii) is similar.

Suppose that $L$ is an extension of $P$ in which $x_i < y_j$ or $y_i < x_i$. In $L$, below $x_i$ and $y_j$, is a linear extension $L_1$, of $\text{init}(x_{i-1}y_{j-1})$; above them is a linear extension $L_2$ of $\text{final}(x_{i+1}y_{j+1})$. These extensions are separated by $x_i$ and $y_j$. Thus, $L$ is of the form $L_1 \ast \{x_i, y_j\} \ast L_2$ (with the appropriate comparison between $x_i$ and $y_j$). Therefore, $c(x_i < y_j) = c(y_j < x_i) = c(i-1,j-1)c'(i+1,j+1)$, proving (iii).

Let $L_1$ be an extension of $\text{init}(x_{i-1}y_{j-1})$, and $L_2$ be an extension of $\text{final}(x_iy_{j+1})$. Then, $L_1 \ast \{y_j\} \ast L_2$ is a linear extension of $P$ in which $x_{i-1} < y_j < x_i$. Moreover, every linear extension of $P$ with $x_{i-1} < y_j < x_i$ is of this form. Therefore, $c(x_{i-1} < y_j < x_i) = c(i-1,j-1)c'(i,j+1)$.

The proof of (v) is similar. □
Consider the problem of calculating probabilities when equality does not hold in cases (i) and (ii) of Theorem 5.2. Since \( e(P) = e(x < y) + e(y < z) \), the only case when \( e(x_i < y_j) \) cannot be calculated exactly, is when there are vertices at both \((i + 1, j - 1)\) and \((i - 1, j + 1)\). In this case, the row increasing property implies that \( x_i y_j \) is in the center of a \( 3 \times 3 \) square of vertices. This means that \( P \) contains two pairwise incomparable three-element chains, with \( x_i \) and \( y_j \) being the central elements of the chains. When calculating \( e(x_i < y_j) \), only those extensions with \( x_{i+1} < y_{j-1} \) are not counted. Therefore,

\[
e(x_i < y_j) \geq e(i, j - 1)c'(i + 1, j) + e(x_{i+1} < y_{j-1})
\]

If \( e(x_{i+1} < y_{j-1}) \) cannot be calculated exactly, it must be because there is a vertex at \((i + 2, j - 2)\). Similarly, if \( e(y_j < x_i) = e(i - 1, j)c'(i, j + 1) + e(y_{j+1} < x_{i-1}) \) cannot be calculated exactly, then there is a vertex at \((i - 2, j + 2)\). Thus, if it is not possible to calculate \( e(x_i < y_j) \) in this way, then \( x_i y_j \) is in the center of a \( 5 \times 5 \) square of vertices. That is, \( P \) contains two mutually incomparable five-element chains, with \( x \) and \( y \) as the central elements. This is already a very particular requirement on the structure of \( P \). In any case, it is always possible to calculate \( e(x_i < y_j) \) exactly by taking a sum of terms of the form \( e(y_{j-1} < x_i < y_j) \) or \( e(x_{i-1} < y_j < x_i) \).

Theorem 5.2 states that, if \( x_i \) and \( y_j \) are incomparable in \( P \), then \( e(x_i < y_j) = e(y_j < x_i) = c(i - 1, j - 1)c'(i + 1, j + 1) \). The same argument shows that, if \( x_i < y_j \) in \( P \), then \( e(x_i < y_j) = c(i - 1, j - 1)c'(i + 1, j + 1) \). (Note that even though \( x_i < y_j \) in \( P \), that need not be the case in all linear extensions.) When \( x_i < y_j \), it is possible to delete the comparability between \( x_i \) and
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Let \( Q = P \setminus (x_i \prec y_i) \) be the order in which this comparability has been deleted. Thus, \( P \) is a partial extension of \( Q \). If \( y_j < x_i \) in a linear extension of \( Q \), then \( y_j < x_i \) in that linear extension. The reason for this is that the only elements which could possibly separate \( z_i \) and \( y_j \) are \( z_{i-1} \) and \( y_{j+1} \), if they exist. However, if \( z_{i-1} \) exists, then \( z_{i-1} < y_j \), since no other relations were changed. Similarly, if \( y_{j+1} \) exists, then \( y_{j+1} > z_i \). Therefore, \( c(Q) = c(P) + c(Q; y_j < z_i) = c(P) + c(i - 1, j - 1)c'(i + 1, j + 1) \). That is, when \( z_i < y_j \) in \( P \), the number of linear extensions of the order which results from making \( z_i \) and \( y_j \) incomparable, is easily calculated.

The results of the theorem are also useful for the problem of balancing the linear extensions of an order. The objective is to find a pair of elements \( x, y \), for which \( \text{prob}(x < y) \) is close to 1/2. Ideally, we would like to find a pair of elements which realizes \( \delta(P) = \max\{\text{prob}(x < y) : \text{prob}(x < y) \leq 1/2\} \). Linial (Theorem 1.11) proved that, for width two orders there is always a pair \( x, y \) for which \( 1/3 \leq \text{prob}(x < y) \leq 2/3 \). In fact, his proof shows more than what his theorem states. Essentially, he proves that, if \( \text{prob}(z_1 < y_1) < 1/3 \), then there exists \( y \) with \( 1/3 < \text{prob}(z_1 < y) < 2/3 \). Therefore, if \( \text{prob}(z_1 < y_1) \neq 1/3, 2/3 \), then \( \delta(P) > 1/3 \). Also, there is always a pair \( x, y \) with \( 1/3 \leq \text{prob}(x, y) \leq 2/3 \), in which one element is minimal. Moreover, \( \text{prob}(z_1 < y_1) \) determines if such a pair includes \( z_1 \) or \( y_1 \).

The main outstanding problem is that of efficiently finding a pair \( x, y \), for which \( 1/3 \leq \text{prob}(x < y) \leq 2/3 \), or finding a pair which realizes \( \delta(P) \). Linial describes an algorithm similar to the following naïve algorithm. Use
our algorithm to calculate \( e(P) \). Now, for each pair \( x, y \) add the comparability \( x < y \) to \( P \) (and take the transitive closure); then use the algorithm to calculate \( e(x < y) \). This is inefficient since each query of the probability for a pair of elements takes time \( pq \), the running time of the algorithm for counting linear extensions. This can be improved significantly by taking advantage of the extra information our algorithm provides.

After an initial \( O(pq) \) calculation to determine the number of linear extensions of the order, many queries can be answered in constant time. In particular, the queries can always be answered in constant time when one of \( x_i \) or \( y_j \) is maximal or minimal. Therefore, it is always possible to find a pair of elements for which the probability is between 1/3 and 2/3, in time \( O(pq) \).

If \( \text{prob}(x_i < y_j) \) cannot be calculated in constant time, it can be calculated in time \( 1/2 \min\{p, q\} \) by taking an appropriate sum of terms of the form \( \text{prob}(y_{i-1} < x_i < y_i) \) or \( \text{prob}(x_{i-1} < y_j < x_i) \). Therefore, an optimal pair, one which realizes \( \delta(P) \), can always be found in time \( O(pq \min\{p, q\}) \).

When \( \text{prob}(x_i < y_j) \) cannot be calculated in constant time, it can be approximated. Let \( m \) and \( M \) be the maximum and minimum respectively of \( c(i, j-1)c'(i+1, j) \) and \( c(i-1, j)c'(i, j+1) \). Since both \( m \) and \( M \) must increase, the worst case is when \( m \) increases by only 1 and \( M \) increases to \( e(P) - m - 1 \). Therefore, \( m + 1 \leq e(x_i < y_j) \leq e(P) - m - 1 \), or equivalently

\[
\frac{m + 1}{e(P)} \leq \text{prob}(x_i < y_j) \leq 1 - \frac{m + 1}{e(P)}.
\]

### 5.3 Extremal Width Two Orders

[Linial 84] proved that, for any ordered set of width two, there is always a pair \( x, y \) for which \( 1/3 \leq \text{prob}(x < y) \leq 2/3 \).
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It is easily seen that, if a width two order \( P \) is a linear sum of orders each isomorphic either to 1 or \( 2 + 1 \) (see Figure 5.2), then \( \delta(P) = 1/3 \).

[Aigner 85] characterizes those width two orders \( P \) for which \( \delta(P) = 1/3 \), by proving that the converse is also true (Theorem 1.12). Using our theorems (5.2, 5.1) and the stronger statement of Linial's result, we give a short clear proof of Aigner's result (Theorem 1.12).

Theorem 5.3 (Extremal Width Two Orders) If \( P \) is an ordered set of width two with \( \delta(P) = 1/3 \), then \( P \) must be a linear sum of ordered sets each isomorphic to a singleton or \( 2 + 1 \).

Proof (Extremal Width Two Orders) Let \( P \) be a width two order with \( \delta(P) = 1/3 \). We may assume that \( P \) is indecomposable, since probabilities are unaffected by linear sums. Therefore, the graph of \( P \) is connected. We prove that \( P \cong 2 + 1 \).

The proof considers only some initial part of the graph \( G \) of \( P \). This is used to calculate the probabilities of certain incomparabilities between pairs of elements of \( P \). All necessary values of the matrix \( c \) are readily calculated. For the matrix \( c' \), variables are assigned to represent some values, then the remaining values are expressed in terms of these variables. The notation is simplified by assuming that all values in \( c' \) have been divided by \( e(P) \).
The result of this is that the calculations yield probabilities, not numbers of linear extensions. The proof considers a number of special cases.

Since $P$ is indecomposable, it has a pair of minimal elements $x_1$ and $y_1$. It is not possible to have $1/3 < \text{prob}(x_1 < y_1) < 2/3$, as this would immediately imply that $\delta(P) > 1/3$. If $\text{prob}(x_1 < y_1) < 1/3$ or $\text{prob}(x_1 < y_1) > 2/3$, then the stronger statement of Linial's theorem gives $\delta(P) > 1/3$. Therefore, $\text{prob}(x_1 < y_1) = 1/3$ or $2/3$. If the vertex at $(1,1)$ is the only vertex in $G$, then $P = \{x_1, y_1\}$ and $\delta(P) = 1/2$. Therefore, there is another vertex in $G$. As $G$ is connected, this vertex must be at $(1,2)$ or $(2,1)$.

Suppose that there are vertices at both of these points, and that the values of $c$ and $c'$ are as illustrated in Figure 5.3a. Then,

$$\text{prob}(x_1 < y_1) = s + t \quad \text{and} \quad \text{prob}(y_1 < x_1) = t + u.$$ 

Say $t + u = 1/3$ and $s + t = 2/3$. Therefore, $t < 1/3$ and $1/3 < s < 2/3$. Then $\text{prob}(x_2 < y_1) = s$ implies $\delta(P) > 1/3$, a contradiction. There cannot be vertices both at $(1,2)$ and $(2,1)$.

Assume, without loss of generality, that there is a vertex at $(2,1)$, but no vertex at $(1,2)$. If there are no other vertices in $G$, then $P \cong 2 + 1$, so assume that there is at least one more vertex. As $G$ is connected, there must be a vertex at $(2,2)$ or $(3,1)$. Suppose that there is a vertex at $(2,2)$.

See Figure 5.3b for the graph and the values of $c$ and $c'$. Then,

$$\text{prob}(x_1 < y_1) = s + t + u \quad \text{and} \quad \text{prob}(y_1 < x_1) = t + u.$$ 

Clearly $s + t + u = 2/3$ and $t + u = 1/3$, so $t < s = 1/3$. Then $c'(3,1) = s > t = c'(3,2)$ implies $c'(3,1) = c'(3,2) + c'(4,1)$, there is a vertex at $(3,1)$. By the row increasing property, there is also a vertex at $(3,2)$. 
Numbers are values of $c$; letters are values of $c'$. The symbol $X$ denotes that there is no vertex at that point.

Figure 5.3: The cases for the proof of Theorem 5.3
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Figure 5.3 shows the graph with these new vertices. Now,

\[ \text{prob}(x_1 < y_1) = s + 2(t + u) + v \quad \text{and} \quad \text{prob}(y_1 < x_1) = t + u + v. \]

Then, \( s + 2(t + u) + v = 2/3 \) and \( t + u + v = 1/3 \), thus \( s + t + u = 1/3 \) and \( s = v \). In addition:

\[ \text{prob}(x_2 < y_2) = \text{prob}(x_3 < y_1) + \text{prob}(y_1 < x_3 < y_2) = s + 3t; \]
\[ \text{prob}(y_2 < x_3) = \text{prob}(y_2 < x_2) + \text{prob}(x_2 < y_2 < x_3) = 2v + 3u = 2s + 3u. \]

Since \( s = c'(4, 1) \geq c'(4, 2) = t \), we conclude \( 2s + 3u \geq s + t + 3u > s + t + u = 1/3 \). Then \( \delta(P) = 1/3 \) implies \( 2s + 3u \geq 2/3 \), so \( s + 3t \leq 1/3 \), and \( 2t \leq u \) (as \( s + t + u = 1/3 \)). Now, \( v = c'(2, 3) \geq c'(3, 3) = u \). Therefore, \( s = v \geq u > t \), that is \( c'(4, 1) > c'(4, 2) \): there is a vertex at \((4,1)\), so \( s = t + w \). But \( u, t \) and \( w \) are terms in a unimodal sequence (which is strictly increasing and decreasing, by Theorem 5.1), so \( u > t \) implies \( t > w \).

Then \( s + w < 2t \leq u \leq v \) contradicts \( s = v \). Therefore, the assumption that there is a vertex at \((2,2)\) is incorrect.

The final case to consider is a vertex at \((1,3)\), but no vertex at \((2,2)\). Figure 5.3d shows this new situation. In this case,

\[ \text{prob}(x_1 < y_1) = s + 2t \quad \text{and} \quad \text{prob}(y_1 < x_1) = t. \]

Trivially, \( s + 2t = 2/3 \) and \( t = 1/3 \). This implies that \( s = 0 \), which is not possible.

Therefore, there cannot be a third vertex and \( P \equiv 2 + 1. \) \( \Box \)
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Linear Extension
Majority Cycles

The height two order of Figure 6.1 contains the linear extension majority cycle $1 \succ 2 \succ 3 \succ 1$. This is proved by a straightforward calculation of the number of linear extensions of the order, using Lemma 6.2. This proves,

Theorem 6.1 (Majority Cycle) There are height two orders containing linear extension majority cycles.

It was not previously known if height two orders could contain majority cycles.

The first example of a majority cycle, in [Fishburn 74], was a 31-element height 28 order. A nine-element, height three order with a majority cycle (Figure 6.2a) was presented in [Fishburn 86] and [Gantzer/Häfner/Poguntke 87]. In this order, $prob(1 > 2) = prob(2 > 3) = prob(3 > 1) = 80/159 \approx 0.503$. Recently, [Gehrlein/Fishburn 89] showed, via a computer search, that a majority cycles cannot exist in orders with eight or fewer elements. The search showed that there are ex-
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Figure 6.1: Height two order with majority cycle $1 > 2 > 3 > 1$

Figure 6.2: Nine-element orders with majority cycles

...five, nine-element orders with majority cycles, all with height three or more. These orders are illustrated in Figure 6.2.

6.1 Background

Suppose that a set of elements on which there is only a partial ordering must be totally ordered. While any linear extension of the order is acceptable from a theoretical viewpoint, it is unarguable that some extensions may
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Figure 6.3: "Natural" linear extension of N

seem more "natural" than others. For example, consider the order N, of Figure 6.3. Of the five possible linear extensions, \( b < a < d < c \) is, arguably, the most natural, for several reasons. While \( a > d \) is possible in an extension it seems unnatural to place a minimal element above a maximal element; indeed, this occurs in only one linear extension. Since \( b \) is covered by both \( c \) and \( d \), while \( a \) is covered only by \( c \) we expect that \( b \) should be below \( a \) in a linear extension. Similar reasoning applied to \( c \) and \( d \) says that \( d \) should go below \( c \), yielding the indicated linear extension.

The idea being considered is the preference ordering \( \prec' \), which places \( x \) below \( y \) if and only if \( x \) occurs below \( y \) in more than half of the linear extensions of the order. The reasoning which gave the comparabilities between \( a \) and \( b \), and \( c \) and \( d \) is supported by the following,

Lemma 6.1 (Preference Order) Suppose that \( x, y \in P \) are incomparable. Define \( D'_x = \text{down}(x) \setminus z \) and \( U'_z = \text{up}(z) \setminus z \). Define \( D'_y \) and \( U'_y \) similarly. If \( D'_x \subseteq D'_y \) and \( U'_y \subseteq U'_x \), then \( x \prec' y \). If \( D'_x = D'_y \) and \( U'_y = U'_x \), then \( \{x, y\} \) is an autonomous set.
The proof is based on the idea of swapping $x$ and $y$ in those extensions in which $x > y$. This is always possible, given the conditions of the lemma. This shows that, for each extension with $x > y$, there is a corresponding extension with $x < y$, so $\text{prob}(x < y) \geq 1/2$. However, if $z \in (D' \setminus D'_y) \cup (U'_x \setminus U'_y)$ and $x < z < y$, then $x$ and $y$ cannot be swapped. That is, there are extensions with $x < y$, for which there is no corresponding extension with $z > y$. Therefore, $\text{prob}(x < y) > 1/2$, so $x < y$. If the conditions of the second statement hold, then $x$ and $y$ may be interchanged in any linear extension, so clearly $\text{prob}(x < y) = 1/2$.

The lemma still applies if $x$ and $y$ are comparable: given the other conditions, the only possibility is $x < y$, in which case $\text{prob}(x < y) = 1$.

### 6.2 Linear Extensions of Height two Orders

The result requires an efficient method of counting the number of linear extensions of a height two order. One method, which is sufficient for our purposes, is to compute the number of linear extensions for each linear ordering of the maximals (or minimals) of the order. We find a partial extension of the order by taking a linear extension of the maximals, then taking the transitive closure. The resulting order consists of a chain, each element of which covers a (possibly empty) antichain, which is comparable only with the elements of the chain above its upper cover, as illustrated in Figure 6.4. The number of linear extensions of such an order is easily calculated using the following lemma. We perform this calculation for all linear orderings of the maximals to compute the number of linear extensions of the order.
Lemma 6.2 Let \( P \) consist of an \( m \)-element chain, \( 1 < 2 < \cdots < m \), with \( i \) (\( 1 \leq i \leq m \)) covering a \( k_i \)-element antichain which is comparable only with the elements of the chain above \( i \). Let \( n = |P| = m + \sum_{i=1}^{m} k_i \), then

\[
e(P) = \frac{(n - 1)!}{\prod_{i=1}^{m-1} (k_1 + k_2 + \cdots + k_i + i)}
\]

Proof (Lemma 6.2) To form a linear extension of \( P \), we find linear extensions of the antichains, then merge the resulting chains, working from the bottom up. The total number of linear extensions of all antichains is \((k_1!)(k_2!)(k_3!)(k_4!)\cdots(k_m!)\). Below 2 there are \( k_1 + 1 \)- and \( k_2 \)-element chains. These
may be merged in
\[
\binom{k_1 + k_2 + 1}{k_1 + 1}
\]
different ways. The result is a \( k_1 + k_2 + 2 \)-element chain, below 3, which includes 2. This chain may be merged with the \( k_3 \)-element chain below 3 in
\[
\binom{k_1 + k_2 + k_3 + 2}{k_1 + k_2 + 2}
\]
different ways. Continuing this process till we have a linear extension yields
\[
e(P) = (k_1!)(k_2! \cdots (k_m!)) \binom{k_1 + k_2 + 1}{k_2 + 1} \binom{k_1 + k_2 + k_3 + 2}{k_1 + k_2 + 2} \cdots \binom{k_1 + k_2 + \cdots + k_m + m - 1}{k_1 + k_2 + \cdots + k_m + m - 1} = \frac{(n - 1)!}{(k_1 + 1)(k_1 + k_2 + 2) \cdots (k_1 + k_2 + \cdots + k_m + m - 1)}.
\]

Proof (Majority Cycle) Applying Lemma 6.2 to the order of Figure 6.1 yields \( e(P) = 1703630880 \) and
\[
\begin{align*}
e(1 > 2) &= 852626880 \Rightarrow \text{prob}(1 > 2) \approx 0.500476, \\
e(2 > 3) &= 851891040 \Rightarrow \text{prob}(2 > 3) \approx 0.500044, \\
e(3 > 1) &= 852163200 \Rightarrow \text{prob}(3 > 1) \approx 0.500204.
\end{align*}
\]
Therefore, \( 1 >' 2 >' 3 >' 1. \)

6.3 Miscellany

It is not known if there are smaller height two orders containing linear extension majority cycles. However, our example has minimal size for an order with only four maximals.
6.3. MISCELLANY

There are some restrictions on which height two orders may contain majority cycles.

For \( P \) with height two, define
\[
A = \{ x \in P : x > y \text{ for some } y \in P \}, \\
B = \{ y \in p : x > y \text{ for some } x \in P \}, \\
C = X \setminus (A \cup B).
\]

Thus, \( A \cup C \) is the set of maximal elements, \( B \cup C \) is the set of minimal elements, and \( C \) is the set of isolated elements of \( P \). In Figure 6.1, \(|A| = 4\), \(|B| = 11\), and \(|C| = 0\).

**Proposition 6.1** If a height two order \( P \) contains a linear extension majority cycle, then the cycle is contained in \( A \), or \( B \). That is, the elements of the cycle are all contained in \( A \), or are all contained in \( B \).

**Proof** It is sufficient to show that if \((x, y)\) is contained in any of \((A \times B)\), \((A \times C)\), \((C \times B)\) or \((C \times C)\) then \( x \not> y \). For, suppose that there is a cycle in \( P \) which is not contained in \( A \) or \( B \). We may assume, without loss of generality, that there is such a cycle of the form \( x_1 \not> x_2 \not> \cdots \not> x_m \not> x_1 \), where \( x_m \in A \) and \( x_1 \notin A \). There exists \( i \) such that \( x_i \notin A \) and \( x_{i+1} \in A \). Then \( x_i \not< x_{i+1} \), a contradiction. Thus, the cycle must be contained entirely in \( A \) or \( B \).

If \((x, y) \in (C \times C)\) with \( x \neq y \), then, by symmetry, \( \text{prob}(x > y) = 1/2 \).

We show that if \((x, y) \in (A \times B)\) then \( x \not> y \). The cases for \((x, y) \in (A \times C)\), \((C \times B)\) are similar.

Suppose that \((x, y) \in (A \times B)\). If \( x \) is below \( y \) in a linear extension of \( P \), then we may form another linear extension by interchanging \( x \) and \( y \). This is possible as \( x \) is a maximal element of \( P \) and so can be "moved up"
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in a linear extension, while minimal \( y \) can be "moved down". Thus, the number of linear extensions in which \( x \) is above \( y \) is at least as large as the number in which \( x \) is below \( y \). However, there are linear extensions with \( x \) above \( y \) for which \( x \) and \( y \) may not be interchanged. As \( x \in A \), there exists \( z \in P \) with \( z < x \). Since \( z < y \) is not possible, there is a linear extension of \( P \) in which \( y \leq z < x \). Now, interchanging \( x \) and \( y \) would force \( x < z \). a contradiction. Therefore, \( e(x > y) > e(x < y) \) and \( x > y \). \( \square \)

Proposition 6.2 If a height two order contains a linear extension majority cycle, contained in \( A \), then \(|A| \geq 4\).

Proof Isolated elements in the order do not affect the presence of >' cycles, so we assume that \( C = \emptyset \). Suppose that \( A = \{1, 2, 3\} \). Let \( \beta_i \) be the number of elements of \( B \) which are below \( i \in A \), and \( \beta_j \) the number of elements of \( B \) below either \( i \) or \( j \) in \( A \). Define \( e(i > j > k) \) to be the number of linear extensions of \( P \) in which \( i > j > k \). Then, by Lemma 6.2,

\[
e(i > j > k) = \frac{(n - 1)!}{(\beta_k + 1)(\beta_j k + 2j)}.
\]

For convenience, let \( b_k = (n - 1)!/(\beta_k + 1) \) and \( b_j = 1/(\beta_j k + 2) \), so \( e(i > j > k) = b_kb_j \).

Suppose that \( A \) contains the >' cycle \( 1 >' 2 >' 3 >' 1 \). Then, from \( e(1 > 2) = e(1 > 2 > 3) + e(1 > 3 > 2) + e(3 > 2 > 1) \) (and similar results for \( e(2 > 3) \) and \( e(3 > 1) \)), we have,

\[
1 >' 2 \Rightarrow b_2b_3 + b_2b_3 + b_2b_12 > b_2b_13 + b_1b_13 + b_1b_12. \quad (6.1)
\]
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\[ 2 \succ 3 \Rightarrow b_3b_{23} + b_2b_{13} + b_1b_{13} > b_2b_{23} + b_2b_{12} + b_1b_{12}. \quad (6.2) \]

\[ 3 \succ 1 \Rightarrow b_1b_{13} + b_2b_{12} + b_1b_{12} > b_3b_{23} + b_2b_{23} + b_3b_{13}. \quad (6.3) \]

Adding inequalities (6.1) and (6.2), then (6.1) and (6.3), and finally (6.2) and (6.3) gives

\[ b_3b_{23} > b_1b_{12} > 0, \]
\[ b_2b_{12} > b_3b_{13} > 0, \]
\[ b_1b_{13} > b_2b_{23} > 0. \]

Then vertical multiplication gives \( b_1b_2b_3b_{13}b_{23} > b_1b_2b_3b_{12}b_{13}b_{23} \), a contradiction. A similar contradiction results if we assume that \( A \) contains the \( \succ \) cycle \( 1 \succ 3 \succ 2 \succ 1 \). Therefore, \( A \) cannot contain any \( \succ \) cycle. \( \square \)

It is easily verified that if \( |A| = 2 \), then there cannot be a \( \succ \) cycle in \( B \). If \( |A| = 3 \), it is not known whether \( B \) may contain a \( \succ \) cycle. The computations for this case are feasible, but exceedingly delicate in regard to the construction of a possible \( \succ \) cycle in \( B \).

That no smaller example yields a \( \succ \) cycle within \( A = \{1, 2, 3, 4\} \) was proved by an exhaustive computer search. For distinct \( i, j \) and \( k \) in \( A \): let \( x_i \) be the number of elements of \( B \) covered only by \( i \); let \( x_{ij} \) be the number of elements of \( B \) covered by both \( i \) and \( j \), and nothing else; let \( x_{ijk} \) be the number of elements of \( B \) covered just by \( i, j \) and \( k \); and let \( x_{1234} \) be the number of elements of \( B \) covered by all the elements of \( A \). (In Figure 6.1, \( x_1 = x_{13} = x_{24} = x_{123} = 1, x_{14} = 2, x_{234} = 5 \), the remaining \( x \)'s equal 0, and \( \sum x = 11 \).) Complete enumeration, up to permutations on \( A \), showed that no \( \succ \) cycle occurs when \( \sum x \leq 10 \). Moreover, the 15-element order of Figure 6.1 is the unique smallest case that yields a \( \succ \) cycle within \( A \).
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Scheduling

One application of linear extensions is scheduling theory. Suppose that a set of "jobs" are to be processed by a set of "machines", subject to some "precedence constraints". The object is to produce a "schedule" which optimizes a given "measure of performance". The processing order of the jobs on any particular machine is a linear extension of the precedence constraints. If the same linear extension of the precedence constraints is used on all machines, then the schedule is a "permutation schedule".

We show that there is an optimal permutation schedule for the "m-machine flow shop" with precedence constraints, provided that incomparable jobs have identical "processing times". In this case, the problem is one of finding an "optimal" linear extension of the order. If the measure of performance is symmetric, then all permutation schedules are optimal.

7.1 Introduction

A general job shop problem consists of a set of n jobs J, which must be processed by a set of m machines M1, . . . , Mm. Each job must be processed
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exactly once by each machine, and in turn, each machine must process each job exactly once. Furthermore, a machine may process only one job at a time, and a job may be processed by only one machine at a time. For each pair of a job \( z \) and a machine \( M_i \), the processing time \( t(z, i) \), is the length of time required by machine \( M_i \) to process job \( z \). All processing times are known, and are assumed to include any set-up time involved to prepare a machine for a job. Each job has a technological constraint, a linear ordering of the machines, which specifies the order in which the machines must process that job. In general, different jobs have different technological constraints. A special case of the general job shop problem is the flow shop problem, in which the technological constraints are the same for all jobs. In a flow shop the machines are numbered such that each job must be processed by the machines in the numerical order \( M_1, M_2, \ldots, M_m \).

A scheduling problem may also include precedence constraints, a (partial) ordering of the jobs which any schedule must follow. That is, if \( z \) and \( y \) are two jobs with \( z < y \), then on each machine, job \( z \) must be processed before job \( y \). An unconstrained problem is one in which the order on the jobs is an antichain. Unless otherwise specified, problems are unconstrained: there are no restrictions on the order in which the jobs are processed.

Example 7.1 A woodworking shop produces three different toys: a puzzle; a car; and a duck. These are the jobs. The production involves four different processes: cutting the pieces; sanding; assembly; and painting. These are the machines. There may not be any actual "machines" involved; in this example the machines are person-tool combinations, i.e., a person with a saw, a hammer and glue, or a paintbrush. The order of processing is
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different for the different jobs: the car is cut, sanded, assembled, then
painted; the puzzle must be painted before it is assembled; the duck needs
to be sanded after assembly, but before painting. We list the order of
processing and processing times in a table.

<table>
<thead>
<tr>
<th>job</th>
<th>processing order/time</th>
</tr>
</thead>
<tbody>
<tr>
<td>puzzle</td>
<td>cutting, 8  sanding, 7  painting, 5  assembly, 2</td>
</tr>
<tr>
<td>car</td>
<td>cutting, 4  sanding, 4  assembly, 3  painting, 3</td>
</tr>
<tr>
<td>duck</td>
<td>cutting, 6  assembly, 2  sanding, 10  painting, 6</td>
</tr>
</tbody>
</table>

This is a four-machine unconstrained job shop problem with three jobs.

Example 7.2 A four-machine unconstrained flow shop problem with two
jobs.

<table>
<thead>
<tr>
<th>job</th>
<th>processing order/time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$M_1, 1$  $M_2, 4$  $M_3, 4$  $M_4, 1$</td>
</tr>
<tr>
<td>2</td>
<td>$M_1, 4$  $M_2, 1$  $M_3, 1$  $M_4, 4$</td>
</tr>
</tbody>
</table>

A schedule is a specification of how the jobs are to be processed by the
machines, subject to the above restrictions. That is, a schedule specifies
not only the order of processing of the jobs on each machine, but also the
starting times of the jobs. (For a "regular" measure of performance it is
sufficient to specify the processing order, as it may be assumed that all jobs
are started as soon as possible.) A permutation schedule is a schedule in
which the processing order of the jobs is the same on all of the machines.
A schedule may be presented simply as a table listing the starting times of
each job on each machine. We prefer to use a pictorial representation called
a Gantt Diagram. (See Example 7.3.) The diagram consists of a horizontal
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time axis and a row for each machine. In the row for any given machine, the time intervals when the jobs are being processed on that machine are blocked off and labelled. The advantage of the Gantt Diagram is that it is much easier to observe idle time, times when a machine is not processing any jobs; and the waiting time for each job, time when the job is not being processed by any machines.

Example 7.3 Three possible schedules for the flow shop problem of Example 7.2. The first two schedules are permutation schedules, the last is not.

<table>
<thead>
<tr>
<th>time</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1$</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_2$</td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>time</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1$</td>
<td></td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_2$</td>
<td></td>
<td></td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_3$</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>time</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1$</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_2$</td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The objective in all scheduling problems is to find an optimal schedule, one which minimizes a given measure of performance. The completion time
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$C_x$ of a job $x$ is the (actual) time when the last machine $M_m$, finishes processing job $x$, assuming that the processing starts at time zero. A measure of performance is a real-valued function of the completion times of the jobs. A regular measure of performance is one which is nondecreasing in all completion times. Most measures of performance, including all measures which we consider, are regular. Indeed, it is a strange measure of performance which "penalizes" a schedule for finishing some jobs earlier (than another schedule), without finishing any jobs later. Call a measure of performance $M$, symmetric if

$$M(C_{x_1}, C_{x_2}, \ldots, C_{x_n}) = M(C_{\pi(x_1)}, C_{\pi(x_2)}, \ldots, C_{\pi(x_n)})$$

for any permutation $\pi$ of $\{1, 2, \ldots, n\}$. Most frequently used measures of performance are of the form $F_{\text{max}} = \max\{F_x(C_x) | x \in J\}$ or $\sum F = \sum_{x \in J} F_x(C_x)$, for some real valued functions $F_x$. If the functions $F_x$ are all nondecreasing, then the measure of performance is regular. Two common measures of performance are $\bar{C} = 1/n \sum_{x \in J} C_x$, the average completion time and $C_{\text{max}} = \max\{C_x | x \in J\}$, the maximum completion time. Average and maximum completion times are both regular, symmetric measures of performance. The jobs may have due dates: for each job, a time $D_x$ is specified, by which the last machine should have finished processing that job. A tardy job is one whose completion time exceeds its due date. The tardiness of the job is $T_x = C_x - D_x$. If a job is completed before its due date, the tardiness is 0.

[Johnson 54] shows that there are optimal permutation schedules for the two-machine flow shop with a regular measure of performance; and
for the three-machine flow shop, for maximum completion time of a job. However, with more machines, or a measure of performance which is not regular, there need not be any optimal permutation schedules. Indeed, the schedules of Example 7.3 show that even a four-machine flow shop with only two jobs need not have an optimal permutation schedule for maximum (or average) completion time.

Even when an optimal permutation schedule exists, it may be difficult to find. Johnson found an optimal (permutation) schedule for the two-machine flow shop with respect to $C_{\text{max}}$. However, the same problem is NP-complete on three (or more) machines, [Lenstra/Rinnooy Kan/Br"ucker 77]; or with precedence constraints, [Monma 80]. [Monma/Sidney 79] found an optimal solution for the two-machine flow shop with series-parallel precedence constraints with respect to the same measure $C_{\text{max}}$. The two-machine flow shop problem with measure $\sum C_x$ was shown to be NP-complete in [Garey/Johnson/Sethi 76]. Little more is known about exact solutions.

7.2 Main Results

Theorem 7.1 (Optimal Permutation) There is an optimal permutation schedule for the $m$-machine flow shop with precedence constraints, provided that

$$t(x, i) = t(y, i),$$

for $i = 1, 2, \ldots, m$; whenever $x$ and $y$ are incomparable.

The last condition in the theorem is referred to as the identical processing time, or IPT, assumption. Call jobs $x$ and $y$ equivalent if there is
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a sequence $x = z_1, z_2, \ldots, z_k = y$, such that $z_j$ is incomparable to $z_{j+1}$, (1 $\leq j \leq k-1$). This defines an equivalence relation on the jobs, partitioning them into blocks $B_1, B_2, \ldots, B_k$. The precedence order is a linear sum of these blocks. As a result, the processing orders of the jobs on different machines can differ only in the order of processing jobs within a block. Let $x, x' \in B_r$, $y \in B_s$ with $r \neq s$. Jobs contained in different blocks must be comparable. Thus, both $x$ and $x'$ are comparable to $y$. Assume, without loss of generality, that $x < y$. Now, suppose that $y < x'$. Since $x, x' \in B_r$, there exist $z_i \in B_r$ such that $x = z_1, z_2, \ldots, z_k = x'$ and $z_j$ and $z_{j+1}$ are incomparable. Since all $z_j$ are comparable to $y$, there exists $j$ such that $z_j < y$, but $z_{j+1} > y$. Then $z_j < z_{j+1}$, a contradiction. Therefore, $x' < y$.

**Proof (Optimal Permutation)** We show that, for any schedule $S$, there is a permutation schedule $S'$ which gives the same value of the measure of performance as $S$. Therefore, an optimal permutation schedule exists. The processing order of the jobs under the schedule $S'$ is the processing order of the jobs on the last machine $M_m$, under $S$.

Let $S$ be a schedule. Label the jobs in the single block $B_r$ such that the order of processing on the last machine is $x_1, x_2, \ldots, x_2$. Let $x_{j,i}$ denote the $j$th job (from $B_r$) processed by the $i$th machine. Thus, $x_{j,m} = z_j$. A new schedule is formed by scheduling $x_j$ on $M_i$ during the time when $S$ had $M_i$ processing the job $x_{j,i}$. It is possible to process $x_j$ during this time as $z_j$ and $x_{j,i}$ have identical processing times. This new ordering of the jobs on $M_i$ observes the precedence constraints, as the ordering of the jobs on the last machine is valid. We need only verify that machine $M_{i-1}$ finishes processing the job $x_j$ before machine $M_i$ starts. Under $S$,
machine $M_{i-1}$ finishes processing the $j$ jobs $x_{1,i}, x_{2,i}, \ldots, x_{j,i}$, before $M_i$ starts processing $x_{j,i}$. Therefore, $M_{i-1}$ has time to process the $j$ jobs $x_1, x_2, \ldots, x_j$, before $M_i$ is to start processing $x_j$. This new schedule is a permutation schedule within the block $B_x$. As the processing on the final machine was not changed, this new schedule is equivalent, in terms of the measure of performance, to $S$. The jobs in the other blocks are reordered in a similar manner, producing the permutation schedule $S'$.

In the proof of the theorem, it is possible that rearranging the jobs may make it possible to complete some jobs sooner. When the jobs are reordered on the machines $M_1 - M_{m-1}$, there may be unnecessary idle time. It may occur that machine $M_i$ is to process job $z$ next, and that both the job and the machine are available, but processing does not start because, under the schedule $S$, processing started at a later time. For example, consider a two-machine flow shop with two jobs $x, y$, without precedence constraints, and with unit processing times. Suppose that the schedule $S$ has $M_1$ processing $y$ first, but $M_2$ processing $x$ first. Then machine $M_2$ cannot begin job $x$ until $M_1$ has processed both jobs: $M_2$ cannot begin job $x$ before time $t = 2$. However, when the jobs are reordered on $M_1$, the machine $M_1$ need only process job $x$ before $M_2$ can begin processing job $z$. Therefore, machine $M_2$ could begin processing job $z$ at time $t = 1$. Removing such unnecessary idle time may result in some jobs finishing sooner. If the measure of performance is regular, this produces a schedule which is certainly as good as, or possibly even better than, $S$. However, for a measure which is not regular, this need not be the case, decreasing some completion times may produce a schedule which is not even as good as $S$. 
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Let $S$ be a permutation schedule for an $m$-machine flow shop which satisfies the IPT assumption. Since the jobs within a block have identical processing times, the jobs within a block may be permuted (respecting the precedence constraints) without changing the set of completion times for the jobs. Certainly, the completion times of individual jobs may change, but the set of completion times on that block remains the same. However, as the blocks are linearly ordered, jobs from different blocks cannot be permuted without violating the precedence constraints. Therefore, any two schedules can differ only in the processing order of the jobs within individual blocks. As a result, any two permutation schedules result in the same set of completion times for the jobs: they differ only in their assignment of these times to the jobs. This immediately yields the following corollary to the theorem.

Corollary 7.1. All permutation schedules are optimal for the $m$-machine flow shop with precedence constraints and a symmetric measure of performance, when the IPT assumption holds.

The well known linear (maximum) assignment problem requires finding the permutation of $n$ items which minimizes the sum (maximum) of the costs of the assignments, where the cost of assigning the $k$th item to the $j$th position in the permutation is given for each $k$ and $j$. Call such an assignment problem ordered if the permutation has to be consistent with an ordering of the items. That is, $x \leq y$ implies that $x$ is assigned to an earlier position than $y$. 

Theorem 7.2 (Linear Assignment) The m-machine flow shop problem with precedence constraints, measure of performance $\sum F (F_{\text{max}})$ and the IPT assumption, reduces to a ordered linear (maximum) assignment problems defined on the blocks $B_1, \ldots, B_k$.

Proof (Linear Assignment) Theorem 7.1 implies that there is an optimal permutation schedule. Since any two permutation schedules differ only in their assignment of the (fixed) set of completion times to the jobs, the problem reduces to a linear assignment problem.

Consider a block $B_r$ with $k$ jobs. Let the fixed completion times for the block be $C_1 < C_2 < \ldots < C_k$. Let $c_{xz} = F_x(C_j)$ be the cost of completing job $x$ at time $C_j$, for $1 \leq j \leq k$ and $x \in B_r$. Then, finding the best order of processing the jobs in $B_r$, for a regular measure of performance of the form $\sum F = \sum F_x(C_x)$, clearly reduces to solving the ordered linear assignment problem,

$$\text{minimize } \sum_{x \in B_r} \sum_{j=1}^{k} c_{xz} y_{xz},$$

subject to:

$$\sum_{x \in B_r} y_{xz} = 1 \quad j = 1, 2, \ldots, k;$$  \hspace{1cm} (7.1)

$$\sum_{j=1}^{k} y_{xz} = 1 \quad x \in B_r;$$  \hspace{1cm} (7.2)

$$y_{xz} \leq \sum_{j=1}^{i} y_{xz} \quad \text{for } z \leq x, \ i = 1, 2, \ldots, k;$$  \hspace{1cm} (7.3)

$$y_{xz} = 0 \text{ or } 1 \quad x \in B_r, \ j = 1, 2, \ldots, k.$$  \hspace{1cm} (7.4)
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Constraint (7.3) ensures that the ordering of $B_r$ by the optimal assignment is compatible with the precedence constraints. For performance measures of the form $F_{max} = \max F_x(C_x)$, the formulation of the assignment problem is the same, except that the objective function is changed to

$$\min \max \{c_{xj}Y_{xj} | x \in B_r, j = 1, 2, \ldots, k\}.$$ 

Solving one assignment problem for each block determines the optimal processing order for the jobs within each block. Since the blocks are totally ordered, this induces an optimal permutation schedule for the original flow shop problem.

Johnson's algorithm finds an optimal permutation schedule for the two-machine unconstrained flow shop with the measure of performance, maximum completion time, in $O(n \log n)$ time. Monma and Sidney are able to find an optimal permutation schedule for the two-machine flow shop with series-parallel precedence constraints in $O(n \log n)$ time too. For the $m$-machine flow shop with a symmetric measure of performance, we need only find a total ordering of the jobs compatible with the precedence constraints to find an optimal schedule. This can be done in $O(n^2)$ time.

**Corollary 7.2** The least-cost-last algorithm finds an optimal permutation schedule for the $m$-machine flow shop with precedence constraints, with processing times that satisfy the IPT assumption, and with a regular measure of performance of the form $\max \{F_x(C_x) | x \in J\}$.

**Proof (Corollary 7.2)** Any two permutation schedules have the same set of completion times. Let $C_1 < C_2 < \ldots < C_n$ be the completion times. The least-cost-last algorithm, which bears a resemblance to a well
known single-machine scheduling algorithm (cf. [Lawler 73]) constructs
an optimal permutation schedule as follows. The schedule is constructed
in the reverse order. At each step we consider the set \( V \), of jobs that are
not yet scheduled, and determine which one to process last. Let \( U \) be the
set of those jobs from \( V \) which, with respect to the precedence constraints,
may be scheduled last. If \( k = |V| \) then the completion time of the job that
is processed last is \( C_k \). Choose a job \( z \) from \( U \), such that \( F_z(C_k) \leq F_y(C_k) \)
for all jobs \( y \in U \). Job \( z \) is processed only after all other jobs in \( V \) are
processed. Remove job \( z \) from the set \( V \) and repeat this procedure.

The proof that such a schedule is optimal is straightforward. It follows
much the same argument as used to verify the original least-cost-last algo-
thesis for single-machine scheduling (cf. [French 82], where it is commonly
called "Lawler's algorithm").

\( \Box \)

**Corollary 7.3** The precedence constrained \( m \)-machine flow shop problem,
even with the IPT assumption satisfied, is NP-complete for the following
regular measures of performance:

- the total (average) weighted completion time \( \sum w_z C_z \);  
- the total (average) tardiness \( \sum T_z \);  
- the total number of tardy jobs \( \sum U_z \).

**Proof (Corollary 7.3)** Any single-machine scheduling problem with pre-
cedence constraints and identical processing times is a special one-machine
flow shop problem in which the IPT assumption holds. Thus, the NP-
completeness of the precedence constrained \( m \)-machine flow shop prob-
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lem with IPT assumption, follows from the NP-completeness of the corresponding single-machine problem with precedence constraints and identical processing times. This was shown for: \( \sum w_x C_x \) in [Lenstra 77], [Lawler 78] and [Lenstra/Rinnooy Kan 78]; for \( \sum T_x \) in [Lenstra 77] and [Lenstra/Rinnooy Kan 78]; for \( \sum U_x \) in [Garey/Johnson 76], [Lenstra 77] and [Lenstra/Rinnooy Kan 78].

We note that Theorem 7.1 and Corollary 7.3 also imply that the partially ordered linear assignment problem is NP-complete. Contrasting this, Lawler’s original argument could also be used to show that the least-cost-first algorithm solves the partially ordered maximum assignment problem as long as the assignment costs are monotone nondecreasing, i.e., \( j < k \) implies \( c_{xj} < c_{xk} \) for every \( x \).

\[ Q \]

**Corollary 7.4** The m-machine flow shop problem with a regular measure of performance of the form \( \sum F_x(C_x) \) and the IPT assumption satisfied can be solved in polynomial time, if jobs within the same block are incomparable for every block.

**Proof (Corollary 7.4)** If the jobs within a block are incomparable, constraint (7.3), in the linear assignment formulation in the proof of Theorem 7.2, is empty. That is, the flow shop problem reduces to a series of linear assignment problems. These problems are known to be solvable in polynomial \( (O(n^2)) \) time.

\[ Q \]
7.3 General Flow Shop Problems

In this section, applications of previous results for flow shop problems which do not satisfy the IPT assumption are considered.

In view of the difficulty of finding an optimal schedule, we may be willing to accept a schedule which is "almost" optimal. However, without knowing an optimal schedule, it is difficult to decide if a given schedule is close to begin optimal or not. One possibility is to define a similar problem, which is more readily solved, such that an optimal schedule for the new problem is no worse than an optimal schedule for the old problem. Given a scheduling problem not satisfying the IPT assumption, we modify the processing times of the jobs so that the IPT assumption is satisfied.

Corollary 7.5 Given an $m$-machine flow shop problem with precedence constraints, processing times $t(x, i)$, and a regular measure of performance, define a new problem using the processing times

$$t'(x, i) = \min\{t(y, i) | y \in B_x\} \quad \text{for } x \in B_x.$$  

The cost of an optimal schedule for the original problem is not less than the cost of the optimal permutation schedule for the new problem.

Proof. Let $S$ be any schedule for the original problem; that is, using the original processing times. A schedule for the new problem can be formed from $S$ by starting the processing of job $x$ on machine $M_i$ at the same time processing starts under the schedule $S$. This is possible as no processing times have been increased. Since no completion times have been increased, and the measure of performance is regular, this schedule is at least as
good as $S$. Therefore, an optimal schedule for the flow shop with the new processing times gives a lower bound for an optimal schedule for the flow shop with the original processing times. However, the new processing times were defined so that the new problem satisfies the IPT assumption.

Corollary 7.2 provides an effective procedure to compute the lower bound of Corollary 7.5, as long as the measure of performance has the form $\max\{F_Z(C_Z) | z \in J\}$. For other regular measures of performance we present a somewhat weaker but also easily computable lower bound.

Corollary 7.6 Given an $m$-machine flow shop problem with precedence constraints, processing times $t(x, i)$, and a regular measure of performance of the form $\sum F_z(C_z)$, define a new problem with processing times

$$t'(x, i) = \min\{t(y, i) | y \in B_r\} \quad \text{for } z \in B_r,$$

and with precedence constraints derived from the original ones by deleting all comparabilities between jobs within the same block. Then, the cost of an optimal schedule for the original flow shop is not less than the cost of the optimal permutation schedule for the new problem.

Proof Consider the intermediate problem with the new processing times $t'(x, i)$, and the original precedence constraints. By Corollary 7.5, the optimal value for the measure of performance for this intermediate problem represents a lower bound for the unknown optimal value for the original problem. Dropping some comparability relations represents a relaxation of this intermediate problem. Thus, the optimal objective value for the
relaxed problem of Corollary 7.6 represents a lower bound on the optimal value for the original flow shop problem.

Corollary 7.4 provides an effective procedure to compute the lower bound of Corollary 7.6.

7.4 Concluding Remarks

We have shown that if the IPT assumption is satisfied, then the set of completion times is fixed for the blocks. This property means that the precedence constrained \( m \)-machine flow shop with the IPT assumption satisfied is very closely related to single-machine scheduling problems. It may be that the completion times \( C_1 < C_2 < \cdots < C_n \) are such that the last machine \( M_m \) will have to be idle between some consecutive jobs from the same block. However, when this is not the case; that is, the completion times are such that \( M_m \) is never idle between jobs from the same block, then it is easily seen that the \( m \)-machine flow shop problem is equivalent to a collection of \( b \), one-machine scheduling problems. The \( i \)th problem is defined on the block \( B_i \), with the same performance measure, and the precedence constraints induced by \( B_i \). This means that the NP-completeness results of Corollary 7.4 also apply when this special no-wait condition is satisfied. Furthermore, polynomial time algorithms available for single-machine scheduling problems with specially structured precedence constraints are directly applicable to the flow shop in this case. For example, the polynomial time solvability of the one-machine total weighted completion time \( (\sum w_xC_x) \) problem with series-parallel precedence constraints ([Lawler 78] and [Monma/Sidney 79]) means that, if the IPT assumption and the
no-wait condition are satisfied, the total weighted completion time problem with series-parallel precedence constraints becomes effectively solvable in the m-machine flow shop too.
Chapter 8

Genus and Diagram Invariance

We investigate the problem of avoiding edge crossings when drawing the diagrams of ordered sets. A simple “lifting” construction is developed which, starting from a drawing, without edge crossings, of the covering graph of an order, produces a diagram, in which no edges cross. The construction shows that the “genus” of the diagram is equal to the “genus” of the order. This gives an example, indeed, the first nontrivial example, of a diagram invariant.

8.1 Planarity and Genus

When drawing a graph, it is preferable to avoid, where possible, edge crossings. The edge crossings make the graph difficult to read, and obscure its structure. A planar graph is one which may be drawn in the plane, without any edges crossing. Not all graphs are planar. For example, the graphs $K_{3,3}$ and $K_5$ are nonplanar. These are the minimal nonplanar graphs, in
the sense that any nonplanar graph "contains" one of these graphs. However, any (nonplanar) graph can be drawn without edge crossings, on some appropriate "surface".

Start with the sphere \( S = \{(x, y, z) \in \mathbb{R}^3 | x^2 + y^2 + z^2 = 1\} \). It is well known that drawing a graph without edge crossings on the sphere is equivalent to drawing the graph without edge crossings in the plane. Suppose that the graph cannot be drawn without edge crossings on the sphere. Edge crossings can be eliminated by "building bridges" on the sphere for edges to pass over other edges, avoiding intersection. These bridges are commonly referred to as handles, and differ from the common notion of a bridge in that edges are not restricted to traversing the "top" of the bridge only. In fact, it is possible for two edges to "cross" on a handle without any edge crossings, in the usual sense, by drawing the edges on opposite sides of the handle. Handles may also be drawn between the sphere and other handles, or between pairs of handles.

Every orientable surface is topologically equivalent to a sphere with handles. The number of handles is the genus of the surface. The sphere has genus zero. A torus, equivalent to a sphere with a single handle, has genus one. The genus of a graph is the minimal genus of a surface on which the graph can be drawn without edge crossings. In fact, if a graph can be drawn on a surface without edge crossings, then it can be drawn without edge crossings on any topologically equivalent surface.

Edge crossings are also undesirable when drawing the diagrams of ordered sets. We consider the problem of avoiding edge crossings in diagrams. A planar order is one whose diagram can be drawn (in the plane) without
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edge crossings. The genus of an order is the minimal genus of a surface on which the order can be drawn without edge crossings. (When drawing diagrams on surfaces, in three dimensions, we compare the relative heights of the elements by comparing \( z \)-coordinates.) Drawing diagrams is somewhat more complicated than drawing graphs. This is due to the special requirements of the diagram: relative vertical placement of vertices, and monotonicity of edges.

8.2 Genus Zero Orders

The diagram of an order is a graph, the covering graph of the order. Trivially, a planar order has a planar covering graph. However, there are nonplanar orders having planar covering graphs. The cube, shown in Figure 8.1, is a nonplanar order which has a planar covering graph. In contrast to graphs, it is possible that the diagram of a nonplanar order may be drawn on the surface of the sphere without edge crossings. Indeed, the cube may be drawn on the surface of the sphere, without edge crossings, as shown in Figure 8.2.

This fact gives rise to the question - can every order with a planar covering graph be drawn without edge crossings on the surface of the sphere? Unfortunately, the answer is no.

Proposition 8.1 The “double cube” (of Figure 8.3) cannot be drawn on the surface of the sphere, without edge crossings.

Proof We describe why the diagram of the double cube cannot be drawn, without edge crossings, on the surface of the sphere. In view of the mono-
Figure 8.1: A nonplanar order with a planar covering graph

Figure 8.2: The cube on the sphere without edge crossings
The double cube has a planar covering graph but is not embeddable on the sphere

Figure 8.3: Double cube
tonicity of diagram edges, the only vertex that may be put at the north pole is one representing a maximal element. In particular, \( j \) cannot be put at the north pole. Dually, \( e \), while having a smaller \( z \)-coordinate than \( j \), cannot be put at the south pole. Let us suppose then that \( j \) and \( e \) are placed on the surface, both away from the poles, and joined by a monotonic arc rising from \( e \) to \( j \).

Observe that \( j \) has two upper covers \( m, n \), while \( e \) has two lower covers \( a, b \). There are edge disjoint chains \( m > i > e, n > j > e, j > d > a, j > f > b \). To avoid crossing edges, the closed curves \( j < m > i > e \) and \( j < n > j > e \) must be drawn so that one encloses the other in the sense that, either no monotonic path can be drawn from the south pole to \( n \) or \( j \) without crossing an edge, or no monotonic path can be drawn from the south pole to \( m \) or \( i \) without crossing an edge. If \( j < n > j > e \) is enclosed by \( j < m > i > e \), then no monotonic path can be drawn from \( b \) to either \( n \) or \( j \) without crossing an edge; if \( j < m > i > e \) is enclosed by \( j < n > j > e \) then no monotonic path can be drawn from \( a \) to either \( m \) or \( i \).

However, the double cube can be drawn without edge crossings on a surface which is topologically equivalent to the sphere, as shown in Figure 8.4. This leads us to ask, if every order with a planar covering graph can be drawn without edge crossings on some surface of genus zero? The answer is yes.

**Theorem 8.1 (Genus Zero)** Any ordered set which has a planar covering graph may be embedded, without edge crossings, on a surface of genus zero.
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Figure 8.4: Embedding of double cube on a genus zero surface

Proof (Genus Zero) Suppose that the covering graph $G$ of an ordered set $P$ is planar. To produce a diagram, we start with a plane drawing of $G$ and "lift" its vertices relative to their heights in $P$. Deforming the plane in the process of lifting produces a surface on which the diagram is drawn.

Suppose that $G$ is drawn in the $z = 0$ plane of $\mathbb{R}^3$, with straight edges which do not cross. Each vertex of $G$ is lifted by one less than its height. That is, the vertex $a$ with coordinates $(x, y, 0)$, is replaced by the vertex in $\mathbb{R}^3$ with coordinates $(x, y, h(a))$, where $h(a) = \text{height}(a) - 1$. For each pair of vertices joined by a covering edge, draw a straight edge in $\mathbb{R}^3$ joining the corresponding lifted vertices. This new edge is simply a lifted version of the old edge. This produces a drawing of the diagram of $P$ on a surface, much like a topographic drawing of it, topologically equivalent to a hemisphere, which has genus zero.  \qed
Figure 8.5: Lifting of the double cube

The lifting is illustrated for the double cube in Figure 8.5.

8.3 Higher Genus

Theorem 8.1 may be restated as: if the genus of the covering graph of an order is zero, then the genus of the order is zero. Using the polygon model of surfaces we are able to generalize this result to arbitrary genus.

Theorem 8.2 (Genus g) The genus of any ordered set equals the genus of its covering graph.

Proof (Genus g) The lifting construction of Theorem 8.1 may be generalized to a surface of any genus. Any surface has a polygon representation, according to which certain pairs of edges are identified. This polygon may be drawn in the $z = 0$ plane of $\mathbb{R}^3$ and, subsequently, lifted. This produces an embedding of the diagram of the order on a surface. This surface
an equivalent surface, which is realisable in $\mathbb{R}^3$, it may not be possible to embed the order on such a surface.

We recall the definition of a surface (cf. [Heinle 79]). First, a triangle $T$ with vertices $v_i = (x_i, y_i, z_i)$, $i = 1, 2, 3$, in $\mathbb{R}^3$ consists of all points

$$v = (\lambda_1 x_1 + \lambda_2 x_2 + \lambda_3 x_3, \lambda_1 y_1 + \lambda_2 y_2 + \lambda_3 y_3, \lambda_1 z_1 + \lambda_2 z_2 + \lambda_3 z_3),$$

where $\lambda_i \geq 0$, and $\lambda_1 + \lambda_2 + \lambda_3 = 1$. A (compact) triangulated surface is a topological space constructed from a finite number of triangles $T_1, T_2, \ldots, T_n$, by identifying some of their common edges, such that any edge of a triangle is identified with at most one edge of another triangle. Thus, for a triangulated surface, we start with a set of disjoint triangles and then do the identifications. If two triangles have a common point, then this identification must be a result of a sequence of edge identifications of triangles between them. If triangles $T_i$ and $T_j$ share a common point of $\mathbb{R}^3$ which does not result from a pair of identified common edges of $T_i$ and $T_j$, then this point is regarded as two distinct points, one belonging to $T_i$ and the other to $T_j$. If this common point is a result of a pair of identified common edges, then it is considered to be a single point. A (compact) surface is a topological space homeomorphic to a (compact) triangulated surface. A surface may not have any realization at all in $\mathbb{R}^3$. Any surface is homeomorphic to a polygon with identified edges. For example, a torus may be represented by a rectangle with parallel edges identified.

Given an ordered set $P$ whose covering graph $G$ has genus $g$, embed it (without edge crossings) on a surface with genus $g$. We consider this embedding on a polygon model (of this surface) with identified edges. Assume that this polygon is located in the $z = 0$ plane of $\mathbb{R}^3$. In this polygon
model, vertices of $G$ may be repeated, and its edges may be "cut" by a
pair of identified edges on the boundary of the polygon. The boundary
edges of the polygon as well as the (possibly) cut (covering) edges of $G$
may all be taken as straight line segments, and all of these together form
a plane graph. Actually, by adding "isolated" vertices to $P$, corresponding
to the vertices of the polygon, and subdividing some covering edges of $P$ by
adding vertices, we may assume that the vertices of the polygon, together
with the points at which an edge of $G$ meets the polygon's boundary, are all
included in the vertex set of $P$, hence $G$. (The addition of isolated vertices
and subdivision vertices has no effect on the genus of $P$, or of $G$.) See, for
example, Figure 8.6.

Subdivide the inner faces of this plane graph into triangles. Lift every
vertex $a$ with coordinates $(x, y, 0)$ of this plane graph to the vertex $a'$ with
coordinates $(x, y, h(a) - 1)$ and join pairs of these lifted vertices, with a
straight line, provided the corresponding vertices in the $z = 0$ plane were
endpoints of an edge. The inner part of the triangle $T = abc$ in the $z = 0$
plane corresponds to the lifted triangle $T' = a'b'c'$ in $\mathbb{R}^3$ accordingly, a
triangular facet. We must show that this is a triangulated surface which,
with appropriate identifications, is a surface of genus $g$ on which a diagram
of $P$ is drawn.

Let $a_1b_1$ and $a_2b_2$ be a pair of boundary edges of the polygon in the
$z = 0$ plane for which $a_1$ is to be identified with $a_2$ and $b_1$ with $b_2$. Now,
a_1'b_1'$ and $a_2'b_2'$ are "broken lines" in $\mathbb{R}^3$. According to the construction,
corresponding pairs of vertices on these two "broken lines" have the same
$z$-coordinate. To identify $a_1'b_1'$ with $a_2'b_2'$ we consider every triangular facet
Figure 8.6: Polygon model of surface for genus one order
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$T'$ in the lifted graph with one side $a'_2b'_2$ or one vertex $a'_2$ or $b'_2$. Identify each point on the edge $a'_2b'_2$ with its corresponding point on the edge $a'_1b'_1$ having the same $z$-coordinate. In this way, each point on $a'_2b'_2$ is moved horizontally to its corresponding point on $a'_1b'_1$ with the same $z$-coordinate. Each other edge of $T'$ ending in $a'_1$ or $b'_1$ is associated with the edge in $\mathbb{R}^3$ joining the unmoved vertex and $a'_2$ or $b'_2$, respectively. Any edge crossings that appear with the identifications can be avoided with a little "movement". Since there are only a finite number of edges and vertices, any such undesired edge crossings may be removed by moving a vertex slightly. We repeat this process for every pair of boundary edges of the polygon in the $z = 0$ plane which are to be identified. In this way we produce a surface with genus $g$ and an embedding of $P$ on it. This completes the proof.

The previous theorem shows that the genus of an ordered set depends only on the genus of its covering graph. An immediate consequence of this is the following theorem.

Theorem 8.3 (Diagram Invariant) The genus of an ordered set is a diagram invariant.

Another interesting consequence is,

Theorem 8.4 (Decision) For a fixed integer $g$, the problem of deciding if the genus of ordered set is at most $g$, can be settled in polynomial time.

Proof (Decision) The key point is the result in [Filotti/Miller/Reif 79]. They describe an $O(n^{O(g)})$ algorithm which given a graph $G$ and a
positive integer \( g \), finds an embedding of \( G \), without edge crossings, on a surface of genus \( g \), if such an embedding exists. \( \square \)
Chapter 9

Cataloguing Ordered Sets

There are numerous reasons why having a list of all orders with \( n \) or fewer elements would be very desirable. We may seek an order satisfying some specific property, possibly to prove or disprove some conjecture. When seeking such an order, it might be easier to search a list of orders, rather than trying to construct an order of the desired form. A list may also be used to prove that no such orders exist, at least not with less than \( n + 1 \) elements. If orders with the given property exist, a list would allow us to determined the prevalence of such orders among all orders. It is also possible that a study of such a list would suggest new properties, ones not before apparent.

Our interest in this subject resulted from a question about the prevalence of orders having no irreducible elements. The interest in this question stems from a result in [Rutkowski 89], which shows that there are exactly eleven orders, with ten or fewer elements, which have no irreducible elements, but have the fixed point property. An element is called irreducible if it has a single upper cover, or a single lower cover. An order is
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Figure 9.1: Orders without irreducible elements

dismantlable if it can be reduced to a singleton by successively removing irreducible elements. An order is said to have the fixed point property if every isotone mapping of the order to itself maps some element to itself. In [Rival 76], it was proved that dismantlability implies the fixed point property, but that the converse is not true. It is therefore interesting to know how common it is for nondismantlable orders to have the fixed point property. Since the absence of irreducible elements in a order implies that the order is nondismantlable, it is also natural to ask how many orders without irreducible elements have the fixed point property. Figure 9.1 shows two orders without irreducible elements. Both of these orders have the fixed point property.

While we originally considered finding only orders without irreducibles, our methods extend easily to the problem of finding all orders of a given size. This problem has been considered by many people. Most recently, [Chaunier/Lygeros 92] computes that the number of thirteen-element orders is $33823827452$.

We consider the general problem first.
9.1 Generating Lists of Orders

It is important to understand the difference between labelled and unlabelled orders. In a labelled order, the elements are identified individually by means of labels. Whereas, in an unlabelled order, the individual elements are treated anonymously: only the general structure of the order is considered. In an unlabelled order it is not possible to ask questions about specific elements, such as

- is $a < b$?

- how many upper covers does $a$ have?

- is $a$ minimal?

However, any other order theoretic property not concerned with a specific element can be considered. This includes such things as: number of linear extensions; height and width; dimension; planarity and genus; presence of irreducible elements. The great advantage of unlabelled orders is that their number is much smaller than the number of labelled orders. The reason for this is simple, for an $n$-element unlabelled order, there are $n!$ different labellings. (Figure 9.2 shows three of the $24 = 4!$ possible labellings of the unlabelled, 4-element order $2 \times 2$.) These labellings can yield up to $n!$ “different” labelled orders. However, these $n!$ different orders are all essentially the same: none of the basic properties of the order vary under the different labellings. It is possible that different labellings do not produce different orders. If two labellings are isomorphic they yield the same order. For example, in Figure 9.2, labellings (a) and (b) are
isomorphic, all comparabilities are the same, the labelled orders are, in fact, the same order. However, (c) is a different order since it includes the relation \( a < b \) which does not occur in (a) and (b). In general, the number of automorphisms of an order is small. In fact, many orders have only the trivial automorphism. Thus, the number of different labelled orders is usually quite large.

Our objective is to generate the list of all \( n \)-element orders. For reasons made clear by the previous paragraph, we would like to consider unlabelled orders only. Unfortunately, our methods of storing and presenting orders inherently label the elements of the order. The solution is to consider labelled orders, but to define two labelled orders to be equivalent if their corresponding unlabelled orders are the same. This defines an equivalence relation on the labelled orders. To choose a representative from each equivalence class we use the idea of canonical orders, presented in [Colbourn/Read 79].

The orders are formed on the set \( \{1, \ldots, n\} \). To limit the number of orders generated, only those orders for which the natural ordering is a linear extension are considered. The orders are stored as an \( n \times n \) upper triangular
matrix of 0s and 1s, representing the covering relations of the order. The entry at \((a, b)\) is 1 if and only if \(a\) is covered by \(b\). The comparabilities of the order are recorded similarly. These matrices are referred to as the covering and comparability matrices, respectively.

The elements of these (upper triangular) matrices are ordered lexicographically; that is, in the order

\[(1, 2), \ldots, (1, n), \ldots, (k, k + 1), \ldots, (k, n), \ldots, (n - 2, n), (n - 1, n),\]

forming a \(n(n - 1)/2\)-element vector of 0s and 1s. This vector may be viewed as an \(n(n - 1)/2\)-digit binary number. The orders are generated in order of increasing value of this binary number: in the order,

\[
\begin{align*}
\text{antichain,} \\
n - 1 \prec n, \\
n - 2 \prec n, \\
n - 2 \prec n - 1, \\
n - 2 \prec n - 1, n - 1 \prec n, \\
n - 2 \prec n - 1, n - 2 \prec n, \\
n - 3 \prec n, \\
\vdots \\
n - 2 \prec 1, n \prec 2, n \prec 3, 1 \prec 4, \ldots, 1 \prec n.
\end{align*}
\]

Initially the vector is 0, the antichain. The last (rightmost) 0 in the vector is found, and tested to see if it can be set to 1. If it is possible to do so, then this element is set to 1 and the remainder of the vector (to the right) is cleared; otherwise, the next 0 is found and tested.

If the 0 is at position \((a, b)\), it is necessary to decide if the covering relation \(a \prec b\) can be added. There are two possible problems to consider. Firstly, if \(a \prec b\) already occurs in the order, then \(a \prec b\) is not a valid covering edge. Secondly, adding \(a \prec b\) might destroy some previously ex-
existing covering edge. In fact, the first problem cannot occur. Suppose that $a < b$ is to be added, but the relations $a < c < b$ are already present. We may assume, without loss of generality, that $c < b$. As natural numbers, $a < c < b$. Therefore, $(a, b)$ is to the left of $(c, b)$ and so, when the relation $a < b$ is added, the relation $c < b$ is removed. Thus, $a < b$ is a valid covering relation. The second problem is possible. That is, adding a new covering relation may destroy a previously existing one. Suppose that there exists $c$, with $c < b$, and $c < a$. Adding the covering relation $a < b$ gives $c < a < b$, so $c < b$ is no longer a covering relation. Thus, the covering relation $a < b$ may be added if and only if there is no $c$ with $c < a$ and $c < b$.

Each time a new covering edge is added, a new order is produced. This order must either be added to the list, or rejected because it is equivalent to some order already in the list. Comparing an order with all orders in the list, to see if it is a relabelling of an order previously found, is very time consuming. This problem is solved by Colburn and Read through the use of "canonical orders". Linearly order the above-diagonal elements of the covering matrix. For reasons explained later, we order the elements lexicographically, considering the second component first; that is, in the order

$$(1, 2), (1, 3), (2, 3), (1, 4), (2, 4), (3, 4), \ldots, (n - 3, n), (n - 2, n), (n - 1, n).$$

This forms an $n(n - 2)/2$-digit binary number, the $value$ of the order. Among all orders in an equivalence class there is one with minimum value. Call this order canonical, and let it be the representative of its equivalence class. To determine if an order should be added to the list, it is only necessary to test if the order is canonical. To test the order's canonicity, other
labellings of the order are tested, to see if there is a labelling with a lower value. If a labelling giving a lower value is found, the order is nonecanonical and is discarded; otherwise, if all other labellings are tested and none gives a lower value, then the order is added to the list.

To test alternate labellings of the order, we consider permutations of the elements of the order. Initially, only permutations which swap a pair of elements are considered. (The elements swapped are necessarily incomparable.) The number of such permutations is small, relative to the total number of permutations, and these permutations are easily manipulated. Yet, these permutations are very efficient in eliminating noncanonical orders. In practice, these permutations eliminate between 70% and 90% of the nonecanonical orders.

If the canonicity of the order is still undetermined, the remaining permutations of the order must be tested. Permutations are formed by selecting an element to replace 1, then selecting an element to replace 2, etc. When forming permutations we need only continue as long as the value of the new labelling is less than or equal to the value of the original labelling. Our ordering of the elements of the covering matrix yields the most significant digits of the binary number first, so we may decide if the new value exceeds the current one. As soon as this becomes apparent, we stop: no permutation completing the current initial sequence will prove that the order is not canonical. Our ordering of the covering matrix is very efficient: when the $k$th element of the permutation is chosen, the next $k - 1$ elements in the binary vector are determined. This fills in the binary vector very quickly, allowing us to abandon useless permutations sooner.
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There is no point in testing permutations which correspond to automorphisms of the order: they yield the same order, with the same value. Most such permutations are avoided by the use of "identical" elements. Call a pair of elements of the order identical if they have the same upper and lower covers. A set of elements are identical if and only if they form an antichain which is an autonomous set. Any permutation which permutes only identical elements is an automorphism. To avoid such automorphisms, we order the elements of each identical set, and require all permutations to conform to this ordering.

This procedure is still very time consuming and can only be used for small values of \( n \). Here are our humble results. (computations performed on a 80486 PC compatible running at 66 MHz.)

\[
\begin{array}{|c|c|c|}
\hline
\text{n} & \text{orders} & \text{time required} \\
\hline
4 & 16 & \\
5 & 63 & 0.1 \text{ sec.} \\
6 & 318 & 0.7 \text{ sec.} \\
7 & 2045 & 14.9 \text{ sec.} \\
8 & 16999 & 8.0 \text{ min.} \\
9 & 183231 & 5.1 \text{ hrs.} \\
\hline
\end{array}
\]

9.2 Orders Without Irreducibles

We now describe the algorithm used to find all orders without irreducible elements. The algorithm is a modified version of the general algorithm. It would be very inefficient to produce all orders then decide which ones are irreducible. Therefore, the algorithm is modified so that only orders without irreducible elements are constructed. This is done by adding covering relations in such a way that no element is allowed to have a single upper, or a single lower cover. There are two instances where we must consider if
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A covering edge can, or must be added. The first is when we must decide if the rightmost 0 (at position \(a, b\) in the vector) can be changed to a 1. In addition to deciding if the covering edge \(a < b\) renders any other covering edges nonessential, we must avoid introducing irreducible elements. If \(b = a + 1\) has no lower covers, then \(b\) cannot cover \(a\). Among \(1 \ldots a - 1, b\) has no lower covers, since there are no other possible lower covers for \(b\), and \(b\) cannot have only one lower cover, it must not have any lower covers, to avoid an irreducible element.

The covering edge \(a < b\) is added, if possible. Otherwise, the next rightmost 0 is found and tested. The second instance occurs after the covering edge \(a < b\) has been added. Previously, in the general algorithm, the rest of the vector was cleared. It may not be possible to do that now, without introducing irreducible elements. After \((a, b)\) has been set, it is necessary to test each element \((c, d)\), which is to the right of \((a, b)\) in the vector. The following test are used, (in addition to the usual considerations of nonessential edges):

- if \(d = c + 1\) has a single lower cover then \(d\) must cover \(c\) — among \(1 \ldots c - 1, d\) has only one lower cover, the only possible second lower cover is \(c\);

- if \(d = c + 1\) has no lower covers then \(d\) cannot cover \(c\) — there is no possible second lower cover for \(d\);

- if \(d = n\) and \(c\) has no upper covers then \(d\) cannot cover \(c\) — there is no possible second upper cover for \(c\);

- if \(d = c\) and \(c\) has only one upper cover then \(d\) must cover \(c\) — \(d\) is
the only possible second upper cover for c.

If (c, d) may be cleared then it is done. If (c, d) cannot be cleared, then it is set, if possible. Otherwise, the order being constructed cannot be completed to an order without irreducibles, and is abandoned. Continuing on, the rightmost 0, to the left of (c, d) is found and tested to see if it may be set.

The fact that the number of orders without irreducibles is much smaller than the total number of orders allows a more efficient method for avoiding multiple labellings of an order. As observed before, if the elements of the covering matrix are ordered lexicographically, then the orders are produced in increasing order of value. Thus, the canonical order from any equivalence class, having lowest value, is found before all other orders in its class. This fact can be used to avoid alternate labellings of the order, by employing a method similar to a well known prime number sieve, commonly called the Sieve of Eratosthenes. When a canonical order is produced, all other labellings, and their associated values, are found. The values are stored in an ordered list, by means of a binary tree. When a new order is produced, to test its canonicity, it is sufficient to search for its value in the list. The order is canonical if and only if its value is not contained in the list. The advantage of this method is that permutations are formed only for canonical orders, rather than all orders. As the equivalence classes are very large, this represents a significant improvement in performance. The drawback with this method is the large amount of memory required to store the list of values. The size of this list makes it unsuitable for use when producing a list of all orders on n elements.
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We are only interested in connected orders, but producing only connected orders is very difficult. However, many disconnected orders are easily avoided by producing orders which have no isolated elements. This is accomplished by requiring each element to have at least two upper, or two lower covers. The following tests are applied when considering if the covering relation \( a < b \) must be added:

- if \( a \) has no lower covers and \( b = n - 1 \), then \( b \) must cover \( a \);

- if \( b = a + 2 \geq n - 1 \) has no lower covers, then \( b \) must cover \( a \) — since \( b \) cannot have two upper covers, it must have two lower covers, the only remaining possibilities are \( a \) and \( a + 1 \).

It is easily seen that this will, in fact, ensure that the order does not have any components with less than four elements. However, disconnected orders may still be produced, so the connectivity of the orders must be tested.

Our results are as follows,

<table>
<thead>
<tr>
<th>n</th>
<th>orders</th>
<th>time required</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>25</td>
<td>0.1 sec.</td>
</tr>
<tr>
<td>8</td>
<td>123</td>
<td>1.1 sec.</td>
</tr>
<tr>
<td>9</td>
<td>792</td>
<td>20.0 sec.</td>
</tr>
<tr>
<td>10</td>
<td>6965</td>
<td>13.1 min.</td>
</tr>
<tr>
<td>11</td>
<td>84124</td>
<td>10.5 hrs.</td>
</tr>
</tbody>
</table>

An interesting addendum, contrasting our results, is a subsequent result in [Schröder 92], which proves that the number of \( n \)-element orders without irreducible elements, but which have the fixed point property, is very large.
Bibliography


Order 8, 225–242.


[12] C. Chaunier and N. Lygeros (1992) The number of orders with thir-
teen elements, Order 9, 203–204.

erating Restricted Classes of Graphs, J. Graph Theory 3, 187–195.

algorithm for counting posets, Order 7, 361–374.


tations of acyclic diagrams, Theoeret. Comp. Sci. 61, 175–198.

sets, Ann. of Math. 51, 161–166.

Time Algorithm For Approximating The Volume of Convex Bodies,
Proc. 21st ACM Symp. on the Theory of Computing, 375–381.


[97] B. Schröder (1992) On the number of nondissemblable posets with the fixed point property, Order 8, 325–329.


