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Chapter 1

Introduction

1.1 General Scheduling Problem

Job-shop scheduling problems arise in almost all areas of human activity. They occur whenever there is a choice as to the order in which a number of tasks can be performed. A problem could involve: jobs in a manufacturing plant, aircraft waiting for landing clearances, or programs to be run at a computing centre. Regardless of the character of the particular tasks to be ordered, these problems may be described in the common language of job-shop scheduling theory.

We may view scheduling in several ways. First, scheduling is a decision-making function: it is the process of determining a schedule. Second, scheduling is a body of theory: it is a collection of principles, models, techniques, and logical conclusions that provide insight into the scheduling function. Scheduling helps the decision-maker to efficiently utilize resources, respond rapidly to demand, and conform closely to prescribed deadlines.

Many job-shop scheduling problems can be described by specifying four types of information:
1. The jobs and operations to be processed.
2. The number and the types of machines that comprise the shop.
3. Disciplines that restrict the manner in which assignment of jobs to time slots and machines can be made.
4. The criteria by which a schedule will be evaluated.
5. In this research, each job consists of one task, and so the term job will be used interchangeable with task.
1.2 The Parallel Machine Scheduling Problem

In general, scheduling requires both sequencing and resource allocation decisions. When there is only a single resource, as in the single-machine model, the allocation of that resource may be completely determined by the sequencing decision. Consequently there is no distinction between the sequencing and allocation parts of the problem.

The focus in this research is not on single machine systems, but on systems with two or more identical processors in parallel. All n jobs are assumed to be available for processing at time 0, and each job can be performed equally well on each machine. In this case, the allocation part of the problem is to decide which jobs to process on which machines. Once the allocation has been made, the individual machines may be optimally or sub-optimally sequenced. More specifically, we shall deal with the problem of minimizing the maximum job completion time, also called the makespan, for scheduling n jobs on m identical machines (this problem is denoted by Pm|Cmax). This problem and its well-known relatives the partition problem and subset-sum problem, have fascinated many researchers for several decades. Many excellent algorithms have been developed, and almost any reasonable level of performance may be obtained in modest computer time using various approximation schemes. We shall also examine the implications of the algorithms under study for the problem of minimizing a secondary objective, the mean job completion time, which is equivalent to minimizing the sum of the completion times of all of the jobs.
More specifically, the problem \textsc{PlCmax} is defined as follows:

\textbf{Problem instance}: a set \( J = \{ 1, \ldots, n \} \) of \( n \) jobs, where job \( i \) has non-negative processing time \( a_i \), and \( m \) processors (\( n \geq m \)).

\textbf{Question}: Partition the job set into \( m \) subsets \( J_1, \ldots, J_m \), so as to minimize the maximum sum of processing times (makespan) of the jobs in any of the subsets, where \( J_j \) contains the jobs which are assigned for processing on machine \( j \).

The importance of this problem cannot be underestimated, both for its theoretical value and its practical applications. Detailed discussion of \textsc{PlCmax} is therefore a feature of every introductory job-shop scheduling book. In complex real-world systems, parallelism is a common feature, and an understanding the parallel machine problem enables the master scheduler to deal more effectively with the parallel portions of a complex network of processors.

It is unfortunate that the problem \textsc{PlCmax} cannot be solved optimally (in a practical sense) if the number of jobs becomes too great. The reason is that this problem is in the class of NP-hard problems [GJ], for which the only known optimal algorithms grow exponentially in computational time as the size of the problem grows. Nobody has yet been able to find an "efficient" optimal algorithm for any NP-hard problem (efficient meaning an algorithm whose computational time grows as only a polynomial function of problem size), nor has anybody proved that such an efficient algorithm does not exist. However, the general practice is to develop computationally efficient heuristic algorithms (non-optimal but often close to optimal) for such NP-hard problems, to enable large problems to be reasonably well solved.
For such heuristic procedures, we often evaluate the quality of the algorithm in two ways:

(i) **worst case performance ratio**: for each instance of a problem, compute the ratio of the heuristic value of the objective function obtained for a problem to the optimal value for that problem. The worst case performance ratio for an algorithm is the maximum of this ratio over all problem instances.

(ii) **computational complexity**: the number of computations (in effect, the computer time) required to solve any instance of the problem. The computational complexity of a problem is given as a function of the problem size (technically, problem size is the length of the input, i.e., number of binary bits needed to specify a problem instance, but for most practical purposes, it may be stated as some natural parameter(s) of the problem, e.g., number of jobs, number of machines, etc.).

There are several heuristic algorithms for minimizing the makespan on parallel machines when processing times are known, including the well-known longest processing time (LPT) algorithm, which will play a major role in this research. The LPT heuristic procedure first orders the jobs by non-increasing processing times, and then schedules the jobs in order, assigning each job to the machine with the least amount of processing already assigned to it. Thus, the LPT algorithm is easy, intuitive, and reasonably fast computationally (running time $O(n \log n)$ for fixed $m$, where there are $n$ jobs) and was shown by Graham [G] to have a worst case performance ratio of $4/3-1/3m$, where $m$ is the number of machines.

Much more work on the LPT algorithm followed that of Graham [G]. Since the LPT algorithm is being used for comparison in this thesis, it is worth mentioning some particular results relating to its performance. The worst case performance ratio of $4/3-1/3m$ was generalized by Coffman and Sethi [CS] in 1976 to a bound of $(k+1)/k -1/km$, where the latest finishing job is assigned by LPT to a machine with at least $k-1$ other jobs. This latter bound was shown to be tight for $k=1$ and for $k \geq 3$.

Finally, Chen [C] provided a modified tight bound for the case of $k=2$. 
1.3 Ordinal Algorithms

The pragmatic world is full of decision making problems in the presence of uncertainty, and many disciplines have responded with different approaches. There exist aids to decision making under uncertainty in many disciplines. For example, political decision making approaches (e.g., election), psychological approaches (group decision making techniques such as Delphi), and a host of mathematical approaches such as decision theory, sensitivity analysis, statistical modelling, etc. In particular, for many practical problems including scheduling problems, it is often the case that our ability to find good solutions is severely limited by the availability of only incomplete information with regard to the problem structure or data. The desired data, i.e., processing times, may be available in only inexact form, as estimates, 'guestimates' or even worse. This problem is well recognised, and much work has been done to deal with it, e.g., statistics, decision theory, sensitivity analysis, etc. In scheduling problems, it is often difficult to obtain accurate time estimates for jobs. However, it may be much cheaper and easier to establish which of two jobs is likely to be longer, i.e., to order the processing times rather than measuring the individual processing times themselves.

The ordinal data model is a new approach to dealing with inexact data. The approach has its drawbacks, e.g., there is no guarantee that ordinal data will be available when exact data isn't. However, it is not unreasonable to think that it might be, e.g., the decision that one processing time is less than another may very well be possible, while exact estimates may not (the cake takes longer to prepare than the stew, but exact times for either may be difficult to determine). As a new approach, there is very little literature available, and all of it is cited in the literature review in this paper. It should be noted that results will shortly be completed (by W.-P. Liu and J.B. Sidney) on the use of ordinal data for bin packing (where at least some data must be known exactly) and for minimizing the deviation of linearly packed weights from a target centre of gravity.
With this in mind, we shall examine the effectiveness of algorithms for scheduling parallel machines when the order of the processing times is known, but the actual times themselves are not known. Thus, without loss of generality we may assume that \( a_1 \geq a_2 \geq \ldots \geq a_n \). We refer to such data as ordinal data. Algorithms which utilize only ordinal data rather than actual magnitudes will be called ordinal algorithms. Ordinal algorithms will be evaluated by their worst case performance ratios with respect to the actual (unknown) data. Clearly, an ordinal algorithm for P|C_{\text{max}} is given by a partition of the jobs between the \( m \) machines. The orders (permutations) of the jobs on each machine are irrelevant for the makespan objective function, but will be taken into consideration later when the secondary objective of average job completion time is considered.

For example, suppose \( m=2, n=2, J=\{1, 2\} \) and by assumption \( a_1 \geq a_2 \). The optimal value \( C_{\text{max}} \) is \( a_1 \), and this is achieved by the algorithm which places job \( i \) on machine \( i \). The algorithm which places both jobs on the machine 1 has a worst case performance ratio of 2, and this occurs for the case of \( a_1 = a_2 \).

There exist optimal ordinal algorithms for a number of well-known problems. The shortest processing time rule optimally solves the single machine and the identical parallel machine scheduling problems when the objective is to minimize mean completion time [CMM]. The greedy algorithm finds the minimal spanning tree [L1]. Many greedy algorithms have a strong ordinal "flavour" to them, e.g., the minimal spanning tree algorithm picks the next edge to be the smallest unused edge which does not destroy feasibility. An ordinal algorithm for the two machine no-wait flow shop problem which gives excellent solution values has also been developed [A], where by "no-wait", we mean that there can be no time delay between the completion of the first operation and the start of the second operation of a job. Many other problems are poor candidates for the ordinal algorithm approach. For example, the problem of scheduling \( n \) jobs on a single machine to minimize the
number of late jobs is such an example: without the actual values of processing times and due dates, it is impossible to determine if a job is late or not.

While our main focus, the parallel machine scheduling problem $\Pi|C_{\text{max}}$ has been widely studied (see for example [LS]), the only previous work on ordinal algorithms for the problem is [LS], where algorithms for the 2, 3, 4 and $m$ machine problems were presented and analyzed for worst case performance ratios. We briefly describe this last work, as it provides the basis for the current research.

A problem instance is given by a set of $n$ processing times and the number $m$ of machines. Let $M$ denote the value of makespan given by a heuristic ordinal algorithm for such a problem instance, and let OPT denote the corresponding optimal value. Thus for any problem given by $n$ and $m$, the measure of the quality of an algorithm will be given by the worst case performance ratio $\max\{M/OPT\}$, where the maximization is taken over all instances of the problem.

In [LS] ordinal algorithms for the cases of 2, 3 and 4 machines are presented. For the cases of 2 and 3 machines, the algorithms achieve the minimum possible worst case performance ratio over all problem instances. For example, for $m=2$ the worst case performance ratio is shown to be $4/3$, and this ratio is tight. The tightness implies there are instances which yield the worst case performance ratio of $4/3$. Moreover, no other ordinal algorithm (i.e., assignment of jobs to machines by rank) can produce a worst case performance ratio less than $4/3$. For the 4 machine case, the algorithm has a worst case performance ratio very close to the theoretical lowest ratio. For the case of an arbitrary number $m > 4$ machines, an algorithm is presented that is guaranteed to produce a solution no worse than $(5m-2)/3m$ times the optimal value. Finally if the number of machines $m$ gets arbitrarily large, the best possible ordinal algorithm is shown to have worst case performance ratio of at least 1.52368. It
is shown that for $m=18$, 19 or $m \geq 21$, the smallest worst case performance ratio for the $m$ machine problems exceeds $3/2$.

The table below summarizes the results in [LS]:

<table>
<thead>
<tr>
<th>Problem Name</th>
<th>Number of Machines</th>
<th>Worst Case Performance Ratio</th>
<th>Ratio Tight?</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(2)|C_{\text{max}}$</td>
<td>2</td>
<td>4/3</td>
<td>yes</td>
</tr>
<tr>
<td>$P(3)|C_{\text{max}}$</td>
<td>3</td>
<td>7/5</td>
<td>yes</td>
</tr>
<tr>
<td>$P(4)|C_{\text{max}}$</td>
<td>4</td>
<td>13/9 *</td>
<td>?</td>
</tr>
<tr>
<td>$P(m)|C_{\text{max}}$</td>
<td>$m$</td>
<td>$(5m-2)/3m$</td>
<td>Yes for $m=4^k$, $k\geq 2$</td>
</tr>
<tr>
<td>$P(m)|C_{\text{max}}$</td>
<td>as $m \to \infty$</td>
<td>$\geq 1.52368$</td>
<td>?</td>
</tr>
</tbody>
</table>

* Lowest worst case ratio known to be at least $10/7$.

Table 1.1: Worst Case Performance Ratios for Existing Algorithms

(Ratio of Heuristic to Optimal Solution Values)
1.4 Problem to Be Studied

In this thesis, we shall use simulation to examine the effectiveness of algorithms for the parallel machine scheduling problem which use only ordinal data. Computer simulations will be used to study the makespan and average completion time of the jobs. Simulations will be based on many different distributions, to facilitate the identification of the kind of data configurations that yield good (poor) results using ordinal algorithms.

A major shortcoming of the previous work just described [LS] is that worst case performance ratio is often very unrepresentative of "typical" performance of an algorithm. which for most problems is usually much better than this pessimistic ratio. In addition, while practitioners may not know exact values of processing times, they may have some idea as to their distributions. e.g., the distribution may be symmetrical, have a low coefficient of variation (CV), take on only two values, etc. The reason of the CV was considered a critical factor that a low CV would represent data which is "relatively" constant. For example, a CV of 0 would represent data for which all processing times are the same. In such a case, LPTa and LPTo are optimal, and there is no problem. However, a high CV can lead to a few large jobs producing large variation between time assignments to machines. Thus, while the worst case ratio may be high (say, for example, five-thirds), it may be that for data of the type being considered (for example, low coefficient of variation) the algorithm tends to perform very well. Thus, we would like to deal with several issues related to average performance ratio (rather than worst case performance ratio):

1. for what data configurations (i.e., data distributions) do these algorithms give good (poor) results, where good means competitive with the LPT algorithm using exact values of processing times.
2. how well do ordinal algorithms compare in performance with typical good heuristic algorithms which use full data (i.e., actual processing times)?

3. how does the effectiveness of the algorithms examined differ for different problem sizes (given by n and m), and for different data distributions?

1.5 Thesis Outline

Chapter 2 lays out the foundations of the study: definitions, notation, description of algorithms under study, theoretical considerations, description of the experiments to be performed, description of the simulation methodology being used, description of the software system developed for current and future studies. In Chapter 3 the simulation results are presented, discussed and analyzed. Chapter 4 contains general conclusions and suggestions for further study.
Chapter 2
Problem Definition and Experimental Design

2.1 Definitions and Notations

We now give the details of the algorithms under study and discuss the structure of the experiments to be performed. As mentioned in the previous chapter, we let $M$ denote the value of makespan, (i.e., $C_{\text{max}}$) for the heuristic solution given by any of the algorithms for some problem, and $\text{OPT}$ the corresponding optimal value. Thus, for any problem the measure of the quality of an algorithm will be given by the worst case performance ratio $\max\{ M/\text{OPT} \}$. where the maximization is taken over all instances of the problem. We also use the secondary performance measure average job completion time, which is easily minimized (to be discussed below) for any assignment of jobs to machines.

The following notations are given:

- $M(\text{LPTa}) = \text{makespan under algorithm LPTa}$
- $M(\text{LPTo}) = \text{makespan under algorithm LPTo}$
- $M(\text{P(m)}) = \text{makespan under algorithm P(m)}$
- $\text{LB} = \text{lower bound for makespan problem}$
- $C(\text{LPTa}) = \text{average job completion time under algorithm LPTa}$
- $C(\text{LPTo}) = \text{average job completion time under algorithm LPTo}$
- $C(\text{P(m)}) = \text{average job completion time under algorithm P(m)}$
The LPT algorithm has already been described. We shall use it in two forms:

1. $\text{LPT}^a$ denotes the LPT algorithm applied to the actual data $a_i$;
2. $\text{LPT}^o$ denotes the LPT algorithm applied using ordinal data: associated with the $i$-th smallest job is the (pseudo-)processing time $i$.

**Algorithm LPT$^a$**

1. Construct an ordering of jobs (from large to small).
2. At each iteration assign the next job to the machine with the least amount of previously assigned processing time.

In the implementation of the LPT$^a$ algorithm, if there is a tie for the machine with the lowest time assignment, the next job is allocated to machine $i$, where $i$ is the smallest possible index. The worst case performance of LPT$^a$ is $(4/3 - 1/3m)$ as previously mentioned.

**Algorithm LPT$^o$**

For the $m$ machine case, we assign jobs $1,...,m$ to machines $1,...,m$, then jobs $m+1,...,2m$ to the machines in reverse order, jobs $2m+1$ to $3m$ in the original order, and so on. This amounts to applying LPT$^a$ to the ordinal data set $\{1, ..., n\}$ where $i$ represents the $i$-th largest job.

The assignments given by algorithm LPT$^o$ for the case of $m=3$ are illustrated below for $m=3$.

- Machine 1: 1 6 7 12 13 ....
- Machine 2: 2 5 8 11 14 ....
- Machine 3: 3 4 9 10 15 ....
The worst case performance ratio of LPTo for the makespan problem is at least $5/3$, as can be seen by applying LPTo to the data set \{ 1/3, 1/3, 1/3, 1/3, 1/3, 1/3 \}.

The ordinal algorithms from [LS] are described below, along with information about their worst case performance ratios. For each value of $m$, the associated algorithm is described by specifying the set of jobs assigned to each of the $m$ machines. Before detailing the algorithms, a few comments are in order. The first instinct of the authors of [LS] was to use the algorithm LPTo as a good ordinal algorithm, but as illustrated previously, LPTo gives a worst case performance ratio of $5/3$, which is higher that the P($m$) algorithms achieve. In fact, there appears little intuitive about the structure of the P($m$) algorithms. This was the reality: the authors developed each one separately, and were unable to detect a pattern which would enable the three special algorithms P(2), P(3) and P(4), whose worst case performance is quite good, to be generalized into P(5), P(6), ... . Thus, for $i > 4$, the algorithm P$_m$ has been used instead of a more specialized and better performing algorithm.

**Algorithm P(2)**

The machine assignments are:

- M1: \{1+3i | i \geq 0\}
- M2: \{2+3i | i \geq 0\} \cup \{3+3i | i \geq 0\}

The resulting schedule is illustrated below:

| Machine 1 | 1 | 4 | 7 | ..... |
| Machine 2 | 2 | 3 | 5 | 6 | 8 | 9 | ..... |

Algorithm P(2) gives a worst case performance ratio of $4/3$, and no other algorithm can do better. For example, let $\alpha = \text{completion time on M1}$. Then:
\[ \alpha = a_{1} + a_{2} + a_{3} + \ldots \leq a_{1} + \frac{1}{3}(a_{2} + a_{3} + \ldots) = \frac{2}{3}a_{1} + \frac{1}{3}b \leq \frac{4}{3} \max\{a_{1}, b/2\} \]

Since \( \max\{a_{1}, b/2\} \) is clearly a lower bound on makespan, it follows that the time allocation to M1 is less than 4/3 times this lower bound. A similar argument applies for machine 2. The worst case performance ratio of 4/3 is achieved by the instance given by processing times \( \{ 1, 1/3, 1/3, 1/3 \} \).

**Algorithm P(3)**

The machine assignments are:

M1: \( \{ 1 + 5i \mid i \geq 0 \} \)

M2: \( \{ 2 \} \cup \{ 5i \mid i \geq 0 \} \cup \{ 8 + 5i \mid i \geq 0 \} \)

M3: \( \{ 3, 4 \} \cup \{ 7 + 5i \mid i \geq 0 \} \cup \{ 9 + 5i \mid i \geq 0 \} \)

The resulting schedule is shown below:

<table>
<thead>
<tr>
<th>M1</th>
<th>M2</th>
<th>M3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>16</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>21</td>
<td>15</td>
<td>12</td>
</tr>
</tbody>
</table>

Algorithm P(3) gives a worst case performance ratio of 7/5, and no other algorithm can do better.
Algorithm P(4)

The machine assignments are:

M1:  \{1+7i \mid i \geq 0\}
M2:  \{2+14i \mid i \geq 0\} \cup \{7+14i \mid i \geq 0\} \cup \{11+14i \mid i \geq 0\}
M3:  \{3\} \cup \{6+14i \mid i \geq 0\} \cup \{9+14i \mid i \geq 0\} \cup \{12+14i \mid i \geq 0\} \cup \{14+14i \mid i \geq 0\} \cup \{18+14i \mid i \geq 0\}
M4:  \{4\} \cup \{5+14i \mid i \geq 0\} \cup \{10+14i \mid i \geq 0\} \cup \{13+14i \mid i \geq 0\} \cup \{17+14i \mid i \geq 0\}

The resulting schedule is shown below:

\begin{array}{cccccccc}
M1 : & 1 & 8 & | & 15 & 22 & | & 29 & 36 & | \\
M3 : & 3 & 6 & | & 9 & 12 & 14 & | & 18 & 20 & & & & \\
M4 : & 4 & 5 & | & 10 & 13 & 17 & 19 & & 24 & 27 & 31 & 33 & | \\
\end{array}

Algorithm P(4) gives a worst case performance ratio of 13/9, and no other algorithm can do better than 10/7, which is only a bit more than one percent below 13/9.

Algorithm P_m

For \(m \geq 5\) jobs are assigned to machine \(i\) as follows:

1. For \(1 \leq i \leq \lfloor m/2 \rfloor\) \(\{a_i\} \cup \{a_{2m-1-i+k(m/2^k)}\}\), \(k \geq 0\)

2. For \(\lfloor m/2 \rfloor + 1 \leq i \leq m\) \(\{a_i\} \cup \{a_{2m-1-i+k(m/2^k)}\} \cup \{a_{3m-1-i+k(m/2^k)}\}\), \(k \geq 0\)
The assignments given by algorithm $P(m)$ for the case of $m=7$ are illustrated in below:

Machine 1: 1 14 25 36 ....
Machine 2: 2 13 24 35 ....
Machine 3: 3 12 23 34 ....
Machine 4: 4 11 18 22 29 33 40 ....
Machine 5: 5 10 17 21 28 32 39 ....
Machine 6: 6 9 16 20 27 31 38 ....
Machine 7: 7 8 15 19 26 30 37 ....

For any $m$, algorithm $P_m$ gives a worst case performance ratio no greater than $(5m-2)/3m$. Note that algorithm $P(3)$ is in fact $P_m$ with $m=3$, i.e., $P_3$.

Once the above algorithms have been applied to obtain makespan, the jobs will have been partitioned into subsets for each machine. To minimize average job completion time subject to this partition, the jobs on each machine will be put into shortest processing time order, that is, from smallest to largest. In other words, LPT is used to partition jobs between machines, and then SPT is used to order each machine.

The following two lemmas establish some general properties which provide direction in the research for 'good' algorithms for $P||C_{\text{max}}$; proofs are given in [LS].

**Lemma 1.** Suppose that an algorithm for $P||C_{\text{max}}$ with $m$ machines does not have the following two properties:

1. jobs $1$ to $m$ are assigned to different machines;
2. jobs $i$ and $2m+1-i$ are assigned to the same machine.

Then the algorithm has a worst case performance ratio of at least $3/2$. 
Lemma 2. Suppose that an algorithm for \( P|C_{\text{max}} \) with \( m \) machines and \( n \) jobs schedules \( n_i \) jobs on machine \( i \). Then the worst case performance ratio is at least \( \text{Max} \left( \left\{ n_i \right\} / \left\lceil n/m \right\rceil \right) \).

As mentioned above, for any job assignment to machines given by an algorithm for \( P|C_{\text{max}} \), the average job completion time can be minimized subject to the above assignment of jobs to machines by placing the jobs on each machine in shortest processing time order (SPT). This will enable us to compare algorithmic performance on the secondary measure, average completion time of jobs.

An additional tool we shall use in evaluating the quality of makespan solutions is the easily calculated lower bound \( \text{LB} = \text{max} \{ a_1, a_2 + a_3, \ldots, b/m \} \), where \( b \) is the sum of job processing times, \( b = \sum_i a_i \). For the average job completion time objective, one of the algorithms we shall use will actually yield the minimum, and this minimum will be used for comparison.

To summarise, for each problem we will compare the makespans produced by three algorithms with each other and with a lower bound. In addition, we shall compare the average job completion times produced when the machine assignments produced by the algorithms are placed in shortest processing time order, and compare the values so obtained with the optimal (which one of the three algorithms produces). The three algorithms which will be compared for each random problem generated are:

1. the longest processing time (LPT) algorithm applied to actual data, LPTa
2. the LPT algorithm applied to ordinal data, LPTo
3. the appropriate ordinal algorithm from [LS], as determined by the number of machines, namely P(2), P(3), P(4) or P\(_m\). The notation P(m) will be used to denote any of these algorithms.
In each case, the SPT algorithm will be applied after the jobs have been assigned to machines in order to minimize the secondary performance measure average job completion time. We note that the LPTa algorithm above yields the actual minimum over all schedules for average job completion time, and this serves as our lower bound on average job completion time. The kinds of simulation experiments reported in this research typify those done to compare various scheduling algorithms. see for example [CMM].

As an example, suppose \( m=3 \), \( n=10 \) and the job times are 75, 67, 45, 41, 27, 26, 23, 15, 7, 3. Then the three algorithms above yield the solutions below, where each machine is in SPT order.

The assignments of jobs using the LPTa algorithm and then reordering the jobs in each machine by SPT are:

- Machine 1: 3 7 26 75
- Machine 2: 15 27 67
- Machine 3: 23 41 45

In the above table, the jobs allocated to each machine have been ordered in shortest processing time order. Thus, mean completion time equals:

\[
\frac{3+(3+7) + (3+7+26) + \ldots + (23+41+45)}{10} = 52.2
\]

The total processing time is 111 on machine 1, 109 on machine 2, and 109 on machine 3. Thus the makespan of the LPTa algorithm is 111. The average job completion time of the jobs is 52.2.

The assignments of jobs using the LPTo algorithm are:

- Machine 1: 23 26 75
- Machine 2: 15 27 67
- Machine 3: 3 7 41 45
The total processing time is 124 on machine 1, 109 on machine 2, and 96 on machine 3. Thus the makespan of the LPTo algorithm is 124. The average job completion time of the jobs is 52.2.

The assignments of jobs using the P(3) algorithm are:

Machine 1: 26 75
Machine 2: 3 15 27 67
Machine 3: 7 23 41 45

The total processing time is 101 on machine 1, 112 on machine 2, and 116 on machine 3. Thus the makespan of the P(3) algorithm is 116. The average job completion time of the jobs is 52.9.

The lower bound of this example is \( LB = 109.67 = \max \{75, 41+45, 329/3\} \).

Thus, for the data given above, the makespan of algorithm LPTa is closest to the lower bound, next comes P(3), and finally LPTo.

For P(3), the ratio of \( M \) to \( LB \) is \( 116/109.67 = 1.0577 \), which is well within the theoretical upper bound of 7/5 for this algorithm. The average completion time of 52.2 for LPTo is (as stated previously) optimal, with LPTa equal to the optimal and P(3) within 2 percent of the optimal for this example.
2.2 Using Simulation

The two main objectives of the thesis are to examine the performance of ordinal algorithms for the problem $\Pi C_{\text{max}}$ and to develop a software system to facilitate examination of the performance of other ordinal algorithms. All the algorithms will be evaluated for makespan by their performance ratios with respect to the lower bound and with respect to each other. In addition, we examine how well the algorithms perform on the secondary measure of performance, expected job completion time. In particular, we anticipate that the worst case performance ratios are not always a good indicator of average performance, and also that the algorithms that minimize worst case performance ratio may not control average job completion time very well.

Using the PASCAL language, a software system was developed consisting of a simulation shell to control the simulation experiments and the simulator itself. The output was carefully designed to allow convenient (automated) use of available statistical software for analysis of the results. A typical run of the simulator for an $m$-machine $n$-job problem involves generation of a large number of random problems, heuristic solution of each problem by the Longest Processing Time (LPT) algorithm. LPTa, solution of an ordinal version of each problem (in which we substitute the rank of $a_i$ in place of its value) by LPTo and by the appropriate ordinal algorithm given in [LS]. The actual values of $a_i$ are used with the solutions found by ordinal methods to compute comparisons of the quality of solutions, i.e., makespan and average completion time, between the three algorithms. All objective function values are compared with a lower bound calculated for the problem. In addition, for each solution to $\Pi C_{\text{max}}$, the jobs on each machine are ordered by non-decreasing processing time to obtain the best average completion time for the particular assignment of jobs to machines, and the three algorithms are compared with respect to average job completion time. As previously mentioned, the second algorithm, namely
the LPTo algorithm, will yield the optimal value for the average job completion time, so that our
comparisons of performance for average job completion time will be made against the optimal.

While the control shell for the simulation software is relatively simple, we divide the simulator
itself into two main segments, one to generate pseudo-random problems and the other to run
them and output results. The output segment produces, for each problem, the makespan and
average job completion time for three algorithms (LPTa using actual data, LPTo using ordinal
data, and the ordinal algorithm P(m) from [LS]), and also computes a lower bound for the
makespan problem.

2.3 Experiments to Be Performed

A single simulation run is insufficient to examine the performance of algorithms. We require a
set of results based on the same problem size and the same distribution of job times. More than
one simulation run can be executed in our simulation model, i.e., the number of repetitions is
greater than one. For each repetition of each problem size and job-time distribution, seven
numbers will be computed for use in comparisons:

1. the makespan for the LPTa algorithm, M(LPTa);
2. the makespan for the LPTo algorithm, M(LPTo);
3. the makespan for the P(m) algorithm M(P(m));
4. the average job completion time for the LPTa algorithm, C(LPTa);
5. the average job completion time for the LPTo algorithm, C(LPTo);
6. the average job completion time for the P(m) algorithm, C(P(m));
7. a lower bound on the optimal makespan: LB = \text{MAX} \{ a_1, a_m + a_{m-1}, b/m \}. 
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For each problem investigated, the simulation output will include:

1. Data describing the method by which data was generated (to permit replication of the experiment): \( n \) (number of jobs), \( m \) (number of machines), \textit{distype} (distribution used), \textit{rep} (number of repetitions of the experiment), \textit{seed} (for pseudo-random number generator).

2. For each repetition, the makespan given by each algorithm used (3 numbers, one for each algorithm), the calculated lower bound (1 number), and the average job completion time when the jobs are divided between the machines according to the makespan algorithm used, and if these are sequenced on the machines in the shortest processing time order (3 numbers, one for each algorithm).

Using standard statistical tools, the makespans of the ordinal algorithms, LPTo and P(m), will be compared with each other, and with the makespan of the LPTa algorithm and the lower bound. The comparisons with the LPTa results will indicate how well the ordinal algorithms compare with a typical good algorithm which uses actual data, and the comparison with the lower bound will give an indication of the quality of the solutions obtained.

Additionally, the average completion times for the various algorithms will be computed, and compared, to indicate the implications of the various makespan algorithms for this secondary performance measure.
2.4 Methodology

Computer simulation and statistical analysis of the results of these simulations are the main tools used to answer the questions:

1. for what data configurations (i.e., data distributions) do these algorithms give good (poor) results, where good means competitive with the LPT algorithm using exact values of processing times.
2. how well do ordinal algorithms compare in performance with typical good heuristic algorithms which use full data (i.e., actual processing times)?
3. how does the effectiveness of the algorithms examined differ for different problem sizes (given by n and m), and for different data distributions?

The structure of the simulation program is given in Figure 2.1.

For the three kind of algorithms, LPTa, LPTo and P(m), various representative problem sizes, given by the values of the number of jobs, n, and the number of machines, m, will be examined for data drawn from various distributions:

1. Uniform distribution U(a,b), 0 ≤ a ≤ b.
2. Truncated normal distribution N(μ, σ), truncated from below at 0. μ and σ must be positive numbers.
3. Shifted exponential E(λ, shift) : both d and the shift must be greater than zero. The probability density function is given by

\[ f(t) = \lambda e^{-\lambda(t - \text{shift})} \]

A user-specified distribution is permitted to allow the software to be used in later simulations. This feature was not applied in the current research.
Figure 2.1 The Structure of the Simulation Program
2.4.1 Choice of Environment and Program Language

In this thesis research, the PASCAL programming language is used to construct the simulation programs. There are several advantages of choosing PASCAL:

PASCAL is a well-known programming language that most computer-literate workers are able at least to read and understand.

PASCAL is widely available on computers: the Borland Turbo Pascal compilers are inexpensive and, in particular, are installed on several University of Ottawa networks, making them convenient for this research.

Because PASCAL is a strongly-typed programming language, each data structure such as a variable or array must be declared before it is used. This reduces programming errors, especially those that result when a named data structure is used in different ways in different places in the program.

There are some disadvantages of our choice, however, such as the limited working memory of Turbo PASCAL. Data structures are normally not allowed to use more than 64K bytes of memory. This limitation will not affect our simulation runs since we do not need to use that much working memory.
2.4.2 Choice of Random Number Generator

The two major parts of the simulation program are the random number generator and the simulation "run". For each repetition of the simulation for fixed m and n, we must first generate a suitable value for the time required for each of the n jobs. We also must rank these n values. The value and rank of these random numbers are assumed to be the exact value and rank of the job processing times on the machines we wish to schedule.

The paradox of random number generation presented by John von Neumann in [WH] is:

The random number sequences that computers produce are not truly random at all, since true randomness depends upon having a random process available, such as tossing a coin. Because such a process is not available within a computer, we use a pseudo-random process to produce sequences of numbers that appear to be random and mimic well the behaviour that is expected to be true for random sequences.

Such a process is not only easier to use than a truly random process, but it also produces numbers for which the generation can be repeated if necessary. In testing a program, for example, it is troublesome if every run is necessarily different because of different random numbers. Pseudo-randomness lets us use the same numbers over and over again for testing but use different ones for each production run.
The ideal random number generator:

- should be repeatable across computing environments, so that when moving a program from one machine to another the same numbers will be generated;
- should be written in a high-level language so that the code can port from one machine to another one without difficulty;
- should be efficient in computing effort.

The algorithm presented by Wichmann and Hill meets all criteria for an effective pseudo-random number generator [WH]. Moreover, it has a long period. That is, it does not repeat itself until very many (approximately $10^{12}$) numbers have been generated. This generator was also available in Turbo PASCAL, putting it ahead of some other choices.

Like most pseudo-random number generators, the Wichmann-Hill algorithm produces numbers that are approximately uniformly distributed on the unit interval. We must transform the uniform [0,1] pseudo-random numbers into other distributions:

1. Uniform (a,b).
2. Truncated normal ($\mu$, $\sigma^2$), truncated at 0.
3. Shifted Exponential ($\lambda$, shift).
2.4.3 Transformation to other distributions

(1) Uniform distribution on interval \([a, b]\):

The following transformation of unit uniform pseudo-random numbers produces pseudo-random numbers on the interval \([a, b]\). Let \(s_i, i=1,2,...,n\), represent the uniform \([0,1]\) pseudo-random numbers. Let \(x_i, i=1,2,...,n\), represent the numbers distributed uniformly on \([a, b]\). Each \(s_i\) has a corresponding number \(x_i\) by inverse transformation:

\[
x_i = a + (b-a)s_i.
\]

(2) Normal distribution with parameters \(\mu\) and \(\sigma\), with truncation at zero:

The following transformation of unit uniform pseudo-random numbers produces (pseudo) random selections from the normal distribution (using the Box-Müller method [JD]), where the mean \(\mu\) and the standard deviation \(\sigma\) are both positive. Let \(s_i, i=1,2,...,n\), represent the uniform \([0,1]\) pseudo-random numbers. Let \(y_i, i=1,2,...,n\), represent a number drawn from the standard normal distributed number \(N(0,1)\). Let \(x_i, i=1,2,...,n\), represent the number distributed as \(N(\mu, \sigma)\). If \(x_i < 0\), reject it and regenerate a new \(x_i\).

With two independent random variables \(R_1\) and \(R_2\).

\[
R_1 = 2s_i - 1 \quad \text{and} \quad R_2 = 2s_{i+1} - 1
\]

\[
U = R_1^2 + R_2^2
\]

\[
\text{If } U < 1
\]

Then \(y_i = (-2\ln U)^{1/2} R_1 U^{1/2}\)

\[
y_{i+1} = (-2\ln U)^{1/2} R_2 U^{1/2}
\]

\[
x_i = \mu + \sigma y_i
\]

If \(x_i < 0\), then regenerate \(x_i\).
Note that the truncation is needed because our job times cannot be negative, but this truncation causes the distribution of times that results to have a mean and standard deviation slightly different from $\mu$ and $\sigma$.

(3) Shifted exponential distribution:

The following transformation of unit uniform pseudo-random numbers produces shifted exponential random numbers with parameters $d$ and shift, where both of the parameters are positive numbers. The reason for using the shifted exponential distribution instead of the ‘pure’ exponential distribution is to match the mean and standard deviation to that of the uniform distribution. Therefore, the shifted exponential is comparable to the uniform distribution and Normal distribution under the same mean and standard deviation.

Let $s_i$, $i=1,2,...,n$, represent the uniform [0,1] pseudo-random numbers. Let $x_i$, $i=1,2,...,n$, represent the numbers we want. Each $s_i$ has a corresponding number $x_i$.

$$x_i = \text{shift} + \ln((1-s_i)^{-1})/\lambda$$

2.4.4 Choice of parameters

It was felt that the coefficient of variation might be a significant factor in the behaviour of the algorithms, as well as the general shape of the distributions. Therefore, three types of distributions were used: the uniform, the truncated normal, and the shifted exponential. For each distribution, three sets of parameters were used (for a total of nine different distributions), in such a way that each type of distribution was run with approximately equivalent values of mean and standard deviation.
As mentioned before, three data distributions are examined: uniform $U(a, b)$; truncated normal $N(\mu, \sigma^2)$ and shifted exponential $E(\lambda, \text{shift})$. In order to compare the three algorithms under study, we have matched mean and standard deviation for these three distribution types.

For examples, let $\mu_1$ and $\sigma_1$ equal to the mean and standard deviation of uniform distribution; let $\mu_2$ and $\sigma_2$ equal to the mean and standard deviation of Normal distribution; and let $\mu_3$ and $\sigma_3$ equal to the mean and standard deviation of shifted Exponential distribution.

Then for Uniform distribution $U(a, b)$
\[
\mu_1 = (a+b)/2 \\
\sigma_1^2 = (b-a)^2/12
\]

Normal distribution $N(\mu, \sigma)$

set $\mu_2 = \mu_1$, and $\sigma_2 = \sigma_1$. Except for one scenario to be mentioned later, the truncated normal will for all practical purposes be identical to the normal in our work.

Shifted exponential $E(\lambda, \text{shift})$

The probability density function is:
\[
f(t) = \lambda e^{-\lambda(t-\text{shift})}
\]

Then
\[
\mu_3 = \int_{\text{shift}}^{\infty} tf(t)dt \\
= \text{shift} + 1/\lambda
\]
\[
\sigma_i^2 = \int_{-\infty}^{\infty} (t - \mu_i)^2 f(t) \, dt \\
= 1 / \lambda^2
\]

For \( \sigma_i^2 = \sigma_j^2 \), we have

\[
\lambda^2 = \frac{\sqrt{12}}{\sqrt{b-a}}
\]

For \( \mu_i = \mu_j \), we have

\[
shift = \frac{b+a}{2} - \frac{\sqrt{3}}{6} (b-a)
\]

In the program, the sample means and sample standard deviations of the data for each distribution are calculated for comparison with their theoretical values.

2.4.5 Choice of Sorting Codes

Once the (pseudo)-random draws from a distribution are generated, the numbers drawn are the actual values of job processing times on the machines. The LPTa algorithm uses data to calculate the makespan and average completion time of jobs, but the ordinal algorithms LPTo and P(m) use the ranks of these numbers rather than their values. In any event, we sort the randomly generated job processing times to provide this ranking.
There are several techniques for sorting arrays, such as bubble sort, linear insertion sort, quicksort, shellsort, heapsort and interpolation sort. Based on the efficiency of these sorting algorithms, such as the running time, data file size, stability and computer stack requirement, quicksort was chosen to be the sorting algorithm in this simulation model.

2.4.6 Simulation Code

We have already seen that the first part of the simulation process, and of our program, is the 'Problem Generator' that generates data corresponding to or mimicking a real system of interest. The other part of our program is the 'Simulation Run' which runs and tests the simulated model under different requirements or environments. In both parts of our program, it is important that we save information that allows for analysis and conclusions. We will perform our analysis using standard statistical software (Minitab and Stata). The major advantage of separating the simulation program into several parts is that we can isolate any errors made. Thus, the simulation program consists of several individual programs, which eases the task of program checking and testing. All the individual programs can be linked together by using a batch file or execution shell.

The problem generator consists of:

1. Initializing system parameters:
   - number of jobs, represented by $n$;
   - number of machines, represented by $m$;
   - number of repetitions, represented by $rep$;
   - random number generating seed, represented by $seed$;
   - data configuration type, represented by $disttype$, where 'U' for Uniform, 'G' for truncated Normal and 'E' for shifted Exponential;
• parameters for data configuration type, such as interval \( a \) and \( b \) for uniform, 
\( \mu \) and \( \sigma \) for truncated normal and \( \lambda \) and \( \text{shift} \) for shifted exponential:

2. Generating pseudo-random numbers
3. Generating suitably distributed pseudo-random draws from the distribution, based on the Wichmann-Hill uniform generator
4. Sorting these random numbers

The values so obtained are assumed to be the job processing times on machines.

The simulation run consists of:

1. Initializing simulation variables;
2. Calculating the longest processing time and the average completion time of jobs by using LPTa algorithm, \( M(\text{LPTa}) \) and \( C(\text{LPTa}) \);
3. Calculating the longest processing time and the average completion time of jobs by using LPTo algorithm, \( M(\text{LPTo}) \) and \( C(\text{LPTo}) \);
4. Calculating the longest processing time and the average completion time of jobs by using \( P(m) \) algorithms, \( M(\text{P}(m)) \) and \( C(\text{P}(m)) \);
5. Calculating the lower bound for makespan problem, LB.

Note that steps 2, 3, and 4 each generate two "result" numbers, and step 5 generates one, for a total of seven.
2.4.7 Implementation of the Problem Generator

The problem generator was programmed in PASCAL using the algorithms mentioned in Section 2.4.6.

1. Pseudo-random numbers:

One of the system parameters is the random number generating seed, which is initialized at the beginning of the program. All the \( n \) pseudo-random numbers are generated based on this seed. This is transformed into three seed values needed by the Wichmann-Hill uniform pseudo-random number generator. This generator has been isolated in the code segment \texttt{whrng.pas}, but the three seed values are global variables to our calling program, \texttt{make.pas}.

The flow chart of the pseudo-random number generating algorithm is shown in figure 2.2.

2. Transformation of uniform pseudo-random numbers to desired distributions

We transform the uniform pseudo-random numbers on the unit interval using the methods discussed above in Section 2.4.2. A flow chart is presented in Figure 2.3.

3. Sorting

An implementation of Quicksort was adapted from code initially obtained from TUG, the Turbo Pascal Users' Group.
Figure 2.2 Flow Chart of Pseudo-Random Number Generator
Figure 2.3  Flow Chart of the Transformation of the Random Numbers
2.4.8 Implementation of the Simulation

The various algorithms in this study were programmed as directly as possible in PASCAL, along with the lower bound of the makespan problem. There are seven data values output for each single simulation replicate as mentioned above. Since there are $rep$ replications of each setting of the number of machines, number of jobs, and distribution type (all starting from a single value of a seed for pseudo-random number generation), there will be $7*rep$ numbers to store for each "run" we set in motion.

The statistical analysis is based on these data to examine the performance of all the actual algorithm and the ordinal algorithms. To make the task of analysis easier, we output the results in the form that can be directly executed within one of the Minitab or Stata statistical packages. That is, our PASCAL "write" statements included appropriate syntax to set up and execute commands for these packages. This saves us work when errors or new ideas cause us to alter our simulation. It does, however, require discipline in our choice of variable names for our output data. We also spent a considerable effort to include comment lines in the output files to allow us track our work.

The flow chart of the simulation run is shown in Figure 2.4.
Figure 2.4 Flow Chart of Simulation Run
Chapter 3
Experimental Result and Analysis

3.1 Choice of Experiments and Notations

The basic considerations in deciding what experiments to perform in this first investigation of the empirical properties of ordinal algorithms for the parallel machine makespan problem were:

1. Use of distributions with fundamentally different shapes. The uniform and truncated normal represent symmetrical (near symmetrical) distributions, while the shifted exponential represents a highly skewed distribution.

2. Matching of coefficients of variation. As mentioned, it was felt that the coefficient of variation might be a significant factor in the performance quality of the ordinal algorithms. Each of the three distribution types was run with the same mean and standard deviation, therefore the same coefficient of variation.

The three coefficients of variation (CV) used were .5774, .1925, and .0148, the first having been selected because it is the largest one achievable with the uniform distribution (The CV for the uniform distribution is $\frac{1}{\sqrt{3}} \frac{b-a}{b+a}$. Since $0 \leq a < b$ in the current research, the maximum CV is $\frac{1}{\sqrt{3}} = 0.5774$, and this occurs for $a=0$). In retrospect, it would have probably been useful to try some distributions with still greater coefficients of variation, and this is proposed for future work. Table 3.1 shows the values of the parameters of each distribution used to obtain the desired coefficients of variation. In the case of the truncated normal, we matched the coefficient of variation of the non-truncated normal. For all but the first case (CV = .5774), this should make virtually no difference.
since the truncated tail is more than three standard deviations from the mean. However, for the case of .5774, the true coefficient of variation for the truncated normal is a bit less than .5774.

For number of machines $m = 2, 3, 4, 5,$ and $10$, all nine distributions were used, for a total of 45 experiments. In all cases, the number of jobs was set equal to 100.

A second set of experiments was performed using only the uniform distribution on the interval $(5, 10)$ in order to see how problem size, as measured by number of jobs, affected the results. There were thirty experiments in this second set, corresponding to $m = 2, 3, 4, 5,$ and $10$ and number of jobs $n = 25, 50, 75, 100, 125,$ and $150$.

The comparison of theoretical values of mean and standard deviation with the sample means and sample standard deviations for the processing times is shown in the following table:
<table>
<thead>
<tr>
<th>Uniform (a, b)</th>
<th>U(0, 1) u2d</th>
<th>U(19, 20) u1d</th>
<th>U(5, 10) u3d</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>stdev</td>
<td>CV</td>
<td>mean</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2887</td>
<td>0.5774</td>
<td>19.5</td>
</tr>
<tr>
<td>0.4985</td>
<td>0.2879</td>
<td>0.5775</td>
<td>19.4985</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Normal (mean, var)</th>
<th>n1d</th>
<th>n2d</th>
<th>n3d</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>stdev</td>
<td>CV</td>
<td>mean</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2887</td>
<td>&lt;0.5774</td>
<td>19.5</td>
</tr>
<tr>
<td>0.5262</td>
<td>0.2895</td>
<td>0.5502</td>
<td>19.4983</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exponential (λ, shift)</th>
<th>E(λ=1.3643, shift=0.2111) c1d</th>
<th>E(λ=1.3643, shift=19.2111) c2d</th>
<th>E(λ=0.9124, shift=6.0566) c3d</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>stdev</td>
<td>CV</td>
<td>mean</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2887</td>
<td>0.5774</td>
<td>19.5</td>
</tr>
<tr>
<td>0.4988</td>
<td>0.2866</td>
<td>0.5746</td>
<td>19.4986</td>
</tr>
</tbody>
</table>

Note: stdev: standard deviation.

The mean and stdev in the clear area are the theoretical ones calculated from the distribution parameters.

The values in the shadow area are the sample mean and sample stdev.

**Table 3.1 Mean, Standard Deviation and CV of Experiments**
3.2 Simulation Results

3.2.1 Behavior of the Algorithms for Constant Number of Jobs

Let the sum of all of the processing times for a problem instance be denoted by \( b \). A near optimal makespan algorithm will assign to each machine approximately \((1/m)\)th of the total time \( b \). Therefore we would expect that the graph of makespan versus \((1/m)\) will be approximately linear for a good algorithm. Graphs B.1 to B.3 (see Appendix B) reveal this linearity for LPTa and for LPTo, but not for P(m). This information is confirmed by the information in Table A.3 (see Appendix A), where it is clear that LPTa and LPTo generally produce near optimal solutions, while P(m) tends to produce results which are greater than optimal (\( M/OPT > 1 \)).

To get some idea of what one might intuitively expect, we compute the makespan for problems with \( n=100 \) jobs when all processing times are equal to 1 (this could be done in automated fashion by use of the uniform distribution with lower and upper end points equal to 1). If we do this, we find that the estimated makespans under the various algorithms are as follows, for \( n=100 \) jobs:

<table>
<thead>
<tr>
<th># machines, \ m</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPTa</td>
<td>50</td>
<td>34</td>
<td>25</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>LPTo</td>
<td>50</td>
<td>34</td>
<td>25</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>P(m)</td>
<td>66</td>
<td>40</td>
<td>35</td>
<td>25</td>
<td>13</td>
</tr>
</tbody>
</table>

\[ \text{% by which } P(m) \text{ exceeds LPTa} \]

<table>
<thead>
<tr>
<th></th>
<th>32% *</th>
<th>17.6%</th>
<th>40%</th>
<th>25%</th>
<th>30%</th>
</tr>
</thead>
</table>

* i.e., 32% = (66-50)/50.

Table 3.2 Makespan with \( n=100 \) and \( a_i = 1 \)
To see that this applies to our simulations, consider Table A.1, column U(19.20). Roughly speaking, we may assume that all processing times are approximately 19.5 (this is reasonable, given the low coefficient of variation). Thus, we may multiply the times computed above by 19.5 to "verify" the operations of the algorithms. The agreement of Table A.1 with the above estimates is excellent.

3.2.1.1 Average Performance Ratios : Makespan

Table A.1 reveals excellent performance of the LPTa and LPTo algorithms, with average ratio of heuristic value to lower bound (M/LB) below 1.01 in most cases. Ten of the nineteen cases which yielded ratios greater than 1.01 occurred under the shifted exponential distribution, confirming our prior expectations, which were based upon the idea that the shifted exponential would "upset the apple-cart" by producing one or two very large times. Recall that the exponential distribution has a long tail to the right, so with low probability will generate values far from the mean. In this regard, over half the times in which one of LPTa or LPTo exceeded 1.01, so did the other. Of course, the excellent ratios for LPTa and LPTo actually overestimate the worst case performance ratio, since the denominator is a lower bound which may be less than the optimal value in each case. These observations on Table A.1 are also reflected in the 95% confidence intervals shown in Tables A.3 and A.5 (see Appendix A).

There is a suspicion based upon the data in Table A.1 that problems with more machines may produce higher ratios than are seen up to m=10. In particular, note the apparent growth in the ratio for the LPTo algorithm under the distribution E(1.3643, 0.2113), which ratio is close to 1.09 for m=10. While no broad conclusions can be made, further study on this point would be worthwhile. And once again, the shifted exponential was the "guilty party", i.e., performance using a skewed distribution was worse than with a symmetrical one.
The worse and average case performances of the algorithms P(m) illustrate what is acknowledged by researchers to be typical: guarantees of good worst case performance often entail a severe sacrifice of average performance. The predicted performance based upon all times equal to 1 were closely approximated, as expected (see Table 3.2).

One idea clearly emerges from the above observations: LPTa and LPTo are almost indistinguishable with respect to worst case performance ratio for makespan for the data configurations which were examined.

It is also worth noting that the greatest deterioration in algorithm performance for the LPT based algorithms occurred under the shifted exponential with the highest coefficient of variation. It is conjectured that the asymmetry and the high coefficient of variation are the causes of the deterioration, but to confirm this would entail further investigation.

3.2.1.2 Average Performance Ratio: Mean Completion Time

We now consider average completion time. Recall that for average completion time, LPTo gives optimal results. Thus, in Tables A.2 and A.4 (see Appendix A), we examine the ratios using the LPTo value as denominator, and these ratios are truly the worst case performance ratio. Table A.2 reveals unexpected results. First, for our data configurations, there is a remarkable agreement between LPTa and LPTo with respect to average completion time. In fact, the only differences at all occur for the case of the highest coefficient of variation (.5774) which was examined, and the differences in these cases were tiny. While we expected close agreement between results using the two algorithms, we did not anticipate the nearly identical performance. A little thought based upon the following property reveals the reason for these surprising results:
Average completion time is minimized for the m machine problem if and only if each successive group of m jobs is assigned to different machines ([CMM], P77).

For example, for a 7 job, three machine problem, jobs 1 to 3 must each be on a different machine, jobs 4 to 6 must each be on a different machine, and job 7 may go anywhere. Consider how this observation applies to the case of U(19,20). In the LPTa algorithm, after the assignment of 3k jobs the amount of time assigned to each machine will be 19k + (a relatively small amount). Moreover, the relatively small amounts should be about equal. Therefore, the next three jobs will be split between the three machines, and an inductive argument suggests that for “not badly behaved” data LPTa will optimize average completion time. Thus, for data drawn from a “smooth” distribution LPTa can be expected to produce near optimal values of average completion time.

P(m) performs much better with respect to average performance than with respect to worst case performance. Table A.2 shows that the mean value of \(C(LPTa)/C(LPTo)\) is almost always 1.00, while the average value of \(C(P(m))/C(LPTo)\) takes on the following values as a function of m (the values shown below are the mean of the nine means in the appropriate row of Table A.2: for example, for m=4. 1.084 = 1.08387 + 1.08385 + ... + 1.08330):

<table>
<thead>
<tr>
<th>Number of Machines:</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean of 9 Means:</td>
<td>1.101</td>
<td>1.075</td>
<td>1.084</td>
<td>1.076</td>
<td>1.077</td>
</tr>
</tbody>
</table>

Thus, P(m) is not competitive with either of the other algorithms for the mean completion time objective.
To summarize, the performance of LPTa and of LPTo is of almost the same quality for both the makespan and average completion time objectives, while P(m) is on average considerably worse for both objectives.

We have largely ignored the information on confidence intervals (which of course gives hypothesis test results as a by-product) in Tables A.3 to A.5 (see Appendix A). The reason is that the very small standard deviations shown in Tables A.1 and A.2 (see Appendix A) have the effect of making the mean observed values into virtual constants, and there is really no additional insight obtained by additional discussion of the confidence intervals. Perhaps experiments with higher CV's might show wider confidence intervals: however, as discussed in the conclusions, a CV of 0.5774 is certainly not small for empirical data. Tables A.6 and A.7 (see Appendix A) give the observed mean values and standard deviations for makespan and for average completion time from the various experiments, and are included for completeness. Finally, the data in Table A.9 simply confirms previous conclusions with respect to the mean completion time objective.

3.2.2 Behaviour of the Algorithms for Different Numbers of Jobs

The next experiments examined the performance of the various algorithms for different problem sizes, using only the distribution U(5,10).

3.2.2.1 Makespan as a Function of n:

For smooth distributions with a not too large coefficient of variation, the lower bound \( \max\{ a_1, a_{n-m} + a_{n+1}, b/m \} \) will equal \( b/m \) for \( n \) of reasonable size, for example, \( n > 2m \). For small values of \( n \), \( b/m \) is likely to be a significant underestimate of the true optimal value. For example, suppose \( m = 10 \) and \( n = 21 \). If all times were equal to 1, the lower bound would equal
2.1. while the optimal value would be 3. More generally, assuming all times are equal to 1, for 
\( n > 2m \) we have optimal value equal to \( \lceil n/m \rceil \) while \( b/m = n/m \), and hence \( (\text{optimal value})/(\text{lower bound}) = \lceil n/m \rceil / (n/m) \), which is relatively large for \( n \) near to \( 2m \), but converges to 1 for \( n \) large.

Intuitively, the lower bound \( b/m \) "assigns" to each machine \( n/m \) jobs, and unless \( n/m \) is integer, an underestimate will tend to occur because some machines will have assigned to them at least \( \lceil n/m \rceil \) jobs. Thus for \( n = 25 \) and \( m = 10 \), the ratios in Tables A.8 and A.10 (see Appendix A) may be assumed to be significant overestimates of the true worst case performance ratios. There is some effect for the other \( n = 25 \) cases, but for \( n \geq 50 \) much smaller effects. For the case of \( m = 5 \), the above effects will not occur at all since 5 divides all of the values of \( n \) which were used. It is recommended that the work reported here be modified in the future by use of the more general bounding procedures, such as those described in [VD].

Next we compare the performance of LPTa and LPTo. For \( m = 2 \) to 5 and \( n > 25 \), there are very few cases in which the ratios shown in Table A.8 exceed 1.01 (see Graphs B.4 and Graph B.5 in Appendix B as well). For \( n = 25 \), it is likely that the ratios shown represent a significant overestimate of the worst case performance ratio, as suggested in the previous paragraph, with the overestimation increasing with the number of machines. Notice that for the case of \( m = 5 \), the performance ratios are all less than 1.01, with the exception of the LPTo algorithm with \( n = 25 \). These uniformly low values reflect the fact that was mentioned above, namely that \( m \) divides \( n \) for all of the \( n \) used.

Thus, to evaluate the effectiveness of the algorithms LPTa and LPTo under different problem sizes, it is useful to focus on the pairs \((m, n)\) for which \( m \) divides \( n \), as follows:
m = 2, n = 50, 100, 150
m = 3, n = 75, 150
m = 4, n = 100
m = 5, n = 25, 50, 75, 100, 125, 150
m = 10, n = 50, 100, 150

For these cases, there are only two cases of ratios greater than 1.01. and these are for LPTo with m=5 and n=25, and LPTo with m=10 and n=50. Even in these cases the ratios were only about 1.015. The conclusion is that LPTa and LPTo give very good values of worst case performance ratio. approaching 1 as n increases. This confirms well documented information about LPTa, but previously unknown information about LPTo.

For the P(m) algorithms, the performance ratios approximate what would be expected by setting all times equal to 1. As n gets large, the values predicted by setting all times equal to 1 are:

m = 2: 1.33
m = 3: 1.20
m = 4: 1.43
m = 5: 1.25
m = 10: 1.33

The results for P(m) are illustrated in Graph B.6.

Hence, we can conclude that P(m) will give makespans whose performance ratios approach their predicted values, which are in all cases much greater than 1, and much greater than the values achieved by the algorithms LPTa and LPTo.
3.2.2.2 Average Completion Time as a Function of n:

As previously discussed, LPTa for the smooth distributions under consideration gives the same average completion times as LPTo.

For all values of m the ratios observed for P(m) approximate closely those which would be predicted by setting all times equal to 1.

To conclude, LPTa and LPTo both perform optimally for the problems under consideration, although theoretically only LPTo is guaranteed to do so in all circumstances.

As previously, there is nothing significant to learn from the confidence interval data of Tables A.10 to A.12 (see Appendix A).

To summarize the empirical results reported in this chapter, the LPT algorithm using either actual or ordinal data gives extremely good worst case performance over data drawn from a variety of smooth distributions and for varying problem sizes, for both the makespan and the average completion objectives. Simply because heuristics often produce good results, it was expected in advance of this study that the ordinal LPT algorithm would give good results for makespan, and that the LPT algorithm using actual data would give good results for average completion time. However, it was never anticipated just how surprisingly good these results would be.

From a practical point of view, ordinal data is as good as actual data for minimizing makespan and average completion time with the LPT algorithm for smooth data distributions. On the other hand, unless very unusual data configurations are expected, the special algorithms P(m)
which guarantee good worst case performance for makespan should be bypassed for both objective functions.
Chapter 4: Conclusions and Further Research Directions

This research was motivated by the observation that many real-world optimization problems have to be solved with very incomplete knowledge of the data. Often one is forced to rely on estimates, "guestimates" or even worse. One possible model for such data for certain kinds of problems is the ordinal data model.

For the range of data examined, the P algorithms are, in a practical sense, useless. For the makespan problem, they guarantee theoretical worst case performance to be minimal (m=2.3), close to minimal (m=4), and reasonable (m>4), for smooth data with CV<.58 but they consistently give worst makespan considerably higher than LPTo. Similarly, they give significantly worse average completion time than LPTo.

While larger CV values should be explored, note that the CV's examined are representative of large classes of real data. For example, to match the CV of .577, an exam with an mean mark of 70% would need to have a standard deviation of 40%.

While it was anticipated that the LPTa and LPTo algorithms would yield similar results, the actual closeness of the performance of the two algorithms under varying problem sizes (measured by m and n) and different smooth distributions was quite a surprise. In retrospect, it is possible to get some intuitive idea of what seems to be going on by looking at problems with all times equal to 1, and this technique can be used in planning new experiments. The excellent results of the LPTo algorithm compared with the LPTa algorithm suggest further exploration of even weaker forms of data as the basis for parallel machine scheduling. For example, ordinal data implies prior knowledge of a total ordering of the jobs by processing time. What forms of partial orders would be sufficient to yield good results from "partial-ordinal algorithms"?
The algorithms which guarantee low worst case performance for makespan are really of no practical use for the kind of smooth data distributions which were studied, and it is likely that for most practical problems these algorithms are of little value.

There are several areas for further empirical research. First, the results reported for makespan could be sharpened by implementing more effective lower bounding procedures. Second, the development of algorithms using partial orders. Third, further experiments should be performed using distributions with much higher coefficients of variation. Third, it would be interesting to generalized this work from the parallel identical processor case to the parallel *uniform* processor case, in which the processing time for job i on machine j is given by $h_j a_i$, where $h_j$ is the speed factor for machine j. For the parallel uniform processor case, the assumption would be that the $h_j$'s are known, but the processing time information is only ordinal. Finally, a hybrid version of the parallel uniform processor problem, in which some the $a_i$'s are known precisely, and in addition the ordinal sequence for all $a_i$'s is known, would be worth investigating.
Bibliography


53


[VD] Vizvári, Béla and Demir Ramazan [1992]. "It is difficult to find a difficult problem for the scheduling of identical parallel machines.". Dept. of Industrial Engineering, Bilkent University, Ankara, Turkey.


Appendices

Appendix A: Tabular Results
<table>
<thead>
<tr>
<th>Number of</th>
<th>Algorithm</th>
<th>Uniform (a, b)</th>
<th>Normal (mean, var)</th>
<th>Exponential (λ, shift)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine</td>
<td></td>
<td>U (0, 1)</td>
<td>U (0.5, 0.08333)</td>
<td>N (1.3643, 0.2113)</td>
</tr>
<tr>
<td>2</td>
<td>LPTa</td>
<td>1.00016</td>
<td>0.00016</td>
<td>1.00022</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>1.00103</td>
<td>0.00065</td>
<td>1.00030</td>
</tr>
<tr>
<td></td>
<td>P(2)</td>
<td>1.32042</td>
<td>0.00118</td>
<td>1.31965</td>
</tr>
<tr>
<td>3</td>
<td>LPTa</td>
<td>1.00047</td>
<td>0.00037</td>
<td>1.00018</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>1.00210</td>
<td>0.00131</td>
<td>1.00156</td>
</tr>
<tr>
<td></td>
<td>P(3)</td>
<td>1.19942</td>
<td>0.00167</td>
<td>1.19999</td>
</tr>
<tr>
<td>4</td>
<td>LPTa</td>
<td>1.00076</td>
<td>0.00050</td>
<td>1.00187</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>1.00100</td>
<td>0.00118</td>
<td>1.00093</td>
</tr>
<tr>
<td></td>
<td>P(4)</td>
<td>1.34719</td>
<td>0.00327</td>
<td>1.34642</td>
</tr>
<tr>
<td>5</td>
<td>LPTa</td>
<td>1.00131</td>
<td>0.00086</td>
<td>1.00102</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>1.00186</td>
<td>0.00236</td>
<td>1.00127</td>
</tr>
<tr>
<td></td>
<td>P(5)</td>
<td>1.24795</td>
<td>0.00325</td>
<td>1.24668</td>
</tr>
<tr>
<td>10</td>
<td>LPTa</td>
<td>1.00524</td>
<td>0.00283</td>
<td>1.00502</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>1.01165</td>
<td>0.00564</td>
<td>1.01327</td>
</tr>
<tr>
<td></td>
<td>P(10)</td>
<td>1.31063</td>
<td>0.00577</td>
<td>1.28292</td>
</tr>
</tbody>
</table>

Note: M(x) represents the makespan of the given algorithm x. LB represents the lower bound of makespan problem. The shaded boxes are the cases where the ratio of M(x)/LB for LPTo exceed 1.01.

Table A.1: Mean and Standard Deviation of the Ratio of M(x) / LB

Appendix A: Tabular Results
<table>
<thead>
<tr>
<th>number of machine</th>
<th>algorithm x</th>
<th>Uniform (a, b)</th>
<th>Normal (mean, var)</th>
<th>Exponential (λ, shift)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(U (0, 1))</td>
<td>(N (0.5, 0.08333))</td>
<td>(E (1.3643, 0.2113))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(U (19, 20))</td>
<td>(N (19.5, 0.08333))</td>
<td>(E (1.3643, 19.211))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(U (5, 10))</td>
<td>(N (7.5, 2.08333))</td>
<td>(E (0.9124, 6.6566))</td>
</tr>
<tr>
<td>2</td>
<td>LPTa</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>3</td>
<td>LPTa</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>4</td>
<td>LPTa</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>5</td>
<td>LPTa</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>10</td>
<td>LPTa</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
</tbody>
</table>

Note: C(x) represents the average completion time of a given algorithm x.

Table A.2: Mean and Standard Deviation of the Ratio for C(x)/C(LPTo)

Appendix A: Tabular Results
<table>
<thead>
<tr>
<th>number of machine</th>
<th>algorithm</th>
<th>Uniform (a b)</th>
<th>Normal (mean, var)</th>
<th>Exponential (λ shift)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>U (0 1)</td>
<td>U (9 20)</td>
<td>U (5 10)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95% CI</td>
<td>95% CI</td>
<td>95% CI</td>
</tr>
<tr>
<td>2</td>
<td>LPTa</td>
<td>1.00013</td>
<td>1.00007</td>
<td>1.00005</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>1.00090</td>
<td>1.00082</td>
<td>1.00080</td>
</tr>
<tr>
<td></td>
<td>P(2)</td>
<td>1.31991</td>
<td>1.32000</td>
<td>1.31998</td>
</tr>
<tr>
<td>3</td>
<td>LPTa</td>
<td>1.00034</td>
<td>1.00040</td>
<td>1.00041</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>1.00184</td>
<td>1.00236</td>
<td>1.00191</td>
</tr>
<tr>
<td></td>
<td>P(3)</td>
<td>1.19909</td>
<td>1.19975</td>
<td>1.19986</td>
</tr>
<tr>
<td>4</td>
<td>LPTa</td>
<td>1.00066</td>
<td>1.00082</td>
<td>1.00083</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>1.00323</td>
<td>1.00388</td>
<td>1.00367</td>
</tr>
<tr>
<td></td>
<td>P(4)</td>
<td>1.38654</td>
<td>1.38784</td>
<td>1.38661</td>
</tr>
<tr>
<td>5</td>
<td>LPTa</td>
<td>1.00114</td>
<td>1.00148</td>
<td>1.00144</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>1.00439</td>
<td>1.00553</td>
<td>1.00510</td>
</tr>
<tr>
<td></td>
<td>P(m)</td>
<td>1.24730</td>
<td>1.24859</td>
<td>1.24996</td>
</tr>
<tr>
<td>10</td>
<td>LPTa</td>
<td>1.00468</td>
<td>1.00580</td>
<td>1.00512</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>1.01054</td>
<td>1.01277</td>
<td>1.00327</td>
</tr>
<tr>
<td></td>
<td>P(m)</td>
<td>1.39228</td>
<td>1.31197</td>
<td>1.30024</td>
</tr>
</tbody>
</table>

Note: M(x) represents the makespan of a given algorithm x. LB represents the lower bound of makespan problem.

Table A.3: 95% CI of the Ratio of M(x) / LB

Appendix A: Tabular Results
<table>
<thead>
<tr>
<th>number of machine</th>
<th>algorithm</th>
<th>Uniform (x, b)</th>
<th>Normal (mean, var)</th>
<th>Exponential (λ, shift)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>U (0, 1)</td>
<td>U (19, 20)</td>
<td>U (5, 10)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>95% CI</td>
<td>95% CI</td>
<td>95% CI</td>
</tr>
<tr>
<td>2</td>
<td>LPTa</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td>P(2)</td>
<td>1.10140</td>
<td>1.10164</td>
<td>1.10141</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.10140</td>
<td>1.10164</td>
<td>1.10141</td>
</tr>
<tr>
<td>3</td>
<td>LPTa</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td>P(3)</td>
<td>1.06971</td>
<td>1.06998</td>
<td>1.07233</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.06971</td>
<td>1.06998</td>
<td>1.07233</td>
</tr>
<tr>
<td>4</td>
<td>LPTa</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td>P(4)</td>
<td>1.08368</td>
<td>1.08384</td>
<td>1.08385</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.08368</td>
<td>1.08384</td>
<td>1.08385</td>
</tr>
<tr>
<td>5</td>
<td>LPTa</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td>P(5)</td>
<td>1.07402</td>
<td>1.07445</td>
<td>1.07802</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.07402</td>
<td>1.07445</td>
<td>1.07802</td>
</tr>
<tr>
<td>10</td>
<td>LPTa</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td></td>
<td>P(10)</td>
<td>1.06805</td>
<td>1.06883</td>
<td>1.08157</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.06805</td>
<td>1.06883</td>
<td>1.08157</td>
</tr>
</tbody>
</table>

Note: C(x) represents the average completion time of a given algorithm x.

Table A.4: 95% CI of the Ratio of C(x) / C(LPTa)

Appendix A: Tabular Results
<table>
<thead>
<tr>
<th>number of machines</th>
<th>Uniform (a, b)</th>
<th>Normal (mean, var)</th>
<th>Exponential (θ, shift)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>U (0, 1)</td>
<td>N (0.5, 0.08333)</td>
<td>E(1.3643, 0.2111)</td>
</tr>
<tr>
<td></td>
<td>95% CI</td>
<td>95% CI</td>
<td>95% CI</td>
</tr>
<tr>
<td>2</td>
<td>0.99891</td>
<td>0.99917</td>
<td>0.99991</td>
</tr>
<tr>
<td></td>
<td>0.99995</td>
<td>0.99957</td>
<td>0.99990</td>
</tr>
<tr>
<td>3</td>
<td>0.99806</td>
<td>0.99859</td>
<td>0.99999</td>
</tr>
<tr>
<td></td>
<td>0.99986</td>
<td>1.00001</td>
<td>1.00019</td>
</tr>
<tr>
<td>4</td>
<td>0.99692</td>
<td>0.99736</td>
<td>0.99994</td>
</tr>
<tr>
<td></td>
<td>0.99901</td>
<td>0.99922</td>
<td>0.99984</td>
</tr>
<tr>
<td>5</td>
<td>0.99598</td>
<td>0.99695</td>
<td>0.99993</td>
</tr>
<tr>
<td></td>
<td>0.99870</td>
<td>0.99903</td>
<td>0.99978</td>
</tr>
<tr>
<td>10</td>
<td>0.99253</td>
<td>0.99484</td>
<td>0.99981</td>
</tr>
<tr>
<td></td>
<td>0.99987</td>
<td>0.99831</td>
<td>0.99824</td>
</tr>
</tbody>
</table>

Note: M(LPTa) represents the makespan of algorithm LPTa
M(LPTo) represents the makespan of algorithm LPTo

Table A.5: 95% CI of the Ratio of M(LPTa)/M(LPTo)
<table>
<thead>
<tr>
<th># of machine</th>
<th>algorithm</th>
<th>Uniform (a, b)</th>
<th>Normal (mean, var)</th>
<th>Exponential (λ, shift)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>U (0, 1)</td>
<td>U (19, 20)</td>
<td>U (5, 10)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>stdv</td>
<td>mean</td>
</tr>
<tr>
<td></td>
<td>F(2)</td>
<td>32.9080</td>
<td>1.9790</td>
<td>1286.91</td>
</tr>
<tr>
<td>3</td>
<td>LPTa</td>
<td>16.6246</td>
<td>0.9915</td>
<td>662.616</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>16.6527</td>
<td>0.9909</td>
<td>662.615</td>
</tr>
<tr>
<td>4</td>
<td>LPTa</td>
<td>12.4730</td>
<td>0.7445</td>
<td>487.474</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>12.5073</td>
<td>0.7422</td>
<td>487.507</td>
</tr>
<tr>
<td>5</td>
<td>LPTa</td>
<td>9.98390</td>
<td>0.5963</td>
<td>389.985</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>10.0193</td>
<td>0.5975</td>
<td>390.019</td>
</tr>
<tr>
<td></td>
<td>P(5)</td>
<td>12.4433</td>
<td>0.7469</td>
<td>487.443</td>
</tr>
<tr>
<td>10</td>
<td>LPTa</td>
<td>5.01800</td>
<td>0.3034</td>
<td>195.012</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>5.04330</td>
<td>0.2993</td>
<td>195.043</td>
</tr>
<tr>
<td></td>
<td>P(10)</td>
<td>6.53450</td>
<td>0.4001</td>
<td>253.535</td>
</tr>
</tbody>
</table>

Note: M(x) represents the makespan of a given algorithm x

Table A.6: Mean and Standard Deviation of M(x)

Appendix A: Tabular Results
<table>
<thead>
<tr>
<th># of machine</th>
<th>algorithm</th>
<th>Uniform (a, b)</th>
<th>Normal (mean, var)</th>
<th>Exponential (λ, shift)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>U (0, 1)</td>
<td>U (0.0833)</td>
<td>N (0.5, 0.0833)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>stdev</td>
<td>mean</td>
</tr>
<tr>
<td>2</td>
<td>LPTa</td>
<td>8.5993</td>
<td>0.7555</td>
<td>493.099</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>8.5992</td>
<td>0.7555</td>
<td>493.099</td>
</tr>
<tr>
<td></td>
<td>P(m)</td>
<td>9.4724</td>
<td>0.8312</td>
<td>542.612</td>
</tr>
<tr>
<td>3</td>
<td>LPTa</td>
<td>5.8173</td>
<td>0.5080</td>
<td>332.047</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>5.8173</td>
<td>0.5080</td>
<td>332.047</td>
</tr>
<tr>
<td></td>
<td>P(m)</td>
<td>6.2337</td>
<td>0.5459</td>
<td>357.724</td>
</tr>
<tr>
<td>4</td>
<td>LPTa</td>
<td>4.4268</td>
<td>0.3850</td>
<td>251.427</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>4.4267</td>
<td>0.3850</td>
<td>251.427</td>
</tr>
<tr>
<td></td>
<td>P(m)</td>
<td>4.7982</td>
<td>0.4107</td>
<td>272.508</td>
</tr>
<tr>
<td>5</td>
<td>LPTa</td>
<td>3.5928</td>
<td>0.3109</td>
<td>203.093</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>3.5927</td>
<td>0.3109</td>
<td>203.093</td>
</tr>
<tr>
<td></td>
<td>P(m)</td>
<td>3.8596</td>
<td>0.3361</td>
<td>218.94</td>
</tr>
<tr>
<td>10</td>
<td>LPTa</td>
<td>1.9273</td>
<td>0.1620</td>
<td>106.427</td>
</tr>
<tr>
<td></td>
<td>LPTo</td>
<td>1.9272</td>
<td>0.1620</td>
<td>106.427</td>
</tr>
<tr>
<td></td>
<td>P(m)</td>
<td>2.0392</td>
<td>0.1732</td>
<td>115.109</td>
</tr>
</tbody>
</table>

Note: C(x) represents the average completion time of a given algorithm x

Table A.7: Mean and Standard Deviation of C(x)

Appendix A: Tabular Results
<table>
<thead>
<tr>
<th># machines</th>
<th># jobs</th>
<th>x</th>
<th>mean</th>
<th>stddev</th>
<th>mean</th>
<th>stddev</th>
<th>mean</th>
<th>stddev</th>
<th>mean</th>
<th>stddev</th>
<th>mean</th>
<th>stddev</th>
<th>mean</th>
<th>stddev</th>
<th>mean</th>
<th>stddev</th>
<th>mean</th>
<th>stddev</th>
<th>mean</th>
<th>stddev</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>25</td>
<td></td>
<td></td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td>75</td>
<td></td>
<td>100</td>
<td></td>
<td>125</td>
<td></td>
<td>150</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>LPTc</td>
<td>1.0268</td>
<td>0.00186</td>
<td>1.00026</td>
<td>0.00025</td>
<td>1.00889</td>
<td>0.00075</td>
<td>1.00007</td>
<td>0.00065</td>
<td>1.00535</td>
<td>0.00011</td>
<td>1.00003</td>
<td>0.00003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPTo</td>
<td>1.0283</td>
<td>0.00019</td>
<td>1.00113</td>
<td>0.00091</td>
<td>1.00893</td>
<td>0.00072</td>
<td>1.00036</td>
<td>0.00029</td>
<td>1.00539</td>
<td>0.00034</td>
<td>1.00019</td>
<td>0.00015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>P(2)</td>
<td>1.2797</td>
<td>0.00042</td>
<td>1.31542</td>
<td>0.00107</td>
<td>1.32749</td>
<td>0.00068</td>
<td>1.32005</td>
<td>0.00014</td>
<td>1.32616</td>
<td>0.00028</td>
<td>1.33036</td>
<td>0.00023</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>LPTc</td>
<td>1.0531</td>
<td>0.00036</td>
<td>1.01379</td>
<td>0.00062</td>
<td>1.00029</td>
<td>0.00021</td>
<td>1.01331</td>
<td>0.00037</td>
<td>1.00542</td>
<td>0.00013</td>
<td>1.00098</td>
<td>0.00006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPTo</td>
<td>1.0563</td>
<td>0.00060</td>
<td>1.01540</td>
<td>0.00186</td>
<td>1.00132</td>
<td>0.00079</td>
<td>1.01329</td>
<td>0.00087</td>
<td>1.00562</td>
<td>0.00037</td>
<td>1.00041</td>
<td>0.00027</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>P(3)</td>
<td>1.1976</td>
<td>0.00531</td>
<td>1.19926</td>
<td>0.00156</td>
<td>1.19973</td>
<td>0.00099</td>
<td>1.19981</td>
<td>0.00056</td>
<td>1.19986</td>
<td>0.00038</td>
<td>1.19935</td>
<td>0.00040</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>LPTc</td>
<td>1.0789</td>
<td>0.00583</td>
<td>1.02724</td>
<td>0.00115</td>
<td>1.00935</td>
<td>0.00030</td>
<td>1.00029</td>
<td>0.00017</td>
<td>1.01556</td>
<td>0.00033</td>
<td>1.00895</td>
<td>0.00017</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPTo</td>
<td>1.0840</td>
<td>0.01207</td>
<td>1.02958</td>
<td>0.00299</td>
<td>1.01059</td>
<td>0.00493</td>
<td>1.00117</td>
<td>0.00020</td>
<td>1.01595</td>
<td>0.00091</td>
<td>1.00916</td>
<td>0.00030</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>P(4)</td>
<td>1.2750</td>
<td>0.00715</td>
<td>1.35521</td>
<td>0.00265</td>
<td>1.38179</td>
<td>0.00150</td>
<td>1.39577</td>
<td>0.00498</td>
<td>1.40358</td>
<td>0.00070</td>
<td>1.40893</td>
<td>0.00057</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>LPTc</td>
<td>1.0070</td>
<td>0.00414</td>
<td>1.00183</td>
<td>0.00103</td>
<td>1.00084</td>
<td>0.00048</td>
<td>1.00048</td>
<td>0.00031</td>
<td>1.00029</td>
<td>0.00017</td>
<td>1.00021</td>
<td>0.00012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPTo</td>
<td>1.0142</td>
<td>0.00734</td>
<td>1.00450</td>
<td>0.00189</td>
<td>1.00279</td>
<td>0.00133</td>
<td>1.00162</td>
<td>0.00009</td>
<td>1.00115</td>
<td>0.00060</td>
<td>1.00091</td>
<td>0.00010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>P(5)</td>
<td>1.2046</td>
<td>0.01984</td>
<td>1.12840</td>
<td>0.00037</td>
<td>1.25970</td>
<td>0.00175</td>
<td>1.24932</td>
<td>0.00108</td>
<td>1.24271</td>
<td>0.00076</td>
<td>1.25079</td>
<td>0.00060</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>LPTc</td>
<td>1.3901</td>
<td>0.01250</td>
<td>1.00714</td>
<td>0.00353</td>
<td>1.04622</td>
<td>0.00198</td>
<td>1.00179</td>
<td>0.00097</td>
<td>1.02738</td>
<td>0.00077</td>
<td>1.00677</td>
<td>0.00012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LPTo</td>
<td>1.3783</td>
<td>0.02396</td>
<td>1.01493</td>
<td>0.00733</td>
<td>1.04542</td>
<td>0.00338</td>
<td>1.00387</td>
<td>0.00184</td>
<td>1.02946</td>
<td>0.00170</td>
<td>1.00226</td>
<td>0.00102</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>P(10)</td>
<td>1.3706</td>
<td>0.01807</td>
<td>1.23139</td>
<td>0.00541</td>
<td>1.32266</td>
<td>0.00425</td>
<td>1.30356</td>
<td>0.00229</td>
<td>1.29164</td>
<td>0.00198</td>
<td>1.32908</td>
<td>0.00118</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: M(x) represents the makespan of a given algorithm x
LB represents the lower bound of the makespan problem

Table A.8: Mean and Standard Deviation of the Ratio of M(x)/LB, by # jobs

Appendix A: Tabular Results
<table>
<thead>
<tr>
<th># machines</th>
<th># jobs</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
<th>125</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>mean</td>
<td>mean</td>
<td>mean</td>
<td>mean</td>
<td>mean</td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>stdev</td>
<td>stdev</td>
<td>stdev</td>
<td>stdev</td>
<td>stdev</td>
<td>stdev</td>
</tr>
<tr>
<td>2</td>
<td>LPTa</td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td>F(2)</td>
<td>1.07226</td>
<td>0.00110</td>
<td>1.07689</td>
<td>0.00031</td>
<td>1.10455</td>
<td>0.00028</td>
</tr>
<tr>
<td>3</td>
<td>LPTa</td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td>F(3)</td>
<td>1.06285</td>
<td>0.00091</td>
<td>1.07114</td>
<td>0.00037</td>
<td>1.07441</td>
<td>0.00020</td>
</tr>
<tr>
<td>4</td>
<td>LPTa</td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td>F(4)</td>
<td>1.04332</td>
<td>0.00125</td>
<td>1.06594</td>
<td>0.00061</td>
<td>1.08526</td>
<td>0.00029</td>
</tr>
<tr>
<td>5</td>
<td>LPTa</td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td>F(m)</td>
<td>1.04898</td>
<td>0.00129</td>
<td>1.05548</td>
<td>0.00067</td>
<td>1.06968</td>
<td>0.00035</td>
</tr>
<tr>
<td>10</td>
<td>LPTa</td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td>F(m)</td>
<td>1.04537</td>
<td>0.00101</td>
<td>1.08418</td>
<td>0.00071</td>
<td>1.07836</td>
<td>0.00047</td>
</tr>
</tbody>
</table>

Note: C(x) represents the average completion time of a given algorithm x

**Table A.9 :** Mean and Standard Deviation of the Ratio of C(x)/C(LPTo), by # jobs
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<table>
<thead>
<tr>
<th># of jobs</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
<th>125</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>machine 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P(1)</td>
<td>1.02644</td>
<td>1.02717</td>
<td>1.00021</td>
<td>1.00031</td>
<td>1.00084</td>
<td>1.00094</td>
</tr>
<tr>
<td>P(2)</td>
<td>1.02746</td>
<td>1.02913</td>
<td>1.00095</td>
<td>1.00131</td>
<td>1.00179</td>
<td>1.00187</td>
</tr>
<tr>
<td>P(3)</td>
<td>1.05236</td>
<td>1.05385</td>
<td>1.01367</td>
<td>1.01392</td>
<td>1.01005</td>
<td>1.00093</td>
</tr>
<tr>
<td>P(4)</td>
<td>1.05514</td>
<td>1.05760</td>
<td>1.01553</td>
<td>1.01578</td>
<td>1.01017</td>
<td>1.00140</td>
</tr>
<tr>
<td>P(n)</td>
<td>1.07782</td>
<td>1.08018</td>
<td>1.02702</td>
<td>1.02747</td>
<td>1.00927</td>
<td>1.00943</td>
</tr>
<tr>
<td>P(m)</td>
<td>1.08166</td>
<td>1.08645</td>
<td>1.02898</td>
<td>1.03017</td>
<td>1.01041</td>
<td>1.01078</td>
</tr>
<tr>
<td>P(n)</td>
<td>1.10621</td>
<td>1.00768</td>
<td>1.00163</td>
<td>1.00204</td>
<td>1.00075</td>
<td>1.00094</td>
</tr>
<tr>
<td>P(m)</td>
<td>1.12782</td>
<td>1.01569</td>
<td>1.03932</td>
<td>1.04672</td>
<td>1.00252</td>
<td>1.00305</td>
</tr>
<tr>
<td>P(n)</td>
<td>1.20251</td>
<td>1.20862</td>
<td>1.21211</td>
<td>1.21356</td>
<td>1.23935</td>
<td>1.26009</td>
</tr>
<tr>
<td>P(m)</td>
<td>1.24676</td>
<td>1.15268</td>
<td>1.00614</td>
<td>1.00784</td>
<td>1.04583</td>
<td>1.04661</td>
</tr>
<tr>
<td>P(n)</td>
<td>1.72227</td>
<td>1.18130</td>
<td>1.01360</td>
<td>1.01627</td>
<td>1.04757</td>
<td>1.04709</td>
</tr>
<tr>
<td>P(m)</td>
<td>1.76888</td>
<td>1.17441</td>
<td>1.21972</td>
<td>1.22306</td>
<td>1.32181</td>
<td>1.32350</td>
</tr>
</tbody>
</table>

Note: M(x) represents the makespan of a given algorithm x
LB represents the lower bound of the makespan problem

Table A.10: 95% CI of the Ratio of M(x)/LB, by # jobs
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<table>
<thead>
<tr>
<th># jobs</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
<th>125</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>LPTa</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>P(2)</td>
<td>1.0716</td>
<td>1.0716</td>
<td>1.0716</td>
<td>1.0716</td>
<td>1.0716</td>
</tr>
<tr>
<td>3</td>
<td>LPTa</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>P(3)</td>
<td>1.0616</td>
<td>1.0616</td>
<td>1.0616</td>
<td>1.0616</td>
<td>1.0616</td>
</tr>
<tr>
<td>4</td>
<td>LPTa</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>P(4)</td>
<td>1.0430</td>
<td>1.0430</td>
<td>1.0430</td>
<td>1.0430</td>
<td>1.0430</td>
</tr>
<tr>
<td>5</td>
<td>LPTa</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>P(m)</td>
<td>1.0472</td>
<td>1.0472</td>
<td>1.0472</td>
<td>1.0472</td>
<td>1.0472</td>
</tr>
</tbody>
</table>

Note: C(x) represents the average completion time of a given algorithm x

Table A.11: 95% CI of the Ratio of C(x)/C(LPTo), by # jobs
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<table>
<thead>
<tr>
<th># machines</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
<th>125</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>95% CI</td>
<td>95% CI</td>
<td>95% CI</td>
<td>95% CI</td>
<td>95% CI</td>
<td>95% CI</td>
</tr>
<tr>
<td>2</td>
<td>0.99783</td>
<td>0.99931</td>
<td>0.99931</td>
<td>1.00000</td>
<td>0.99995</td>
<td>1.00000</td>
</tr>
<tr>
<td>3</td>
<td>0.99384</td>
<td>0.99805</td>
<td>0.99822</td>
<td>0.99912</td>
<td>0.99986</td>
<td>1.00019</td>
</tr>
<tr>
<td>4</td>
<td>0.99349</td>
<td>0.99730</td>
<td>0.99829</td>
<td>0.99860</td>
<td>0.99901</td>
<td>0.99922</td>
</tr>
<tr>
<td>5</td>
<td>0.99153</td>
<td>0.99437</td>
<td>0.99714</td>
<td>0.99781</td>
<td>0.99830</td>
<td>0.99903</td>
</tr>
<tr>
<td>10</td>
<td>0.97417</td>
<td>0.98105</td>
<td>0.99119</td>
<td>0.99351</td>
<td>0.99919</td>
<td>1.00041</td>
</tr>
</tbody>
</table>

Note: $M(LPTo)$ represents the makespan of algorithm $LPTo$.
$M(LPTo)$ represents the makespan of algorithm $LPTo$.

Table A.12: 95% CI of the Ratio of $M(LPTo)/M(LPTo)$, by # jobs
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Appendix B: Graphical Results
Note: Distribution U(0,1).

m: number of machines.
M(x): the makespan of algorithm x.

Graph B.1 Makespan M(LPTa), M(LPTo) and M(P(m)) vs. 1/m

Appendix B: Graphical Results
Note: Distribution U(19, 20).

$m$: number of machines.
$M(x)$: the makespan of algorithm $x$.

Graph B.2 Makespan $M(LPT^a)$, $M(LPT^o)$ and $M(P(m))$ vs. $1/m$
Note: Distribution $U(5,10)$.
$m$: number of machines.
$M(x)$: the makespan of algorithm $x$.

Graph B.3 Makespan $M(LPTa), M(LPTo)$ and $M(P(m))$ vs. $1/m$

Appendix B: Graphical Results
Note: Distribution: Normal (5, 10).

m : number of machines.
M(LPTa): the makespan of algorithm LPTa.
LB: the lower bound of the makespan problem.
\( r = \frac{M(P(m))}{LB} \).
numjob: number of jobs.

Graph B.4 The Ratio of \( M(LPTa)/LB \) vs \( 1/m \), by # Jobs

Appendix B: Graphical Results
Note: Distribution: Normal (5, 10).

m : number of machines.
M(LPTo): the makespan of algorithm LPTo.
LB: the lower bound of the makespan problem.
r = M(P(m))/LB.
nunjob: number of jobs.

Graph B.5 The Ratio of M(LPTo)/LB vs. 1/m, by # Jobs
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Appendix B: Graphical Results

Note: Distribution: Normal (5, 10).
\( m \): number of machines.

- \( M(P(m)) \): the makespan of algorithm \( P(m) \).
- \( LB \): the lower bound of the makespan problem.
- \( r = \frac{M(P(m))}{LB} \).
- \( \text{numjob} \): number of jobs.

Graph B.6 The Ratio of \( \frac{M(P(m))}{LB} \) vs. \( \frac{1}{m} \) by # Jobs
Appendix C : Simulation Program

C.1 Program : Problem_generator

{SM 65000.5000.5000
{SN+}
Program problem_generator (input, output):

{ Name : Makeprob.pas;
{ 1. Generating suitable distributed random numbers based on the pseudo-random
 numbers on U(0,1)
 2. Examining different distributions : U=Uniform, N=truncated Normal,
     E=shifted Exponential
 3. Giving the number of machines : num_machines = 2,3,4,5,10;
 4. Calling simulation run.

Variables are:

   number of jobs : num_jobs;
   number of machines : num_machines;
   type of distributions : distype;
   # of repetition : rep;
   LPT of 'LPTp' : ord_lpt;
   LPT of 'LPTu' : act_lpt;
   LPT of 'Ordinal Algorithms' : m_lpt;
   lower bound of makespan problem : lb;
   Distribution parameters : dparm1, dparm2;
   pseudo r.n. generator seed : seed, msx, msy, msz;

All these variables are GLOBAL.

Currently procedure call:
   ordalg42.pas (simulation run)
   curdate.pas (time update)
   whrng1.pas (function to generate a pseudo r.n.)
}

uses DOS, CRT:

const
   maximum_job = 150;  // maximum number of jobs
   maximum_machine = 15;  // maximum number of machines
   maxrep = 250;  // maximum number of replicatin

type
   jary = array [1..maximum_job] of real;
   mary = array [1..maximum_machine] of real;
   mjary= array [1..maximum_machine, 1..maximum_job] of real;
   maryi= array [1..maximum_machine] of integer;

var
   num_jobs, num_machines, rep: integer;
   distype: char;
\{ U = \text{uniform}, N = \text{Normal}, E = \text{Exponential} \} \\
\text{seed} : \text{real}; \\
dp\text{parm}1, dp\text{parm}2 : \text{real}; \\
\{ \text{Uniform } (a, b) : a=dp\text{parm}1, b=dp\text{parm}2 \} \\
\{ \text{Normal } (\mu, \sigma) : \text{mean}=dp\text{parm}1, \text{sdev}=dp\text{parm}2 \} \\
\{ \text{Exponential } (d, \text{shift}) : d=dp\text{parm}1, \text{shift}=dp\text{parm}2 \} \\
ord\_lpt, act\_lpt, m\_lpt, lb: \text{real}; \\
num\_rep: \text{integer}; \quad \{ \text{current }\#\text{ of replications} \} \\
disx, disy, disz: \text{real}; \\
msx, msy, msz: \text{integer}; \quad \{ \text{global seeds} \} \\
status: \text{boolean}; \\
fname, disfname, algfname: \text{string}; \\
\{ \text{file name with NO extension} \} \\
\{ \text{file name of distributed random numbers} = \text{fname} + \text{'.dat'} \} \\
\{ \text{file name of simulation results} = \text{fname} + \text{'.sol'} \} \\
\text{con}, \text{disf}, \text{algf}, \text{indfile: text}; \\
dr, u1, u2, b, s: \text{real}; \\
i, j: \text{integer}; \\
\{ \text{Current program calls following procedures/functions} \} \\
[SI \text{ curdate.pas}] \quad \{ \text{time updated procedure} \} \\
[SI \text{ whrnge.pas}] \quad \{ \text{pseudo r.n. generating function} \} \\
[SI \text{ ordalp.pas}] \quad \{ \text{simulation run} \} \\
\text{var} \\
much\_set: \text{array} [1..10] \text{of integer}; \\
pos: \text{boolean}; \\
means, vars: \text{array} [1..\text{maxrep}] \text{of double}; \\
meanm, meanv, varm, varv: \text{double}; \\
mean, vvar: \text{double}; \quad \{ \text{sample mean and sample standard deviation} \} \\
\{ \text{Main program} \} \\
\text{begin} \\
\text{assign(}\text{con}.\text{'CON'}\text{);} \\
\text{rewrite(}\text{con}\text{);} \\
\text{assign(}\text{input}.\text{'}\text{;}\text{)}; \text{reset(}\text{input}\text{);} \\
\text{assign(}\text{output}.\text{'}\text{;}\text{)}; \text{rewrite(}\text{output}\text{);} \quad \{ \text{needed for I/O redirection} \} \\
\{ \text{initialize} \} \\
\text{for } i=1 \text{ to } \text{maxrep} \text{ do} \\
\text{begin} \\
\text{means}[i] := 0.0; \\
\text{vars}[i] := 0.0; \\
\text{end}; \quad \{ \text{for } \} \\
\text{meanm} := 0.0; \\
\text{meanv} := 0.0; \\
\text{varm} := 0.0; \\
\text{varv} := 0.0; \\
pos := \text{true}; \\
\text{num\_rep} := 1; \quad \{ \text{initialize current replication} \} \\
\{ \text{write information on screen} \} \\
\text{writeln(' - prepare machine job assignment problems')}; \\
\text{Appendix C - 2}
write('Number of Jobs : '); readln(num_jobs);
write('Distribution type : '); readln(disttype);
write('# of Replications : '); readln(rep);
write('Pseudo Random Number Generator Seed : '); readln(seed);
disttype := upcase(disttype);
rsx := round(seed*2);  { initialize global seeds }
rsy := round(seed+10000);
rsz := round(seed+5000);

case disttype of
  'U': begin { uniform }
    writeln('Parameters of Uniform distribution: ');
    while pos do begin
      write('a: '); readln(dparm1);
      write('b: '); readln(dparm2);
      if dparm1 <= dparm2 then pos := false
        else
        writeln('!!! Error input: parameter a >= b');
    end; { while }
    pos := true;
    writeln('Mean and variance: .5*(dparm1+dparm2), ');
    writeln('((dparm2-dparm1)*(dparm2-dparm1)/12.0);'
  end; { uniform }
  'N': begin { truncated Normal }
    writeln('Parameters of Normal distribution: ');
    while pos do begin
      write('mu = '); readln(dparm1);
      write('sigma (not SQUARED) '); readln(dparm2);
      if (dparm1>=0) and (dparm2>=0) then pos := false
        else
        writeln('!!! Error Input: negative input');
    end; { while }
    pos := true;
    writeln('Mean and variance: dparm1, ');
    writeln('dparm2*dparm2);'
  end; { Normal }
  'E': begin { Exponential }
    writeln('Parameters of Exponential distribution: ');
    while pos do begin
      write('b = '); readln(dparm1);
      write('shift = '); readln(dparm2);
      if dparm1 >= 0 then pos := false
        else
        writeln('!!! Error input: Negative input.');
    end; { while }
    pos := true;
    writeln('Mean and variance: ',
    writeln('(dparm1*dparm1*dparm2+1.0)/(dparm1*dparm1), ');
    writeln('1.0/(dparm1*dparm1*dparm1));'
  end; { Exponential }
else begin
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write('Not ready.'); readln;
halt;
end; { else }
end; { case }

write('Filename (NO extension) : '); readln(fname);
disfname := fname + '.dat';
algfname := fname + '.sol';

assign(disf, disfname);
rewrite(disf);
assign(algf, algfname);
rewrite(algf);
{ assign(indfile, 'test.ind');
  rewrite(indfile); }
{ write information to distributed r.n. file }
write(disf, '#');
curdate(disf);
writeln(disf, '# Data file name :
', disfname);
writeln(disf, '# Number of jobs :
', num_jobs);
writeln(disf, '# Total number of replications :
', rep);

writeln(disf, '#');
case distype of
  'U': writeln(disf,'# Uniform distribution');
  'G': writeln(disf,'# Truncated Normal distribution');
  'E': writeln(disf,'# Shifted Exponential distribution');
  else begin
    writeln('Failure -- what distribution ?');
    readln; halt;
  end;
end; { case }

case distype of
  { Generate suitable distributed random numbers }
  'U': begin
    { Uniform }
    writeln(disf, '# a = ', dparm1:10:5, ' b = ', dparm2:10:5);
    writeln(disf, '#');
    for num_rep := 1 to rep do
      begin
        writeln(disf, '# Replicate
');
        writeln(disf, num_rep:7);
        mean := 0.0;
vvar := 0.0;
        for i:=1 to num_jobs do
          begin
            { transform a pseudo-random number to a Uniform r.n. on (a,b) }
dr := dparm1+(dparm2-dparm1) * wrnd;
            writeln(disf, dr:8.6, ' ');{ for }
            if 8*int(i div 8) = i then writeln(disf);
            mean:=mean+dr; vvar:=vvar+dr*dr;
          end;{ for }
        if 8*int(i div 8) <> i then writeln(disf);
        writeln(disf, '# end of replicate');
          { calculate sample mean for each replication }
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mean:=mean/num_jobs;
   { calculate sample standard deviation for each replication }
vvar=(vvar-num_jobs*mean*mean)/(num_jobs-1);
means[num_rep]:=mean; var[num_rep]:=vvar;
end: { for }
end: { case U }
'N': begin { Normal }
   writeln(dist, '# mu = ',parm1:10:5,' sigma = ',parm2:10:5);
   writeln(dist, '#');
   for num_rep := 1 to rep do begin
      writeln(dist, '# Replicate');
      writeln(dist, num_rep:7);
      j := 0;
      s := 1.0;
      mean := 0.0;
      vvar := 0.0;
      for i:=1 to num_jobs do begin
         repeat
            if j = 1 then begin
               dr := b*u2;  { generate a standard Normal r.n. }
               j := 0;
            end
            else begin
               begin { j=0 }
               repeat
                  u1 := 2.0*whmd-1.0;
                  u2 := 2.0*whmd-1.0;
                  s := u1*u1 + u2*u2;
                  until s<1.0;
                  b := sqrt(-2.0*ln(s)/s);
                  dr := b*u1;  { generate a standard normal r.n. }
                  j := 1;
               end: { else }
               {transform a standard normal r.n to a general normal r.n.}
               dr := dparm1 + dr*dparm2;
               if dr<0 then j:=0;
               until dr>=0;  { truncated if r.n. < 0 }
               write(dist, dr:8:6, ' ');
               if 8*int(i div 8) = i then writeln(dist);
               mean:=mean+dr; vvar:=vvar+dr*dr;
            end: { for }
            if 8*int(i div 8) <> i then writeln(dist);
            writeln(dist, '# end of replicate');
            { calculate sample mean for each replication }
            mean:=mean/num_jobs;
            { calculate sample standard deviation for each replication }
            vvar=(vvar-num_jobs*mean*mean)/(num_jobs-1);
            means[num_rep]:=mean; var[num_rep]:=vvar;
         end: { for }
      end: { case N }
'E': begin { Exponential }
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writeln(disf,'# d = .dparm1:10.5,  \ shift = \ .dparm2:10.5);
writeln(disf,'#');
for num_rep :=1 to rep do
 begin
 writeln(disf,'# Replicate');
 writeln(disf,num_rep:7);
 mean := 0.0;
 vvar := 0.0;
 for i:=1 to num_jobs do
 begin
 { transform a pseudo r.n. to a shifted exponential r.n. }
 dr := dparm2+ln(1.0/(1.0-whrnd))/(dparm1*dparm1);
 write(disf,dr:8:6,'*');
 if 8*int(i div 8) = i then writeln(disf):
 mean:=mean+dr; vvar:=vvar+dr*dr;
 end; { for }
 if 8*int(i div 8) <> i then writeln(disf):
 writeln(disf,'# end of replicate');
 { calculate sample mean for each replication }
 mean:=mean/num_jobs;
 { calculate sample standard deviation for each replication }
 vvar:=(vvar-num_jobs*mean*mean)/((num_jobs-1));
 mean[num_rep]:=mean; vvar[num_rep]:=vvar;
 end; { for }
 end; { case E }
 end; { case}
writeln(disf,'# display and compute means and variances');
for i:=1 to rep do
 begin
 writeln(disf,'# i4,  \ means[i]:10.6,  \ vars[i]:10.6);
 meanm := meanm+means[i];
 varm := varm+means[i]*means[i];
 meanv := meanv+vars[i];
 varv := varv+vars[i]*vars[i];
 end;
 meanm:=meanm/rep;
 meanv:=meanv/rep;
 varm:=(varm-rep*meanm*meanm)/(rep-1);
 varv:=(varv-rep*meanv*meanv)/(rep-1);
 writeln(disf,'# MEANS - mean=',meanm:10.6,'  variance=',varv:10.6);
 writeln(disf,'# VARIANCES - mean=',meanv:10.6,'  variance=',varv:10.6);

{ set up num_machines = 2, 3, 4, 5, 10 }
mach_set[1] := 2;
mach_set[2] := 3;
mach_set[5] := 10;
for i:=1 to 6 do
 begin
 num_machines := mach_set[i];
 if num_machines <> -1 then
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ordalg(i, disf, algf, algfname); { call simulation run }
end; { for }

{ Minitab command to input the }
{ sample means and sample stdevs for replications }
writeln(algf, 'read c36 c37');
for i:=1 to rep do
  writeln(algf, means[i]:10:6,".vars[i]:10:6.");
  writeln(algf, 'end');
  writeln(algf, 'name c36 .chr(39).fname.means.chr(39).
    c37 .chr(39).fname.vars.chr(39)');
writeln(algf,'SAVE .chr(39).fname.chr(39)');

flush(disf);
close(disf);
flush(algf);
close(algf);
{ flush(indfile);
close(indfile);
}
end. {problem_generator}
C.2 Procedure: Ordalg
-- Simulation Run

Procedure ordalg (num_run: integer;
                var indata, df: text; dfname: string):;

{ Program Name: ordalg.pas }
{ Parameters passed in }
    num_run : current # of simulation run;
    indata  : data file with distributed random numbers
    df, dfname : file for simulation results

Notation of algorithms:
    LPTa: LPT algorithm using actual data for all m:
    LPTo: LPT algorithm using ordinal data for all m:
    P(2) : ordinal algorithm when m=2:
    P(3) : ordinal algorithm when m=3:
    P(4) : ordinal algorithm when m=4:
    P(m) : ordinal algorithm when m>=5:

1. Calculate the makespan of LPTa, LPTo and P(m)
2. Calculate the Average Completion Time of jobs of LPTa, LPTo and P(m)
3. Calculate the lower bound of makespan problem.

Functions and Procedures:

Function unbusy (iary : jury) : integer;
    --> Find the smallest value in an array and
    RETURN the corresponding array index of that element
Function busy (iarr : jury) : integer;
    --> Find the largest value in an array and
    RETURN the corresponding array index of that element
Function largest (iary : jury) : real;
    --> Find the largest value in an array and RETURN it.
Function lowerb (nm, nj : integer; iary : jury) : real:
    --> Calculate the lower bound of makespan problem.

Procedure sort --> Sort input data from large to small;
Procedure lpta --> LPT for actual data on any number of machines,
                   perform algorithm LPTa;
Procedure lpt0 --> LPT for ordinal data on any number of machines,
                   perform algorithm lpto;
Procedure ord_two_proc --> Ordinal algorithm with 2 machines,
                        perform algorithm P(2);
Procedure ord_three_proc --> Ordinal algorithm with 3 machines,
                        perform algorithm P(3);
Procedure ord_four_proc --> Ordinal algorithm with 4 machines,
                        perform algorithm P(4);
Procedure ord_any_proc --> Ordinal algorithm with m (m>4) machines,
                        machines, perform algorithm P(m);
Procedure DataEvt --> Given the input information, eg. number of
                   machines and data file, display the job assignment
                   on machines to a file.
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}{ call procedure for time update }
{SI cardate.pas}

{------------------------------------------------------------------
 Function  istr : convert a value to a string 
------------------------------------------------------------------}

function istr(myint: integer): string;
var
  mys: string;
begin
  str(myint, mys);
  istr := mys;
end; { istr  }

{------------------------------------------------------------------
 Procedure : sort
 Sort input data from large to small
 Sort an array using the 'Quicksort' algorithm (recursive form)

 The source code is from: Program SortDemo.
 Author: Richard R. Rebouche
------------------------------------------------------------------}

Procedure Sort (var A : jary; L, R : Integer);

Var
  I, J : Integer;
  X, temp : real;

Begin
  I := L;  J := R;
  X := A[trunc((L+R) Div 2)];
  Repeat
    While A[I] > X do
      I := I + 1;
    {  While X > A[I] do 
      J := J - 1;
      If I <= J then
      Begin
        temp := A[I];  {  swich A[i] and A[j]  }
        A[J] := temp;
        I := I+1;  J := J-1;
      End;  {  if  }
      Until I > J;
      If L < J Then
      Sort (A, L, J);
      If I < R Then
      Sort (A, I, R);
    End;  {  sort  }
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procedure quicksort (Var A : iary):
Begin
Sort (A, 1, num_jobs);
End;  { quicksort }

Function : unbusy
Find the smallest value in an array and RETURN the corresponding array index if the value of two array tie,
then return the smaller index

Function unbusy ( iary : mary ) : integer;

var
temp : real;
i : integer;
begin
unbusy := 1;
temp := iary[i];
for i:=2 to num_machines do
  if temp > iary[i] then
    begin
      temp := iary[i];
      unbusy := i;
    end;  { if }
end;  { function unbusy }

Function : busy
Find the largest value in an array and RETURN the corresponding array index if the value of two array tie,
then return the smaller index

Function busy ( iarr : mary ) : integer;

var
i,j : integer;
begin
j := 1;
for i:=2 to num_machines do
  if iarr[j] < iarr[i] then j := i;
bust := j;
end;  { function busy }

Function : largest
Find the largest value in an array and RETURN it.

Function largest ( iary : mary ) : real:

var
temp : real:
i : integer;
begin
  temp := iary[1];
  for i:=2 to num_machines do
    if temp < iary[i] then temp := iary[i];
  largest := temp;
end; { function largest }

{--------------------------------------------------------------------------}
Function : lowerb
Find the Lower Bound of makespan problem for m parallel machines
{--------------------------------------------------------------------------}
Function lowerb ( nj, nm: integer; iary, jary : real; )
{ nj: number of jobs;
  nm: number of machines;
  iary: input array;
}

var
  lowb: array [1..3] of real;
  temp: real;
  i: integer;
begin
  if nj<=nm then
    for i:=nj+1 to nm+1 do
      iary[i] := 0;
  lowb[1] := iary[1];
  lowb[3] := 0;
  for i:=1 to nj do
  (* lower bound = MAX { a(1), a(m)+a(m+1), sum(a(i))/num_jobs } *)
  else temp := lowb[2];
  if lowb[3] > temp then temp := lowb[3];
  lowerb := temp;
end; { lowerb }

(*
{--------------------------------------------------------------------------}
Procedure : job_assign
write down the job assignment on each machines
{--------------------------------------------------------------------------}
Procedure job_assign ( im, mjary:
  nj_meh : maryi;
  tm : mary;
  ac : real );

{ parameters im[i,j] : j-th job on machine i
  nj_meh[i]: # of jobs on machine i
  tm[i] : total time on machine i
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ac : average completion time

var
i, j : integer;
begin
writeln(indfile);
writeln(indfile, '**********************************************');
cundate(indfile);
writeln(indfile, 'File Name : ', test.ind);
writeln(indfile, 'Number of machines : ', num_machines);
writeln(indfile, 'Number of jobs : ', num_jobs);
writeln(indfile, 'Data distribution : ', disstype);
writeln(indfile, 'Number of replications : ', rep.'
');
writeln(indfile, 'Current number of rep. : ', num_rep);
writeln(indfile, '--------------------------');
for i=1 to num_machines do
begin
writeln(indfile, 'Jobs on machine : ', i);
for j=1 to nj_mach[i] do
begin
write(indfile, in[i,j]:9:4,' ');"; if 8*int(j div 8) = j then writeln(indfile);
end; { for j }
if 8*int(j div 8) <> j then writeln(indfile);
writeln(indfile, 'Total Machine Time : ', tm[i]:10:4);
writeln(indfile);
end; { for i }
writeln(indfile, 'Average Completion Time : ', ac:10:4);
writeln(indfile, '--------------------------');
writeln(indfile);
end; { procedure }
*

---------------------------------------------------------------
Procedure : LPTa
LPT algorithm for actual data to assign n jobs to m machines,
return the longest processing time on machines and
the longest processing time.
---------------------------------------------------------------
Procedure lpta ( nm, nj : integer;
in_data : jury;
var lt, act: real);

{ variable nm : number_of_machines
nj : number_of_jobs
in_data : sorted processing time of jobs
lt : longest processing time
act: average completion time
}
var
    i, j, q, t : integer;
    mt : matrix;
    numj_mt : matrix;
    total_mt : matrix;

begin
    for i:=1 to nm do { initialize mt, numj_mt and total_mt }
        begin
            for j:=1 to nj do
                mt[i,j] := 0.0;
                numj_mt[i] := 0;
                total_mt[i] := 0.0;
            end; { init }
            act := 0.0;
        end; { if }
        if nm >= nj then  { number of machines >= number of jobs }
            begin { 1 job goes to each machine }
                for i:=1 to nj do
                    begin
                        numj_mt[i] := 1;
                        mt[i,1] := in_data[i];
                        total_mt[i] := total_mt[i] + in_data[i];
                    end; { for }
            end; { if }
        end; { if }
        if nm < nj then  { number of machines < number of jobs }
            begin
                for i:=1 to nm do  { first nm out of nj jobs assigned to each machines, the longest one gose first }
                    begin
                        numj_mt[i] := 1;
                        mt[i,1] := in_data[i];
                        total_mt[i] := in_data[i];
                    end; { for }
                for j:=num+1 to nj do  { assign the rest of nj jobs }
                    begin
                        q := unbusy( total_mt );
                        numj_mt[q] := numj_mt[q] + 1;
                        total_mt[q] := total_mt[q] + in_data[j];
                    end; { for j }
            end; { if }
    for i:=1 to nm do  { find the average completion time }
        for j:=1 to numj_mt[i] do
            act := act + j*mt[i,j];
        act := act/nj;
        It := largest (total_mt);  { find the longest processing time }

(*
job_assign( mt, numj_mt, total_mt, act):
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write ln(indfil e; 'e' e' End of LPT Actual Algorithm e' e'; :50);
write ln(indfile):
*)
end: { procedure a1_act }

-------------------------------------------------------------------------------
A1 procedure: LPT algorithm for ordinal data to assign n jobs to m machines, return the total processing time on each machines and the longest processing time.

<table>
<thead>
<tr>
<th>machines</th>
<th>jobs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 8 9 16</td>
</tr>
<tr>
<td>2 (i)</td>
<td>2 7 10 15</td>
</tr>
<tr>
<td>3</td>
<td>3 6 11 14</td>
</tr>
<tr>
<td>4</td>
<td>4 5 12 13</td>
</tr>
</tbody>
</table>

(j) (q)

-------------------------------------------------------------------------------

Procedure a1_ord ( nm, nj : integer;
in_data : jury;
var lt, act: real):

{
variable nm : number_of_machines
nj : number_of_jobs
in_data : sorted processing time of each job
lt : longest processing time
act: average completion time
}

var
i, j, q, k : integer;
mt : jury;
numj_mt : mary;
total_mt : mary:

begin
for i:=1 to nm do { initialize mt, numj_mt and total_mt }
begin
for j:=1 to nj do
mt[i,j]:= 0.0;
numj_mt[i] := 0;
total_mt[i] := 0.0;
end; { ini }
act := 0.0;
if nm >= nj then { number of machines >= number of jobs }
begin { 1 job goes to each machine }
for i:=1 to nj do
begin
numj_mt[i] := 1;
mt[i,1] := in_data[i];
end; { for }
end; { if }
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if nm < nj then  \{ number of machines < number of jobs \}
begin
for i := 1 to nm do
begin
k := 0;  \{ cycle of 2*nm \}
j := i+2*nm*k;  \{ first half of cycle \}
q := 2*nm+1-i+2*nm*k;  \{ second half of cycle \}
end;  \{ while \}
k := 0;
while q < nj do  \{ assign second half of cycle \}
begin
numj_m[t][i] := numj_m[t][i] + 1;
mt[i, 2*k+1] := in_data[j];  \{ track the time on each machines \}
k := k+1;
q := 2*nm+1-i+2*nm*k;
end;  \{ while \}
end;  \{ for \}
end;  \{ if \}

for i := 1 to nm do
begin
    for j := 1 to nj do
    begin
        total_m[t] := total_m[t] + mt[i,j];
        act := act + j*mt[i,j];
    end;  \{ for j \}
end;  \{ for i \}
act := act/nj;
l := largest(total_m);
(*
job_assign(mt, numj_m, total_m, act);
writeln(indfile, '@@@ End of LPT Ordinal Algorithm '-50);
writeln(indfile);
*)
end;  \{ procedure a1_ord \}

A2 procedure : Algorithm for ordinal data to assign n jobs to 2 machines. return the total processing time on each machines and the logest processing time.

<table>
<thead>
<tr>
<th>machines</th>
<th>jobs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 4 7</td>
</tr>
<tr>
<td>2</td>
<td>2 3 5 6 8 9</td>
</tr>
</tbody>
</table>
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Procedure ord_two_proc(nj: integer;
in_data: jury;
var lt, act: real);
{
variable nj: number_of_jobs
  in_data: sorted processing time of each job
  lt: longest processing time
  act: average completion time
}

var
d1, d2, d3, i, j: integer;
mt: mjury;
numj, mt: marya;
total, mt: marya;
route: boolean:

begin
  for i:=1 to 2 do { initialize mt, numj, mt and total, mt }
  begin
    for j:=1 to nj do
      mt[i, j] := 0.0;
      numj, mt[i] := 0;
      total, mt[i] := 0.0;
    end; { ini }
    act := 0.0;
    i := 0; { cycle } { initialize }
    route := true;
    while route do
    begin
      d1 := 3*i+1;
      d2 := 3*i+2;
      d3 := 3*i+3;
      if d1<=nj then
      begin
        mt[1, numj, mt[1]] := in_data[d1];
      end; { if }
      else route := false;
      if d2<=nj then
      begin
        mt[2, numj, mt[2]] := in_data[d2];
      end; { if }
      else route := false;
      if d3<=nj then
      begin
        mt[2, numj, mt[2]] := in_data[d3];
      end; { if }
      else route := false;
      i:=i+1;
    end;
  end;
end.
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end; { while }

for i:=1 to 2 do
begin
  for j:=1 to numj_mt[i] do
  begin
    total_mt[i] := total_mt[i] + mt[i, j];
    act := act + j*m[i, j];
  end; { for j }
end; { for i }
act := act/nj;
else lt:=total_mt[2];

(*
  job_assign(mt, numj_mt, total_mt, act);
  writeln(indfile, '@@ End of Ordinal Algorithm for 2 machine :50);
  writeln(indfile);
 *)
end; { A2 }

A3 procedure : Algorithm for ordinal data to assign n jobs to
  3 machines, return the total processing time on each
  machines and the logest processing time.

<table>
<thead>
<tr>
<th>machines</th>
<th>jobs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
</tr>
</tbody>
</table>

Procedure ord_three_proc ( nj : integer;
  in_data : jury;
  var lt, act : real);

var
  d1, d2, d3, d4, d5, i, j : integer;
  route : boolean;
  mt : jury;
  numj_mt : jury;
  total_mt : jury;

begin
  for i:=1 to 3 do  { initialize mt, numj_mt and total_mt, nm=3 }
  begin
    for j:=1 to nj do
      mt[i, j]:= 0.0;
      numj_mt[i] := 0;
      total_mt[i]:= 0.0;
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end; { ini }
act := 0.0;

if num_machines >= nj then { number of machines >= number of jobs }
begin { 1 job goes to each machine }
for i:=1 to nj do
begin
    numj mê[i] := 1;
    m[i,11] := in_data[i];
end; { for }
end; { if }

if num_machines < nj then { number of machines < number of jobs }
begin
i := 1;
route := true;

while route do
begin
    while ( i<=nj ) and ( i<=5 ) do
begin { assign first 5 jobs or less }
    case i of
    1 : begin
        m[1,numj mê[1]] := in_data[i];
    end; { case 1 }
    2, 5 : begin
        m[2,numj mê[2]] := in_data[i];
    end; { case 2,5 }
    3, 4 : begin
        m[3,numj mê[3]] := in_data[i];
    end; { case 3,4 }
    end; { case }
i := i+1;
    { stop if less then 5 jobs or the next job is 6th }
    if (i>=nj) or (i>5) then route:=false;
end; { while }
end; { while 'route' }

if i<=nj then { assign jobs start from 6th }
begin
    route := true;
i:=1:

    while route do
begin
d1 := 5*i+1;
d2 := 5*i+2;
d3 := 5*i+3;
d4 := 5*i+4;
d5 := 5*i+5;
if d1<=nj then
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begin
  numj_m[t]\[1\] := numj_m[t]\[1\] + 1;
  m[t, numj_m[t]\[1\]] := in\_data[d1];
end \{ if \}
c else route := false;
c if d2<=nj then
begin
  numj_m[t]\[3\] := numj_m[t]\[3\] + 1;
  m[t, numj_m[t]\[3\]] := in\_data[d2];
end \{ if \}
c else route := false;
c if d3<=nj then
begin
  numj_m[t]\[2\] := numj_m[t]\[2\] + 1;
  m[t, numj_m[t]\[2\]] := in\_data[d3];
end \{ if \}
c else route := false;
c if d4<=nj then
begin
  numj_m[t]\[3\] := numj_m[t]\[3\] + 1;
  m[t, numj_m[t]\[3\]] := in\_data[d4];
end \{ if \}
c else route := false;
c if d5<=nj then
begin
  numj_m[t]\[2\] := numj_m[t]\[2\] + 1;
  m[t, numj_m[t]\[2\]] := in\_data[d5];
end \{ if \}
c else route := false;
i := i+1;
cend\;\{ while \}
cend\;\{ if \}
cend\;\{ if \}
cfor i = 1 to 3
dbegin
  for j = 1 to numj_m[t][i] do
dbegin
total_m[t][i] := total_m[t][i] + m[t][i,j];
  act := act + j*m[t][i,j];
dend\{ for j \}
dend\{ for i \}
act := act/nj;
lt := largest( total_m );

(*
  job\_assign(m, numj_m, total_m, act);
  writeln(infile, '@@@ End of Ordinal Algorithm for 3 machine '@50):
  writeln(infile);
*)
cend\{ A3 \}

{-------------------------------------------------------------}
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A4 procedure : Algorithm for ordinal data to assign n jobs to 4 machines, return the total processing time on each machines and the logest processing time.

<table>
<thead>
<tr>
<th>machines</th>
<th>jobs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 8 15 22 29</td>
</tr>
<tr>
<td>2</td>
<td>2 7 11 16 21 25 30 35</td>
</tr>
<tr>
<td>3</td>
<td>3 6 9 12 14 18 20 23 26 28 32 34</td>
</tr>
<tr>
<td>4</td>
<td>4 5 10 15 17 19 24 27 31 33</td>
</tr>
</tbody>
</table>

```
Procedure ord_four_proc ( nj : integer; 
in_data : jary; 
var lt, act: real);

var nj : number_of_jobs;
in_data : sorted processing time of each job;
lt : longest processing time;
act : average completion time;

var d1, d2, d3, d4, d5, d6, d7, i, j, m, x, t : integer;
route : boolean;
mt : mjary;
umj_mt : muryj;
total_mt: maryj;

begin
for i:=1 to 4 do 
{ initialize mt, numj_mt and total_mt, nm=4 }
begin
for j:=1 to nj do
  mt[i,j] := 0.0;
  numj_mt[i] := 0;
  total_mt[i] := 0.0;
end; { ini }
act := 0.0;

if num_machines >= nj then
begin 
{ 1 job gose to each machine }
for i:=1 to nj do
begin
  numj_mt[i] := 1;
  mt[i,1] := in_data[i];
end; { for }
end; { if }
else 
{ number of machines < number of jobs }
begin
i := 1;
route := true;

while route do
begin
  while ( i<=nj ) and ( i<=7 ) do
```
begin  { assign first 7 jobs or less }
case i of
  1 : begin
    mt[1,numj_mt[1]] := in_data[i];
  end;  { case 1 }
  2, 7 : begin
    mt[2,numj_mt[2]] := in_data[i];
  end;  { case 2,7 }
  3, 6 : begin
    mt[3,numj_mt[3]] := in_data[i];
  end;  { case 3,6 }
  4, 5 : begin
    mt[4,numj_mt[4]] := in_data[i];
  end;  { case 4,5 }
end;  { case }
i := i+1;
if (i>nj) or (i>7) then route:=false;
   { stop if less than 7 jobs or next job is 8th }
end;  { while }
end;  { while 'route' }

if i<=nj then  { assign the rest of jobs start from 8th }
begin
  route := true;
i:=1;
s:=0;
t:=0;
while route do
begin
  d1 := 7*i+1;
  d2 := 7*i+2;
  d3 := 7*i+3;
  d4 := 7*i+4;
  d5 := 7*i+5;
  d6 := 7*i+6;
  d7 := 7*i+7;
  m := i mod 2;
  case m of
      0 : begin
        t := t+1;
        if d1<=nj then  { assign a job to machine 1 }
        begin
          numjMt[1] := numjMt[1] + 1;
          mt[1, i+1]:= in_data[d1];
        end  { if } 
        else route := false;
        if d2<=nj then  { assign a job to machine 2 }
        begin
        end
      end
end
}
\[ m[t+1][i+i+1] := in_data[d1]; \]
end \{ if \}
else route := false;

if d2 <= nj then \{ assign a job to machine 1 \}
begin
\[ nmt[1][i+1] := nmt[1][1+1]; \]
m[1, i+1] := in_data[d1];
end \{ if \}
else route := false;

if d3 <= nj then \{ assign a job to machine 2 \}
begin
\[ nmt[2][i+i+1] := nmt[2][1+1]; \]
m[2, i+i+1] := in_data[d1];
end \{ if \}
else route := false;

if d4 <= nj then \{ assign a job to machine 3 \}
begin
\[ nmt[3][i+1] := nmt[3][1+1]; \]
m[3, i+1] := in_data[d1];
end \{ if \}
else route := false;

if d5 <= nj then \{ assign a job to machine 4 \}
begin
\[ nmt[4][i+i+1] := nmt[4][1+1]; \]
m[4, i+i+1] := in_data[d1];
end \{ if \}
else route := false;

if d6 <= nj then \{ assign a job to machine 3 \}
begin
\[ nmt[3][i+i+1] := nmt[3][1+1]; \]
m[3, i+i+1] := in_data[d1];
end \{ if \}
else route := false;

if d7 <= nj then \{ assign a job to machine 2 \}
begin
\[ nmt[2][i+i+1] := nmt[2][1+1]; \]
m[2, i+i+1] := in_data[d1];
end \{ if \}
else route := false;
in:=i+1;
end; \{ case 'O' \}

1 : begin
s := s+1;
if d1 <= nj then \{ assign a job to machine 1 \}
begin
\[ nmt[1][i+1] := nmt[1][1+1]; \]
m[1, i+1] := in_data[d1];
end \{ if \}
else route := false;

if d2 <= nj then \{ assign a job to machine 3 \}
begin
\[ nmt[3][i+i+1] := nmt[3][1+1]; \]
m[3, i+i+1] := in_data[d1];
end \{ if \}
else route := false;

if d3 <= nj then \{ assign a job to machine 4 \}
begin
\[ nmt[4][i+i+1] := nmt[4][1+1]; \]
m[4, i+i+1] := in_data[d1];
end \{ if \}
else route := false;
end { if }
else route := false;
if d4<=nj then { assign a job to machine 2 }
begin
  mt[2, s+i+1] := in_data[d4];
end { if }
else route := false;
if d5<=nj then { assign a job to machine 3 }
begin
  mt[3, 3*s+i+1] := in_data[d5];
end { if }
else route := false;
if d6<=nj then { assign a job to machine 4 }
begin
  mt[4, 2*s+i+2] := in_data[d6];
end { if }
else route := false;
if d7<=nj then { assign a job to machine 3 }
begin
  mt[3, 3*s+i+1] := in_data[d7];
end { if }
else route := false;
i := i + 1;
end; { case 'T' }
end; { case }
end; { while }
end; { if }
end; { else }

for i = 1 to 4 do
begin
  for j = 1 to numj_m[i] do
begin
    total_mt[i] := total_mt[i] + mt[i, j];
    act := act + j*mt[i, j];
  end; { for j }
end; { for i }

act := act/nj;
lt := largest ( total_mt );

(*
  job_assign(mt, numj_m, total_mt, act);
  writeln(indfile, ' @@ End of Ordinal Algorithm for 4 machine <=50):
  writeln(indfile);
*)
end; { A4 }

{-----------------------------------------------}
A5 procedure : Algorithm for ordinal data to assign n jobs to m (m>4) machines, return the total processing time
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on each machine and the longest processing time.

<table>
<thead>
<tr>
<th>machines</th>
<th>jobs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>2 (t=3)</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5 (r=4)</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

---

Procedure ord_any_proc (nm, nj : integer;
  in_data : jary;
  var lt, act : real);

{ variable nm : number_of_machines
  nj : number_of_jobs
  in_data : sorted processing time of each job
  lt : longest processing time
  act : average completion time
}

var
k, r, t, q, i, j : integer;
mj : mjary;
nunj_mt : maryi;
total_mt : mary;

begin
  k := 0;
  if (nm mod 2) = 0 then
    r := round(nm/2)
  else
    r := round(nm/2)+1:
  t := trunc(nm/2);
  for i:=1 to nm do  { initialize mt,unj_mt and total_mt }
    begin
    for j:=1 to nj do
      m[i,j]:=0.0;
      numj_mt[i] := 0;
      total_mt[i]:=0.0;
    end;  { ini }
  act := 0.0;

  if nm>=nj then  { number of machines >= number of jobs }
    begin  { 1 job goes to each machine }
      for i:=1 to nj do
        begin
          numj_mt[i] := 1;
          m[i,1]:=in_data[i];
        end;  { for }
    end;  { if }
  if nm < nj then  { number of machines < number of jobs }
    begin
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for i:=1 to nm do { assign first nm jobs to each machine }
begin
    numj_m[i] := numj_m[i] + i;
    m[i,numj_m[i]] := in_data[i];
end; { for }
for i:=1 to t do { assign rest of jobs (nj-nm) }
begin { assign jobs to first round(nm/2) machines }
    q := (2*nm+1-i) + k*(nm+r);
    while q<= nj do
        begin
            numj_m[i] := numj_m[i] + i;
            m[i,k+2] := in_data[q];
            k := k+1;
            q := (2*nm+1-i) + k*(nm+r);
        end; { while }
k:=0;
end; { for }

k := 0;
for i:=t+1 to nm do { assign jobs to the rest of machines }
begin
    q := (2*nm+1-i) + k*(nm+r);
    j := (3*nm+1-i) + k*(nm+r);
    while q<nj do
        begin
            numj_m[i] := numj_m[i] + i;
            m[i,2*k+2] := in_data[q];
            k := k+1;
            q := (2*nm+1-i) + k*(nm+r);
        end; { while }
k := 0;
while j<nj do
begin
    numj_m[i] := numj_m[i] + i;
    m[i,2*k+3] := in_data[j];
    k := k+1;
    j := (3*nm+1-i) + k*(nm+r);
end; { while }
k:=0;
end; { for }
end; { else }

for i:=1 to nm do
begin
    for j:=1 to numj_m[i] do
        begin
            total_m[i] := total_m[i] + m[i,j];
            act := act + j*m[i,j];
        end; { for j }
end; { for i }
act := act/nj;
It := largest( total_m );
(*
  job_assign(mt, numj_m, total_m, act);
  writeln(indfile, '&e' & End of Ordinal Algorithm for m machine.'.50);
  writeln(indfile);
*)
end: { AS procedure }

{===============================================================================
{  Main Part }

var
  i, j, n, m : integer;
  al : real; { a[t] }
  opl, alp, mlp, lob: real;
  o_act, a_act, m_act: real;
  in_data : jery;
  iscomd : char;
  firstd : string;
  code : integer;
  ministr, ts: string;
  nmach : char;

begin

  reset(indata);
  num_rep:=0;
  al := 0;
  write(df, '# '):
  curdate(df):
  writeln(df, '# File Name: ', dfname);
  writeln(df, '# Number of jobs: ', num_jobs);
  writeln(df, '# Number of machines: ', num_machines);
  writeln(df, '# Seed: ', seed:10:4);
  writeln(df, '# Distribution: ', disttype);
  writeln(df, '# Parameters: ', dparm1:8:2, dparm2:8:2, dparm3:8:2);
  writeln(df);

  case disttype of
    'U','G','E': begin
    writeln(df, '#', 'LPTa':10,'LPTo':10,'LPTm':10,
    'ACTa':10,'ACTo':10,'ACTm':10,'Lower B.':'10);
    end;
    end: { case }

  if num_machines = 10 then nmach :='x'
  else begin
    ts:=instr(num_machines);
    nmach:=ts[1];
  end;

  writeln(df, 'READ C.1+(num_run-1)*7, '-'C. num_run*7):
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while not EOF( indata )
begin
  iscomd := "";
  while iscomd="" do
    read( indata, iscomd );
    if iscomd = "#" then readln( indata ); { The line starting with '#' is a command, skip it. }
    else { iscomd <> # } { Read data set by set }
begin
  firstd := "";
  while (iscomd <> ')') and (iscomd <> chr(13)) do
  { read first data as a string }
begin
  firstd := concat(firstd, iscomd); { merge first data char by char }
  read( indata, iscomd );
begin { while }
  val( firstd, num_rep, code ); { convert it to value }
  if code=0 then
begin
  for i=1 to num_jobs do { read all the data of processing times }
    read( indata, in_data[i] );
  readln(indata);
end;
  quicksort(in_data);
  lof := lowerb(num_jobs, num_machines, in_data);
  a1_act ( num_machines, num_jobs, in_data, alp, a_act );
  a1_ord ( num_machines, num_jobs, in_data, olp, o_act );
  case num_machines of
    2 : ord_two_proc ( num_jobs, in_data, mlp, m_act );
    3 : ord_three_proc ( num_jobs, in_data, mlp, m_act );
    4 : ord_four_proc ( num_jobs, in_data, mlp, m_act );
  else begin
    ord_any_proc ( num_machines, num_jobs, in_data, mlp, m_act );
  end; { case 'else' }
end; { case }
end { case }

end { if }
else begin
  gotoxy(1, 23);
  writeln( ' code: ', code);
  writeln( ' Error: Conversion Fail ');
  exit;
end;
end; { else }
end; { EOF }
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writeIn(df);
writeIn(df,'END');
writeIn(df,'NAME C\'num\_run\"7-6\"
    chr(39).fname,'lu\'nmach',chr(39));
writeIn(df,'NAME C\'num\_run\"7-5\"
    chr(39).fname,'lo\'nmach',chr(39));
writeIn(df,'NAME C\'num\_run\"7-4\"
    chr(39).fname,'lp\'nmach',chr(39));
writeIn(df,'NAME C\'num\_run\"7-3\"
    chr(39).fname,'aa\'nmach',chr(39));
writeIn(df,'NAME C\'num\_run\"7-2\"
    chr(39).fname,'ao\'nmach',chr(39));
writeIn(df,'NAME C\'num\_run\"7-1\"
    chr(39).fname,'ap\'nmach',chr(39));
writeIn(df,'NAME C\'num\_run\"7\"
    chr(39).fname,'bl\'nmach',chr(39));
writeIn(df);

end: { ordalp }
C.3 Function : Pseudo-random number generator

function whrd : real;
{whrg.pas -- Wichmann & Hill uniform pseudo-random number generator;
{ Byte Magazine }
var
{ rsx, rsy, rsz: integer; }
temp: real;
begin
{ first generator }
rss := 171 * (rsx mod 177) - 2 * (rsx div 177); if rss < 0 then rss := rss + 30269;
{ second generator }
rss := 172 * (rsy mod 176) - 35 * (rsy div 176); if rss < 0 then rss := rss + 30307;
{ third generator }
rss := 170 * (rsz mod 178) - 63 * (rsz div 178); if rss < 0 then rss := rss + 30323;
{ combine to give function value }
temp := rss/30269.0 + rss/30307.0 + rss/30323.0;
whrd := temp - trunc(temp)
end; {whrg}
C.4 Procedure : Time update

procedure curdate(var outfile:tex); 
  {Source code from "pdate.pas", J C Nash} 
  {Display current date in a file} 

const 
  yearwrit = 1990; 

type 
  str2 = string[2]; 

var 
  year: word; 
  month: word; 
  day: word; 
  dayofweek: word; 
  hour: word; 
  minute: word; 
  second: word; 
  sec100: word; 

begin 
  getdate(year, month, day, dayofweek); 
  if year<yearwrit then writeln('Computer clock/calendar needs setting'); 
  gettime(hour, minute, second, sec100); 
  writeln(outfile, " Current date & time: \text{year:, month:, day, \text{hour:, minute:, second, sec100:}}\); 
end; {curdate.pas}