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Asymmetric digital subscriber line (ADSL) technology provides transport of high-bit-rate digital information over digital subscriber lines (i.e., common telephone lines), which were initially engineered to carry a single voice signal with a 3.4 kHz bandwidth. Sophisticated digital transmission techniques have to be utilized to overcome digital subscriber line transmission impairments due to the high signal attenuation, inter-symbol interference (ISI), crosstalk noise (XT) from the signals present on adjacent wires, signal reflections, radio-frequency noise, and impulse noise. In current ADSL standard, a multicharacter modulation technique named discrete multitone (DMT) is used to deal with the impairments caused by heavy ISI and signal reflections. A concatenated channel coding structure is employed to efficiently increase the transmission capability in the presence of strong additive crosstalk noise. This channel coding scheme consists of an inner 4-Dimensional Trellis Coded Modulation (4D-TCM) and an outer Reed-Solomon (RS) code separated by an interleaver. Even with this powerful concatenated channel coding structure, there is still a gap of several dB between the transmission performance and the channel capacity. Before the introduction of turbo codes, reducing this gap required the employment of much more complex channel coding schemes, leading to impractical decoding complexity. Turbo codes, introduced in 1993, were shown to
provide transmission performance approaching channel capacity with practical decoding complexity. In this thesis, we investigated the potential transmission performance improvement by using Turbo code in ADSL DMT systems. To achieve this, we first proposed a turbo coding structure that fits well in the current ADSL DMT system architecture. This structure is very similar to the existing concatenated channel coding structure, except a bandwidth efficient Turbo Trellis Coded Modulation (TTCM) is used instead of the 4D-TCM. To obtain high bandwidth efficiency, only part of the bits are turbo coded and the uncoded bits are protected by a constellation mapping similar to Ungerboeck's set partitioning in TCM. The proposed TTCM was shown to provide extremely good performance when a Symbol Maximum a posteriori (SMAP) decoding algorithm is employed. In spite of the good performance of this SMAP algorithm, we proposed to use a simplified TTCM decoding structure to avoid the excessive decoding complexity introduced by the possibly large number of uncoded bits. The proposed turbo coded ADSL DMT system was simulated to evaluate the achievable transmission performance in a stationary noise environment and its performance was compared to that obtained by using the 4D-TCM. Simulation results showed significant performance improvements by using turbo codes. Furthermore, only negligible performance degradation was observed when using our simplified decoding structure instead of the optimal decoding with SMAP algorithm.

Next, the performance of turbo coding against non-stationary impulse noise was investigated. We demonstrated, by simulation, that even very short impulses could cause disastrous effect in a turbo-coded communication system. This is mainly caused by the very random reliability information of the information bits and associated parity bits hit by impulse noise. Erasure turbo decoding was proposed to improve the turbo coded system performance in the presence of impulse noise. With perfect knowledge of the impulse locations, i.e., erasure locations, simulation results showed that the decoding performance is significantly improved. Furthermore, unlike a random turbo decoding error, where erroneous bits are spread all over the whole turbo block, erasure turbo decoding is very likely to result in short error bursts, where all decoding errors fall into only the erasure area. In a concatenated channel coding structure where an RS code is used as the outer code, this results in a significant decrease of the interleave depth.
required by the RS code and therefore the end-to-end transmission delay. Applications of the erasure turbo decoding to single carrier binary phase shift keying (BPSK) modulated and quadrature amplitude modulated (QAM) transmissions showed very impressive advantages in both coding gain performance and system delay reduction. We then applied this erasure turbo decoding to turbo coded ADSL DMT systems. Although insignificant improvement was observed in terms of the coding gain performance by employing erasure turbo decoding, a significant reduction in the system delay was obtained.
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<tr>
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</tr>
<tr>
<td>DFT</td>
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</tr>
<tr>
<td>FEXT</td>
<td>Far-End-Crosstalk</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>iff</td>
<td>If and Only If</td>
</tr>
<tr>
<td>i.i.d.</td>
<td>Identical-Independently-Distributed</td>
</tr>
<tr>
<td>IN</td>
<td>Impulse Noise</td>
</tr>
<tr>
<td>ICI</td>
<td>Inter-Carrier-Interference</td>
</tr>
<tr>
<td>IDFT</td>
<td>Inverse Discrete Fourier Transform</td>
</tr>
<tr>
<td>IFFT</td>
<td>Inverse Fast Fourier Transform</td>
</tr>
<tr>
<td>ISI</td>
<td>Inter-Symbol-Interference</td>
</tr>
<tr>
<td>LLR</td>
<td>Log-Likelihood Ratio</td>
</tr>
<tr>
<td>MAP</td>
<td>Symbol-by-Symbol Maximum a Posteriori</td>
</tr>
<tr>
<td>MD-TCM</td>
<td>Multi-Dimensional Trellis Coded Modulation</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum-Likelihood</td>
</tr>
<tr>
<td>MLC</td>
<td>Multi-Level-Coding</td>
</tr>
<tr>
<td>MSD</td>
<td>Multi-Stage-Decoding</td>
</tr>
<tr>
<td>Msps</td>
<td>Mega-sample-per-second</td>
</tr>
<tr>
<td>NCSO</td>
<td>No Channel State Information</td>
</tr>
<tr>
<td>NEXT</td>
<td>Near-End-Crosstalk</td>
</tr>
<tr>
<td>NRSC</td>
<td>Nonrecursive Systematic Convolutional Codes</td>
</tr>
<tr>
<td>PAM</td>
<td>Pulse-Amplitude-Modulation</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectrum Density</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature Amplitude Modulation</td>
</tr>
<tr>
<td>RS</td>
<td>Reed-Solomon</td>
</tr>
<tr>
<td>RSACC</td>
<td>Recursive Systematic Convolutional Code</td>
</tr>
<tr>
<td>SER</td>
<td>Symbol Error Rate</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>SISO</td>
<td>Soft-In/Soft-Out</td>
</tr>
<tr>
<td>SLLR</td>
<td>Symbol LLR</td>
</tr>
<tr>
<td>SMAP</td>
<td>Symbol-MAP</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SOVA</td>
<td>Soft Output Viterbi Algorithm</td>
</tr>
<tr>
<td>SPC</td>
<td>Serial-Parallel-Concatenated</td>
</tr>
<tr>
<td>TCM</td>
<td>Trellis Coded Modulation</td>
</tr>
<tr>
<td>TTCM</td>
<td>Turbo Trellis Coded Modulation</td>
</tr>
<tr>
<td>UTP</td>
<td>Unshielded Twisted Pair</td>
</tr>
<tr>
<td>VA</td>
<td>Viterbi Algorithm</td>
</tr>
<tr>
<td>VLSI</td>
<td>Very Large Scale Integration</td>
</tr>
<tr>
<td>WEF</td>
<td>Weight Enumeration Function</td>
</tr>
<tr>
<td>W-CDMA</td>
<td>Wideband-Code-Division-Multiplex-Access</td>
</tr>
<tr>
<td>XT</td>
<td>Crosstalk Noise</td>
</tr>
</tbody>
</table>
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Chapter 1.

Introduction

1.1. INTRODUCTION

Digital subscriber line (DSL) techniques have been pushed forward by the ever-increasing demands of high-speed data transmission to ordinary residential homes. Although fiber has become the preferred medium for transmission between local exchanges, the final few kilometers between the exchanges and residences consist of old-fashioned unshielded twisted-pair (UTP) copper lines\(^1\), which lack the large bandwidth of fiber-based transmission links. However, because of the huge investment of replacing the twisted-pairs with fibers, the global telecommunication companies are seeking every way to provide high-speed data transmission over the already existing infrastructure. DSL techniques make this possible by taking advantage of advanced digital transmission techniques. A key idea in DSL techniques is that a lot of envisioned applications such as

---

\(^1\) In this thesis, digital subscriber line, digital subscriber loop and UTP copper line are all referred as the same concept.
video on demand and Internet access require high-speed transmission only in the downstream direction, i.e., from central office (CO) to subscribers. Upstream transmission typically consists of short messages and control signaling and these transmissions require a much lower rate. This transmission concept together with advanced digital signal processing and very large scale integration (VLSI) technology gave birth to the Asymmetric Digital Subscriber Lines (ADSL).

ADSL is an access technology intended to provide up to 8 Mbps downstream digital transmission from CO to subscribers and up to 640 kbps upstream transmissions over the existing nonloaded subscriber loop plant. Such high-speed digital transmission over UTP requires sophisticated digital signal processing techniques in order to overcome the impairments caused by the heavily frequency-dependent attenuation. These include advanced modulation and channel coding techniques, time-domain equalization and echo cancellation, etc.

The two major modulation schemes proposed for ADSL transmission are carrierless amplitude and phase (CAP)\(^2\) modulation and discrete multi-tone (DMT). Each technique has its own advantages and challenges. After a long time debate, DMT finally won the battle in the standardization process and therefore most of the current ADSL chipset implementations are based on DMT techniques. DMT is basically a multicarrier modulation technique implemented by Discrete-Fourier-Transform (DFT). Employing DMT in ADSL transmission system provides more efficient utilization of the available channel bandwidth, as well as a complexity reduction in the receiver equalizer. Furthermore, the availability of the Fast-Fourier-Transform (FFT) implementation of the DFT makes the modulation fast and very efficient in either an Application-Specific-Integration-Circuit (ASIC) design or utilizing an existing Digital-Signal-Processors (DSPs). Despite the various benefits, employing DMT also creates some challenges, particularly in the area of channel coding, such as,

- Coding for multiple channel
- Coding against long impulse noise

---

\(^2\) CAP is a special way of implementing single-carrier QAM transmission in passband.
The key issue in an ADSL transmission is to maximize the transmission rate subject to the transmission power and bandwidth constraints. A suitable channel coding technique can be employed to increase the transmission rate given the transmission power and bit error rate (BER) requirements. Current ADSL standard is based on a concatenated channel coding scheme where an optional bandwidth efficient 4D-TCM is used as the inner code and an RS code is employed as the outer code. This concatenated channel coding structure can provide an up to 6 dB coding gain with very reasonable complexity.

Although the concatenation of an inner 4D-TCM and an outer RS code provides significant coding gain in ADSL transmissions, the system performance is still several dB from the channel capacity. This indicates that there is still potential to improve the ADSL transmission rate. There are two methods to reduce the gap between the current achievable performance and the channel capacity. The first method is to use more powerful TCM by increasing the constraint length of the convolutional code. However, this will result in impractical decoding complexity for any non-trivial coding gain improvement. Another method is to use a more efficient channel coded modulation, instead of the TCM, with feasible decoding complexity. Such a code had not been discovered until the introduction of turbo codes in 1993.

In 1993, a parallel-concatenated code named “turbo code” was introduced [1], [2], by Claude Berrou et al. A rate 1/2 turbo code was reported capable of providing performance within 0.7 dB from the Shannon limit at a BER of $10^{-5}$. The significance of turbo code is that by using a sub-optimal iterative decoding, the near-capacity performance is achieved with feasible implementation. The near-Shannon limit performance was also achieved by combining turbo code with multi-level modulation schemes, which is hereafter termed turbo trellis coded modulation (TTCM), [3], [4]. This totally changed the previous idea of designing practical channel coding according to the cut-off rate\(^3\). People started investigating the potential gain by employing this powerful new code in various applications. Telecommunication industry is considering putting turbo codes into the international standards for some large communication systems such

\(^3\) It was shown in [5] that although information theory indicates that channel capacity is the ultimate limit on reliable throughput, pushing the rate beyond the cur-off rate proves practically difficult.
as CDMA2000, W-CDMA and ADSL transmissions. In this thesis, we investigate the potential of employing bandwidth efficient turbo codes in ADSL transmissions.

1.2. Thesis Outline

In Chapter 2, we perform a detailed discussion on ADSL transmission systems. The discrete communication system model of an ADSL DMT system is presented. This is the basic system model we will be using in the simulations in this thesis. The discussion also identifies the crosstalk noise (XT) and impulse noise (IN) as the two major impairments in ADSL transmissions. A complete discussion of applying turbo code to ADSL transmissions should include the performance in the presence of both impairments.

Chapter 3 briefly presents the concepts of turbo code and TTCM. Typical turbo encoding and decoding structures and their major components are introduced. Since choosing a proper decoding algorithm is one of the most important issues in designing turbo-coded systems, various decoding algorithms are also briefly discussed in this chapter. Among the several TTCM schemes proposed in the literature [3], [4], we chose the one that Benedetto proposed in [3] and expanded it by adding uncoded bits.

In Chapter 4, the proposed bandwidth efficient TTCM scheme is incorporated into the ADSL DMT transmission structure. Performance of employing this TTCM in ADSL transmissions in stationary noise environment, i.e., AWGN and XT, was evaluated by simulations. We then proposed a simplified decoding algorithm based on employing simply a binary turbo decoder and a binary soft information calculation module. Our simulations showed very little performance degradation with a significant decoding complexity reduction by using this simplified decoding. Furthermore, since the decoding method is based on using a binary turbo decoder, various performance-improving techniques for binary turbo decoding could be applied to the proposed system. It was shown in the literature that TTCM usually provides an excellent coding gain only at a BER of $10^{-6}$ or higher, below which an error floor will occur. Therefore, a concatenated channel coding structure with TTCM as inner code and RS code as outer code is then considered as a better solution. Very promising coding gain performance is obtained in our simulations with this code concatenation. Some other possible implementations of concatenated coding structures are also discussed in this chapter.
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The other major impairment in subscriber line transmissions, impulse noise, is considered in Chapter 5. First we gave a brief survey on major characteristics of impulse noise found in high-speed subscriber line transmissions. Based on this survey, two impulse noise models were proposed and used in our simulations. In this chapter, we proposed using erasure turbo decoding in a burst channel where the error performance is decided mainly by impulse noise. Not only does the erasure turbo decoding improve the BER performance, it also significantly reduces the interleaving requirements of the external RS code by generating much shorter error bursts. Performances of turbo coded ADSL transmissions with single-carrier and multicarrier modulation techniques in impulse noise environment are compared. With respect to the different natures of these two modulation techniques, different combinations of interleaving schemes and erasure decoding techniques are proposed to combat the performance degradation caused by impulse noise.

1.3. RESEARCH MOTIVATIONS

In this thesis, we tried to answer many questions related with the application of turbo codes to ADSL systems. Some of the major questions are summarized as follows:

➢ What are the existing turbo trellis coded modulation (TTCM) schemes? Which scheme is the most suitable one for ADSL applications, taking into account the performance, the implementation complexity and the flexibility of being applied to a multicarrier system?

➢ How can we efficiently incorporate the TTCM into the existing ADSL DMT systems? What are the major structure modifications that need to be made to the current ADSL DMT system architecture specified by the ADSL standard in order to utilize the TTCM?

➢ When using a TTCM (non-binary turbo coding) scheme, can we still use a standard binary turbo decoder? If so, what are the necessary modifications to the TTCM decoder structure? What is the performance penalty, if there is any?

➢ What is the theoretical performance (or performance bound) of the proposed TTCM scheme in ADSL transmissions? How can we estimate the asymptotic performance of the proposed TTCM scheme?
What is the design criteria of the turbo codes used in the proposed TTCM scheme?

What performance can be obtained by simulations?

When the performance of using the TTCM cannot meet the system requirements, what are the alternatives? What are the associated performance and implementation issues?

What are the major statistical characteristics of the impulse noise in subscriber line transmissions? For the purpose of performance evaluation, how do we model them in our simulations taking into account both the programming simplicity and the modeling accuracy?

What is the theoretical performance (or performance bound) of turbo coded systems in the presence of impulse noise?

What is the effect of impulse noise to turbo decoding?

What is the effect of impulse noise to turbo coded ADSL DMT systems?

What techniques can be used to deal with impulse noise in a turbo-coded transmission? What are the requirements and limitations of these techniques?

What is the performance of a practical ADSL DMT system with our proposed TTCM in the presence of impulse noise? Will the proposed TTCM remove the effect of impulse noise totally?

The answers to these questions will be given throughout this thesis and the original contributions achieved in due process are summarized in Chapter 6.
Chapter 2.

ADSL DMT Systems

In this chapter, the basic structure of an ADSL DMT system is briefly described. It is shown that a high-speed ADSL DMT transmission can be modeled as a set of parallel independent low-speed frequency-division-multiplexed quadrature-amplitude-modulation (QAM) transmissions. This equivalent parallel channel model and the major impairments discussed in this chapter are the basic assumptions for the simulations in this thesis.

2.1. ADSL DMT Systems

A typical multicarrier system is shown in Figure 2-1. In such a system, the total available bandwidth, denoted as \( W \), is divided into \( N_c \) subchannels, each having a bandwidth of \( W/N_c \). These \( N_c \) subchannels will be independently modulated and frequency-multiplexed into one multicarrier symbol before they are transmitted into the channel. Since each subchannel has a bandwidth of \( W/N_c \), the multicarrier symbol duration, denoted as \( U \), will be close, if not equal, to \( N_c/W \). Assuming each multicarrier
symbol carries a total of \( b \) bits, and let \( b_k \) be the number of bits in one symbol duration transmitted by the \( k^{th} \) subcarrier centered at \( f_{c,k} \), then, \( b = \sum_{k=1}^{N} b_k \).

![Diagram of a generic multicarrier transmitter](image)

**Figure 2-1 – A generic multicarrier transmitter**

Compared to a single carrier system, the major advantages of a multicarrier system include [6], [7]:

- With relatively narrow-band subchannels, the problem of bandwidth optimization is greatly simplified, and this further leads to better utilization of the available bandwidth.
- In single carrier systems, linear equalization is employed to reduce the intersymbol-interference (ISI). The equalizer causes noise and/or interference enhancement at null (or nearly null) points of the channel frequency response. A multicarrier system can avoid this problem simply by not using subchannels containing those null points.
- In a multicarrier system as shown in Figure 2-1, the total bandwidth \( W \) is divided into \( N_c \) subchannels, each with a bandwidth of \( W/N_c \). For a single carrier transmission with this bandwidth, the symbol duration is around \( 1/W \), whereas the symbol duration in each subchannel in the multicarrier system is around \( U = N_c/W \).
The longer symbol duration gives a much greater immunity to impulse noise and fast fades. This advantage becomes more apparent as the number of subchannels increases. Traditional multicarrier systems perform subchannel modulations independently and separate the modulated signals by filters [6], where the low bandwidth efficiency and strict filtering requirement make such transceiver implementations impractical. In [8], Weinstein and Ebert first used Discrete Fourier Transform (DFT) to perform baseband modulation and demodulation. The efforts were then concentrated on efficient digital signal processing techniques, with which the requirement for expensive analog filter bank is eliminated. Later, Peled and Ruiz totally removed (theoretically) the inter-symbol-interference (ISI) and inter-channel-interference (ICI) by the introduction of a cyclic prefix (CP) [9]. A DMT system is basically a multicarrier system employing DFT to perform frequency-division-multiplexed multicarrier (QAM) modulation and using a CP to eliminate the ISI/ICI. One of the major advantages of DMT systems is that modulation and demodulation can be performed using Fast Fourier Transform (FFT) techniques to greatly reduce the transceiver complexity.

A basic ADSL DMT transmission system model is shown in Figure 2-2. Like the generic multicarrier system shown in Figure 2-1, a total of \( N_c \) subchannels are assumed. A thick arrow denotes a vector of \( N_c \) symbols.

As shown in Figure 2-2, the processing of the information bits is performed on a block-by-block basis. Let's still assume that there are \( b \) bits in each block. These \( b \) bits are allocated to the \( N_c \) sub-channels by a bit-allocation algorithm, which decides the optimal power and bit distribution among all the subchannels based on their signal-to-noise ratio (SNR) values. As shown in Figure 2-2, for the \( j^{th} \) block, the \( b \) bits are divided into \( N_c \) bit groups, \( X'_b(n) = \{ X'_{b,1}(n), X'_{b,2}(n), \ldots, X'_{b,N_c}(n) \} \), where \( X'_{b,k}(n) \) is the bit group allocated to the \( k^{th} \) subchannel. To optimize the channel utilization, the number of bits carried by different subchannels could be different. The Encoder and Mapper translates these bit groups into QAM symbols, \( X = \{ X(1), X(2), \ldots, X(N_c) \} \). Since the signal processing on each block is the same, in the following discussions, we will ignore the block index \( J \).
The modulation is performed by an Inverse-Discrete-Fourier-Transform (IDFT) on this complex vector. Since ADSL DMT transmissions use the bandwidth from DC to a maximum frequency $W$, it is overall a baseband transmission. This requires the output of the IDFT operator be real values. This is guaranteed by generating a conjugate-symmetric complex sequence $\overline{X}$ of length $2N_c$, as:

$$\overline{X}(k) = \begin{cases} 
X(k), & 0 \leq k \leq N_c - 1 \\
X'(2N_c - k), & N_c \leq k \leq 2N_c - 1
\end{cases}$$

Eq. 2-1

with $\overline{X}(0)$ and $\overline{X}(N_c)$ being real. The $X_{cs}(k)$ in Figure 2-2 is the additional conjugate-symmetric vector, where $X_{cs}(k) = X'(N_c - k)$.

The conjugate symmetric sequence, $\overline{X}$, is then input into a length-$2N_c$ IDFT and the output sequence, after the parallel-to-serial conversion, $x(n)$, is given by,
\[ x(n) = \frac{1}{N_c} \sum_{k=0}^{2N_c-1} \overline{X}(k) \cdot e^{j \frac{2\pi nk}{2N_c}} \quad (0 \leq n \leq 2N_c - 1) \]  

Eq. 2-2

where \( n \) is the time-domain sample index in this DMT block.

A complete DMT signal block, \( s(n) \), is then generated by adding a cyclic prefix of length \( \nu \) to \( x(n) \).

\[
s(n) = \begin{cases} 
  x(2N_c + n) & -\nu \leq n \leq -1 \\
  x(n) & 0 \leq n \leq 2N_c - 1 
\end{cases}
\]

Eq. 2-3

This digital signal, \( s(n) \), is converted into an analog signal, \( s(t) \), by a digital-to-analog converter (D/A) as:

\[
s(t) = \sum_{n=-\nu}^{2N_c-1} s(n) \cdot g(t - nT)
\]

Eq. 2-4

where \( g(t) \) is the rectangular waveform filter at the transmitter, and \( T \) is a sampling interval. Such a signal block is called a DMT symbol.

The signal \( r(t) \) arriving at the receiver contains the channel attenuated and distorted signal plus the additive noises, including AWGN, XT and IN.

\[
r(t) = s(t) \ast h(t) + n(t)
\]

Eq. 2-5

where \( h(t) \) is the channel impulse response (CIR), \( n(t) \) is the sum of the additive noises.

After an analog-to-digital converter (A/D), \( r(t) \) is converted into a digital signal \( r(n) \) with an equivalent discrete expression of

\[
r(n) = s(n) \ast h(n) + n(n)
\]

Eq. 2-6

where \( h(n) \) is the equivalent discrete channel model.

After the CP is removed from \( r(n) \), we obtain \( y(n) \), which is then fed into an \( 2N_c \)-point DFT operator for demodulation.

\[
\tilde{Y}(k) = \sum_{n=0}^{2N_c-1} y(n) \cdot e^{-j \frac{2\pi nk}{2N_c}}
\]

Eq. 2-7
As is known from the transmitter structure, only the first half of the output sequence, $\bar{Y}(k), 0 \leq k \leq N_c - 1$, is useful for recovering the data, because the second half is simply the conjugate of the first half and also the second half experiences much higher attenuation. After the DECODER and the DEMAPPER, this block of decoded QAM symbols is translated back into the received bit sequence.

It is convenient to think of a DMT system as consisting of $N_c$ quadrature amplitude modulated (QAM) channels with certain ideal assumptions. For ideal AWGN channels, it has been proved in [6] that using IDFT and DFT to perform modulation and demodulation in transceivers will keep the orthogonality among the subchannels. However, the orthogonality is lost when the channel is nonideal. In [9], it is shown that using CP keeps the orthogonality between the subchannels even if the channel is nonideal, as long as the length of the cyclic prefix is longer than the channel impulse response.

2.2. CHANNEL MODELS AND IMPAIRMENTS IN ADSL TRANSMISSIONS

In this section, we briefly introduce the frequency response characteristics of subscriber loop and the main impairments in high-speed subscriber line transmissions.

2.2.1. Subscriber Loop Model

The most important characteristic of a subscriber loop is the transmission attenuation, which is also called the propagation loss. For a perfectly terminated loop with length $l$, the attenuation at frequency $f$ can be approximated by [10]:

$$L_{db}(l,f) = 8.686 \cdot l \cdot \alpha(f) \quad (dB)$$

Eq. 2-8

where the attenuation constant $\alpha(f)$ is roughly proportional to $\sqrt{f}$. (This is a good approximation with $f$ less than 20 kHz or more than 200 kHz.) Figure 2-3 shows the propagation loss models of five carrier-service-area (CSA) test loops given in [11]. It is shown that the channel impulse response is heavily frequency dependent. Therefore, a

---

4 A loop is said to be perfectly terminated if it is terminated with its characteristic impedance.

5 CSA test loops are some typical short or medium length subscriber loops in current loop plant. These CSA loops are defined in the ADSL DMT standard [11] for ADSL transmission equipment test.
long equalizer will be required in a single-carrier transmission over UTPs. On the other hand, a DMT transmission divides the whole channel into many narrow-band subchannels, each having a nearly flat channel impulse response. Therefore, the equalization process is greatly simplified. Furthermore, instead of trying very hard to compensate some highly attenuated frequency areas in a single-carrier transmission, a DMT system simply doesn’t use those areas by allocating zero bits to the corresponding subchannels.

2.2.2. Stationary additive noises

Electronic noise, including quantization noise from the A/D and D/A converters, and thermal noise in the analog portion of the receiver, can be modeled as additive white Gaussian noise (AWGN). Because of the very low power spectral density (PSD) of the AWGN, -140 dBm/Hz in [11], it is not one of the limiting impairments in ADSL DMT systems.

![Propagation loss of five example CSA loops](image_url)

Figure 2-3 – Propagation loss measurement of 5 CSA test loops
Crosstalk noise generally refers to the interference between communication channels through some coupling path. Figure 2-4 shows the XT coupling between subscriber loop transmissions. Wire pair 1 and 2 represent two adjacent unshielded twisted pairs (UTP) in one pair bundle; near-end-crosstalk (NEXT) and far-end-crosstalk (FEXT) from wire pair 1 to wire pair 2 are as shown. It is easy to see that typically NEXT can be much more damaging than FEXT because it doesn’t experience the attenuation of the loop, which greatly decreases the FEXT noise power.

Empirical studies show that crosstalk is one of the limiting impairments for high-speed data transmissions over unshielded-twisted-pairs (UTP) [12], since it usually has a much higher PSD than the background AWGN noise.

![Diagram of Crosstalk Noise](image)

**Figure 2-4 – Near-end crosstalk noise and Far-end crosstalk noise**

### 2.2.3. Impulse Noise

Impulse noise in ADSL DMT systems is one of the major topics in this thesis. Detailed description of impulse noise will be presented in section 5.1.

### 2.3. SUMMARY

- The ADSL DMT transmission model is introduced. It is shown that a properly designed ADSL DMT system can be simplified to a set of ideal, independent subchannels that are quadrature amplitude modulated.
The general channel model and major impairments are introduced. It was shown that ADSL channel response is heavily frequency dependent and DMT is a good solution to efficiently utilize the spectrum of such channels.

The major additive impairments in ADSL transmissions are the crosstalk noises and impulse noise. A proper channel coding structure should provide satisfactory protection against both impairments.
Chapter 3.

Bandwidth-Efficient Turbo Coded Modulation

This chapter gives a brief introduction to turbo codes and the components of the turbo encoder and decoder. Shannon’s noisy channel coding theorem is first reviewed since the performance of a turbo code is usually evaluated by the difference between the SNR requirement of a turbo coded system and the SNR lower bound calculated according to this theorem.

3.1. Shannon Limit

Shannon's Noisy Channel Coding Theorem.

A channel coding scheme exists to make a communication system as reliable as possible if, and only if, the transmission rate, $R$, which is defined as the number of bits per channel use (channel symbol), is less than the channel capacity, $C$. 
The Shannon limit hereafter is defined as the minimum signal-to-noise ratio (SNR) at which the required transmission rate in bits/symbol can be achieved.

A good approximation of each subchannel in ADSL DMT systems is a band limited ideal Gaussian channel. The normalized capacity of such a Gaussian channel, \( C \) in bits per symbol, can be expressed as [13]:

\[
C = \log_2 \left( 1 + \frac{R_b E_b}{N_0} \right)
\]

Eq. 3-1

where \( E_b \) is the average transmission energy per information bit, \( R_b \) is the number of information bits per symbol, and \( N_0 \) is the single-sided power spectrum density (PSD) of the background AWGN noise. The following inequality is obtained following Eq. 3-1:

\[
\gamma_b = \frac{E_b}{N_0} \geq \frac{2^{R_b} - 1}{R_b}
\]

Eq. 3-2

Eq. 3-2 gives the normalized channel capacity as a function of SNR per bit, \( \gamma_b \) (defined as \( \gamma_b = E_b/N_0 \)), with a bandwidth efficiency of \( R_b \), which is plotted in Figure 3-1.

For QAM transmissions, channel capacity in bits per symbol is the maximum average mutual information contained in one symbol in a discrete-in-continuous-out channel, which can be calculated by [13]:

\[
C = \max_{p(x)} I(\tilde{x}; \tilde{y})
\]

\[
= \max_{p(x)} \sum_{i} \int p(y | x_i) \cdot p(x_i) \cdot \log_2 \frac{p(y | x_i)}{p(y)} dy
\]

Eq. 3-3

where \( I(\tilde{x}; \tilde{y}) \) is the mutual information per channel use for the symbol set of source data, \( \tilde{x} \), and the symbol set of channel output, \( \tilde{y} \). \( p(y | x_i) \) is the probability of receiving \( Y \) when \( X_i \) is transmitted into the channel.

The maximization is performed over all possible distributions of channel input \( X \). The maximum value is achieved when the data source is continuous and has a Gaussian distribution, which is calculated by Eq. 3-2. However, for an \( M \)-ary QAM transmission, the channel inputs are uniformly distributed from a symbol set of order \( M \). Eq. 3-3 can then be expressed as:
\[ C = \frac{1}{M} \sum_{i=0}^{M-1} \int p(Y|X_i) \cdot \log_2 \left( \frac{p(Y|X_i)}{p(Y)} \right) dY \]

Eq. 3-4

![Normalized channel capacity for band-limited AWGN channels](image)

Figure 3-1 – Channel capacity vs. minimum \( \gamma_b \) of band-limited AWGN channels

Therefore, the channel capacity for two-dimensional constellations with equal probability channel input can be obtained as [5]:

\[ C = \int \sum_{i=0}^{M-1} \frac{1}{M} p(Y|X_i) \log_2 \left( \frac{p(Y|X_i)}{\sum_k p(Y|X_k)} \right) dY \]

Eq. 3-5

The channel capacities calculated from (Eq. 3-5) for different QAM constellations are shown in Figure 3-2. These results will be used to evaluate how close the turbo coding scheme in QAM transmissions brings us to the Shannon limit. Please note that in Figure 3-2, no channel coding is assumed.
3.2. Parallel Concatenated Codes — Turbo Codes

From Shannon's coding theorem, it is known that the performance of a given code can be improved by using longer code words. Unfortunately, the decoding complexity increases exponentially with the code word length, which makes using very long codes impractical in current communication systems. In order to obtain a high coding gain with moderate decoding complexity, concatenation has been shown as an attractive technique. Classic concatenated coding schemes consist of cascading several codes in serial, where the effective overall code length is much longer than its constituent codes (CCs). However, the overall code rate is the product of the CCs, which can be very low. In general, a concatenated code is not as powerful as the best single-stage code with the same code rate and block length. The advantage of concatenated code lies in the multi-stage decoding. Compared to the exponentially increased decoding complexity of linear
block codes, using multi-stage decoding greatly reduces the decoding complexity, which is the sum of the decoding complexities of the component codes.

In 1993, parallel-concatenated channel coding was proposed, which was reported to achieve near Shannon limit performance [1]. In such a parallel concatenation structure, as shown in Figure 3-3, the two CCs are connected in parallel, separated by an interleaver, which plays a critical role for its outstanding performance. Decoding of parallel-concatenated codes is performed by an iterative decoding process. In iterative decoding, two soft-in/soft-out (SISO) decoders are used for the two CCs respectively. Unlike multi-stage decoding, the decoding procedures of the two CCs are no longer independent. The two decoders exchange reliability information about the information bits provided by the coding structure and parity bits of their own codes. With a sufficient number of iterations, a performance approaching that of maximum-likelihood (ML) decoding can be achieved with feasible complexity.

3.2.1. Parallel Concatenated Codes

The major components of a turbo code are 2 (or several) recursive systematic convolutional codes (RSCCs) separated by interleavers, denoted as \( \pi \) in this thesis. An example of a turbo encoder with two identical RSCCs is shown in Figure 3-3. The input bit sequence is processed in blocks of \( K \) bits. A block of bits is directly input into the first constituent RSCC, while an interleaved version of this block is input into the second constituent RSCC. The output of the turbo encoder consists of the systematic bits and the parity bits from both RSCCs. Note that the systematic bits in the second CC are not transmitted into the channel since they are only the interleaved repetitions of the systematic bits generated by the first CC. In this way, a rate-1/3 turbo code is formed using two rate-1/2 CCs. The puncturing mechanism shown in Figure 3-3 allows for higher code rate by puncturing the parity bits regularly from the two RSCCs.

Usually, rate 1/2 convolutional codes are used in turbo codes because of their implementation simplicity. However, rate \( k/(k+1) \) codes can also be used in turbo codes to achieve higher code rates, at the cost of higher decoding complexity.

As stated in [1] and [14], the CCs are not necessarily identical. However, it was shown that the performance of turbo codes consisting of a strong constituent code and a
weak constituent code mainly follows the performance of the weak constituent code. Therefore, two (or more) identical CCs (or performance-comparable CCs) are used in most turbo code implementations.

Figure 3-3 – A standard turbo encoder with two identical RSCCs with an interleaver

\( u \) is the information bit sequence, \( u' \) is the interleaved version of the information sequence, \( p^k \) is the parity bit sequence generated by the \( k^{th} \) RSCC, \( \pi \) is a \( K \)-bit interleaver.

In designing turbo codes, the goal is to choose the best CCs to maximize the effective free distance, \( d_{\text{free,eff}} \), defined as the minimum Hamming weight of turbo code words with a weight-2 input sequence in [15], since these are the most likely low-weight code words. At large values of \( E_b/N_0 \), this is tantamount to maximizing the minimum codeword weight. However, at low values of \( E_b/N_0 \) (the region of greatest interest) optimizing the weight distribution of the code words is as important as maximizing the minimum codeword weight [16]. The design issues of turbo codes will be discussed in details in Chapter 4 of this thesis.
3.2.2. Iterative Decoding

The Viterbi algorithm (VA) is known to offer ML sequence decoding performance with relatively low complexity. However, using a VA to decode turbo codes is far too complex because of the extraordinary complicated trellis introduced by the interleaver between the two encoders. The practical importance of turbo codes resides in the availability of the feasible iterative decoding algorithm. It is shown in [1] and [17] that with a sufficient number of iterations, the suboptimal iterative decoder can achieve performance very close to that provided by the ML decoder.

A conventional iterative decoding scheme for turbo codes is shown in Figure 3-4. The major components of the iterative decoder are the two SISO decoders. The output of each SISO decoder is the Log-Likelihood Ratio (LLR) of each information bit, $L$, which is defined as:

$$L(u_k) = \ln \frac{p(u_k = 1 | \bar{r})}{p(u_k = 0 | \bar{r})}$$

Eq. 3-6

where $\bar{r}$ is the received noisy code word and $u_k$ is the $k^{th}$ transmitted information bit in this code word.

The LLR output from conventional SISO algorithms (such as maximum a posteriori algorithm), can be separated into three terms,

$$L(u_k) = L_c(u_k) + L_{apri}(u_k) + L_e(u_k)$$

Eq. 3-7

where $L_c(u_k)$ is the channel LLR measurement of $u_k$, $L_{apri}(u_k)$ is the a priori information of $u_k$ and $L_e(u_k)$ is the extrinsic information obtained from the coding structure and the other received symbols in the same code word. By using a good interleaver, $L_c(u_k)$ can be made almost independent of the other two terms. Therefore, this information can be used as the a priori information for the next SISO decoder.

By exchanging the extrinsic information between the component SISO decoders, better and better reliable soft outputs on the transmitted information bits can be obtained, until a point is reached where additional iteration gives negligible performance improvement.
Figure 3-4 – A conventional iterative decoding scheme for a turbo code with two CCs

In the figure, \([r_s, r_{lp}, r_{2p}]\) are the received systematic and parity symbols. \(N_0\) is the AWGN noise variance, \(\pi\) and \(\pi^{-1}\) are the \(K\)-bit interleaver and deinterleaver. \(L_{1e}\) and \(L_{2e}\) are the extrinsic information outputs from the 1st and 2nd SISO decoders. LLR is the final log-likelihood ratio calculated in the last iteration.

It was shown in [1], [14] and [18] that the performance differs significantly for the first several iterations. Simulations in [1] showed that using two iterations provides almost 2 dB additional coding gain over using one iteration where using three iterations will give a further improvement of 0.5 dB. There is a saturation value for the number of iterations beyond which no performance improvement can be achieved. This is because of the fact that more iterations result in more correlation between the extrinsic information and the other decoder inputs (received systematic and parity symbols) in the later decoding processes. The extrinsic information can improve the decoding performance only when it provides information in addition to the systematic information. Therefore, in later iterations, less and less additional information can be obtained from the extrinsic information and less improvement can be achieved.

In [18], a concept of gross-entropy (CE) is introduced in order to estimate the required number of iterations for a turbo decoding. The CE is a measure of the difference
between two distributions. If the CE between the outputs of the two SISO decoders is more than a given threshold, it means that the correlation between them is so large that further iterations will only give very little or no performance improvement. The iterative decoding can be stopped at this point with only a negligible performance loss. This criterion can be used to reduce the decoding delay in a turbo decoder. However, in practical systems, for the simplicity of implementation, the number of iterations are typically predetermined and kept constant during the decoding operations.

There are mainly two SISO algorithms that were proposed in the literature, the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm and the soft-output Viterbi algorithm (SOVA). The BCJR algorithm is a symbol-by-symbol maximum a posteriori (MAP) algorithm, and it is optimal in estimating the states of a Markov process observed in white noise [19]. However, it is too complicated to be implemented in practice because of the numerical representation of the probabilities, non-linear functions and the multiplications and additions of these values. Therefore, a suboptimal version of MAP, Max-log-MAP, was proposed to reduce the complexity, with the price of only a fraction of a dB performance loss [18], [20]. The Log-MAP algorithm introduced in [17] decreases the complexity by using a look-up table to implement the nonlinear log-computation, while avoiding any performance loss at the same time.

SOVA is another sub-optimal solution for SISO decoding algorithm. It is basically a traditional VA that generates soft outputs, which are derived from the metric differences between the surviving and the discarded paths entering one state [21]. The complexity of SOVA is much less than that of the MAP algorithm, while the performance reported is about 1 dB worse [17].

3.3. Bandwidth Efficient Turbo Coded Modulation

The good coding performance of turbo code is obtained at the cost of a bandwidth expansion hardly affordable in any bandwidth-limited applications, such as subscriber line transmissions. Therefore, bandwidth efficient turbo coded modulation schemes, termed turbo-trellis-coded-modulation (TTCM) in this thesis, have been investigated ever since turbo codes were initially proposed. Trellis-coded-modulation (TCM) combines convolutional codes with multi-level modulation techniques to provide excellent coding
gain without any bandwidth expansion [22]. It is straightforward to expect that turbo codes can also be incorporated with multi-level modulations, where the coding redundancy is absorbed by the constellation expansion.

In the literature, three different TTCM schemes were proposed by Le Goff [13], Robertson [23] and Benedetto [3]. Simulation results in these papers showed that near Shannon capacity transmission performance could be achieved by using bandwidth efficient turbo codes without sacrificing any bandwidth efficiency.

The TTCM scheme introduced in [13] is based on obtaining a rate-\(k/(k+1)\) turbo code by puncturing parity bits. The resulted turbo coded bits are then mapped to multi-level symbols in a constellation of size \(2^{k+1}\). Therefore, the redundancy introduced by turbo code is absorbed by doubling the constellation size. Since most of the parity bits are punctured to obtain the high-rate turbo code, in the constellation mapping the parity bits are allocated to the best-protected positions for the optimal decoding performance. At the decoder, the LLRs of the turbo-coded bits are first extracted from the received channel symbols and then fed into a standard binary turbo decoder. The computation of the LLRs leads to relatively complicated expressions that depend on the signal-to-noise ratio (SNR) and channel characteristics. Nevertheless, it is possible to use linear approximations for the computation requirements. It is shown in [13] that very good decoding performance can be achieved using those linear approximations. The MAP decoding is not optimal because the LLRs calculated from the received symbols are no longer Gaussian distributed. Nevertheless, for large SNR values, the LLRs distributions are approximately Gaussian, and therefore the turbo decoding performance is still quite attractive.

This TTCM structure is shown to provide about 6 to 8 dB coding gain over uncoded systems and 2.5 dB coding gain over a 64-state TCM in AWGN channels, with a turbo block length of \(K=4096\) bits [13].

The advantage of this TTCM scheme is that the receiver employs any conventional SISO algorithm (MAP, Max-Log-MAP, Log-MAP or SOVA) while no additional complexity is added because of the multi-dimensional modulation. The disadvantage of this method is that the coding performance becomes worse for larger constellations, since large number of bits contained in one symbol experience the same noise (strong correlation), which degrades the performance of the iterative decoding. The Le Goff's
TTM scheme is used in [24] and [25] to improve the performance of multicarrier communications.

The second bandwidth efficient turbo coding structure was proposed by Robertson in [23]. This approach uses two TCM units instead of the constituent codes in conventional turbo codes. A symbol interleaver is used instead of a bit interleaver, as shown in Figure 3-5. The multi-level symbols generated by the two TCM units are punctured alternately at the output of the TTM. The decoding of this TTM structure is based on the Symbol-MAP (SMAP) algorithm, which is a natural extension of the MAP algorithm.

![Diagram of Robertson's TTM encoder](image)

Figure 3-5 – The encoder of the Robertson’s TTM

For higher bandwidth efficiencies, uncoded bits can be added to each symbol using Ungerboeck’s set partitioning. In the TTM decoder, the uncoded bits are regarded as unknown ambiguities in the metric evaluation and they are decoded during the last decoding iteration. Waiting until the last iteration will ensure reliable and computational-efficient detections of these uncoded bits in case of successful turbo decoding. Please refer to [26] for details.

Simulation results in [23] show a coding gain of 1.7 dB over 64-state Ungerboeck TCM with 8PSK modulation at a BER of $10^{-4}$. At this BER, the TTM system has a 0.5 dB coding gain advantage over the first discussed TTM scheme.

The advantage of Robertson’s TTM structure is that it can achieve good coding performance with a good flexibility of code rate. Simulation results in [23] and [26] showed near Shannon limit performance using this TTM scheme. However, a BER floor occurs before $10^{-5}$. The early BER floor is a result of the puncturing of one of the
two multi-dimensional symbols at the encoder. Such an early BER floor makes it a good candidate to be used in a concatenated code.

A second disadvantage of this TTCM is the complexity involved in the decoding when there are uncoded bits. The uncoded bits must be taken as unknowns during the SMAP decoding process. Since the decoder has to calculate LLRs for all combinations of the possible values of these uncoded bits, it introduces very large computational load when there are large number of uncoded bits.

A third disadvantage is the additional delay introduced by the deinterleaver in the encoder. This deinterleaver doubles the encoding delay during the encoding process.

The third TTCM scheme of interest was proposed by Benedetto in [3]. This TTCM structure uses high rate CCs and all the parity bits are transmitted. This TTCM performs within 1 dB from the Shannon limit at a BER of $10^{-7}$, and outperforms all TTCMs introduced previously for the same throughput [3]. Simulation results also show no BER floor until $10^{-8}$, which is adequate for most data applications. This advantage of a low BER floor makes it possible to use a single TTCM in applications with a BER requirement of as low as $10^{-7}$, instead of using a concatenated coding structure.

Another advantage of Benedetto's TTCM scheme is that uncoded bits can be easily incorporated into the coding structure. The proposed turbo coded ADSL DMT transmission system in this thesis is an extension of Benedetto's TTCM scheme with some additional encoding and decoding simplifications.

3.3.1. Benedetto's TTCM encoding structure

An example of Benedetto's TTCM encoder is shown in Figure 3-6, (regenerated from [3]). In this TTCM scheme, two rate-2/3 CCs are used to implement a rate-1/2 turbo encoder. The incoming information sequence is divided into two subsequences, whose bits are identified as $u_1$ and $u_2$. At each instant, a pair of bits, $[u_1, u_2]$, are input into the first CC from which one parity bit, denoted by $p_1$, is generated. At the output of the constituent encoders, one of the systematic bits ($u_2$ in this case) is punctured. The interleaved versions of these two bit sequences, identified by $[u_1', u_2']$ are input into the second CC, where the second parity bit, $p_2$, is generated and the $u_1'$ is punctured at the output. Finally, these four bits, $[u_1, p_1, u_2', p_2]$, are mapped into a 16QAM symbol.
Figure 3-6 – Benedetto’s Turbo Trellis Coded Modulation encoding structure

Two rate-2/3 CCs, two interleavers, 16QAM, 2 bits/sec/Hz, [3]

In the mapping from the 4-bit vector \([u_1, p_1, u_2', p_2]\) to a 16QAM symbol, \([u_1, p_1]\) are used to select the in-phase component and \([u_2', p_2]\) for the quadrature component. This effectively decouples the turbo-coded bits from the two CCs. This will simplify the decoding procedure since each SISO decoder only needs to operate on either the in-phase or the quadrature component of the received QAM symbols.

The switches at the input of each shift-register are initially in the ‘A’ position to receive the incoming bit sequence and are put in the ‘B’ position at the end of each turbo block to return both encoders to the zero state.
3.3.2. TTCM decoding structure

In the TTCM encoder shown in Figure 3-6, every state transition in each CC corresponds to a multi-level symbol. This symbol is either the in-phase or the quadrature component of the QAM symbol. The Symbol-LLR (SLLR) will then be the direct result of the SISO algorithm. The LLRs of the bits contained in the symbols are calculated from the SLLRs. The extrinsic information is obtained by subtracting the channel component and a priori component from the bit LLRs. It is then fed into the other SISO decoder as the a priori information. A generic decoding structure is shown in Figure 3-7. Note that the interleaver, \( \pi \), and deinterleaver, \( \pi^{-1} \), each consists of a pair of interleavers (\( \pi_1 \) and \( \pi_2 \)), as shown in Figure 3-6, and their corresponding deinterleavers (\( \pi_1^{-1} \) and \( \pi_2^{-1} \)).

The critical modules in Figure 3-7 are the Symbol-MAP decoders and bit-reliability calculation module. Section 4.1.2 and [3] provide additional details on the operations of the Symbol-MAP and bit reliability calculation.

Higher QAM constellations can be supported by simply adding uncoded information bits. This is equivalent to adding parallel transitions to the trellis structure of the turbo code. However, to guarantee an overall satisfactory performance, the uncoded bits must be protected as well as the turbo coded bits. Set partitioning is used to give uncoded bits better protection, where they are used to select constellation points within a subset of the constellation having larger minimum distance. However, in the case of TTCM, the minimum distance in the subset must be very large because turbo codes can provide a coding gain of about 6 to 7 dB to the turbo coded bits. Detailed analysis of the protection balance between the turbo coded bits and uncoded bits is performed in section 4.2.5.

3.4. SUMMARY

➢ In the literature, performances of bandwidth efficient TTCM schemes were shown to approach the Shannon limit. In this chapter, we first presented a review on the Shannon limit in the form of the minimum \( \gamma_b \) requirement for a reliable transmission in a band limited AWGN channel. These values will be used later in this thesis to evaluate the performance of turbo-coded QAM and ADSL DMT transmissions.

➢ We discussed the basic encoding and decoding structure of a typical turbo code. A typical turbo encoder consists of two identical recursive systematic convolutional
constituent codes (RSCCs). An interleaver is used to separate these two CCs. The transmitted sequence is the multiplex of the systematic bit sequence and the two parity bit sequences generated by the CCs. Higher rate CCs can be used to generate a high rate turbo code. Puncturing is also an effective way to generate high-rate turbo codes.

![Diagram](image)

**Figure 3-7 – Iterative (Turbo) Decoder Structure for the TTCM shown in Figure 3-6**

$r$ is the received two-dimensional symbols, $[r_i, r_q]$ are the in-phase and quadrature components, $\lambda$ is the Symbol-LLR of the in-phase or the quadrature component calculated from the Symbol-MAP algorithm, $L(u)$ is the **LLR** of the information bits derived from $\lambda$, $L_e(u)$ is the extrinsic information exchanged between the two SISO decoders, $\pi$ and $\pi^t$ are the interleaver and deinterleaver.
We presented a survey of three TTCM structures along with their advantages and disadvantages. All of the three TTCM structures were shown to provide excellent coding gain performance when the constellation size is small.

Benedetto's TTCM structure introduced in [3] provides excellent coding gains and a low BER floor. It also provides the easiest way to increase the bandwidth efficiency by adding uncoded bits. We identified this TTCM structure as the most suitable candidate for our application.
Chapter 4.

Turbo Codes in ADSL DMT Systems

In this chapter, we propose a multilevel TTCM structure based on Benedetto's TTCM structure described in section 3.3.1. The encoding is performed pragmatically, where a single binary turbo encoder is employed to implement turbo codes with various rates. Different numbers of uncoded bits could be incorporated in the constellation mapping without changing the turbo encoding process. The proposed TTCM tries to keep the coding gain constant for any size of QAM constellation; a property which is particularly useful for ADSL DMT systems. At the decoder, an equivalent soft binary symbol (ESBS) of each coded bit carried in the received QAM symbol is calculated and a standard binary turbo decoding is performed over these ESBSs. To achieve better performance from the binary turbo decoding, Gray coding is employed in the constellation mapping to provide extra protection to some of the coded bits. Better protection is usually applied to parity bits since error paths in turbo codes contain more parity bits than the systematic bits.

The asymptotic coding gain of the turbo coded QAM transmissions is predicted based on the simulation results obtained from the literature and through our simulations. Simulation results of QAM transmissions and ADSL DMT transmissions employing the
proposed TTCM are presented and performance discussions are performed based on the observations from the simulations. To meet the BER requirement of $10^{-7}$ in ADSL transmissions, concatenated coding schemes were used to lower the error floor resulted from the turbo decoding, at the expense of additional complexity and latency. At last, coding gain expectations of applying this TTCM to a practical ADSL DMT system is predicted based on the performance of turbo coded QAM transmissions.

4.1. TTCM IN ADSL DMT SYSTEMS

4.1.1. TTCM encoding structure

A generic channel coding and modulation structure in ADSL DMT systems is shown in Figure 4-1.a. A block of information bits is fed into a forward-error-correction (FEC) encoder. The coded bits are then divided into bit groups according to the transmission capabilities of different subchannels. A bit allocation algorithm is used to generate the optimal number of bits and transmission power carried in each subchannel. These bit groups are then mapped into QAM symbols from different sizes of constellations. The modulation of the subchannels by these QAM symbols is then performed by an IDFT operation. The output is a time-domain sample sequence of the $N_r$ frequency-multiplexed QAM transmissions, where $N_r$ is the number of subchannels.

The structure of the channel encoder and the constellation MAPPER is shown in Figure 4-1.b. This is a concatenated channel coding structure with an RS code as the outer code and a 4-dimensional trellis coded modulation (4D-TCM) as the inner code, as specified in the current ADSL DMT standard [28]. The 4D-TCM operates across all subchannels. An RS code is chosen as the outer code due to its strong burst error correction capability. Usually, to further improve the error correction capability of the RS code, an interleaver is used right after the RS encoder in the transmitter and the corresponding deinterleaver is used in the receiver before the RS decoder. Theoretically, with an unlimited interleave depth, any length of burst error can be corrected. In practice, the transmission system delay requirement puts determine the maximum value of the interleave depth.

The proposed turbo coded ADSL DMT system has the similar channel coding structure, except for the substitution of the 4D-TCM (the combination of the
convolutional encoder shown in Figure 4-1.b and a specific constellation mapper) with a TTCM.

(a) ADSL DMT channel coding and modulation structure

(b) Channel encoding and constellation mapping

Figure 4-1 – ADSL DMT system channel coding configuration

Although any turbo encoder could be employed, we will always use the rate-1/2 turbo encoder, shown in Figure 3-6, in the following discussions.

An optimum bit allocation algorithm usually allocates more bits to lower-frequency subchannels where the channel attenuation is low, as shown in Figure 2-3. This results in larger QAM constellations in lower frequency subchannels. In our proposed TTCM, to allow the variable size of QAM constellations in different subchannels, each subchannel carries a fixed number of turbo-coded bits and a variable number of un-turbo-coded bits\(^6\). The number of un-turbo-coded bits allocated to each subchannel is calculated as the

\(6\) Un-turbo-coded-bits could be either information bit sequence or RS code word bits if an outer RS code is employed.
difference between the subchannel transmission capability and the number of assigned turbo-coded bits.

The constellation mapping of the $k^{th}$ subchannel is performed as shown in Figure 4-2, assuming a transmission capability of $b_k$ bits. Among these $b_k$ bits, there are 4 turbo coded bits: [$u_1, p_1, u'_2, p_2$]. Combined with $(b_k-4)$ un-turbo-coded bits, [$u_3, ..., u_{b_k-2}$], a QAM symbol in a constellation of size $2^{b_k}$ is generated and used to modulate the $k^{th}$ subcarrier.

![Diagram](image)

Figure 4-2 – Bits-to-symbol mapping of the proposed TTCM in ADSL DMT systems

Every $b_k$ bits are mapped to one $2^{b_k}$ QAM symbol. These contain 4 turbo-coded bits and $(b_k-4)$ uncoded (not turbo-coded) bits.

Compared to a conventional TCM, this TTCM structure expands the constellation size by four times since each QAM symbol contains two parity bits. Usually, expanding the constellation size by more than twice results in an inefficient coding gain in conventional TCM. However, simulation results given in [23] and [3] showed that near Shannon limit performance was obtained by TTCM structures even when the constellation was expanded by a factor of four.

Employing the mapping as shown in Figure 4-2 suggests that a minimum constellation of 16QAM be used. In ADSL DMT transmissions, the QAM constellation used in a subchannel is decided based on its propagation loss and the additive noise.
variance. Some subchannels can only support 4QAM or 8QAM. Only the turbo-coded bits will be assigned to these subchannels.

As an example, when $b_t=6$, every 6-bit group is mapped to a signal point in a 64QAM constellation, as shown in Figure 4-3. The constellation consists of four quadrants. Among the six bits, the two un-turbo-coded bits will be used to select one of the four quadrants. The two pairs of turbo-coded bits, $[u_1, p_1]$ and $[u_2, p_2]$, are used to determine the in-phase and the quadrature values of the constellation point inside each quadrant. The mapping of each bit pair to the in-phase (quadrature) values follows the rule of Gray mapping. From a different perspective, the overall QAM constellation can be viewed as consisting of 16 subsets each containing four signal points. The four turbo-coded bits are used to select a subset, while the two un-turbo-coded bits are used to select a constellation point within a given subset. Let's assume that the minimum Euclidean distance between two adjacent constellation points is $d$. The minimum Euclidean distance between constellation points within each subset is then $4d$. Therefore, the un-turbo-coded bits are much better protected from additive noise than the turbo-coded bits.

![Figure 4-3 - Constellation mapping of 64QAM in the proposed TTCM](image-url)
4.1.2. TTCM decoding structure

4.1.2.1. Optimal Symbol-MAP decoding algorithm

The TTCM decoding structure has been shown in Figure 3-7, corresponding to the encoder structure shown in Figure 3-6. When a \([N_{sc}, K_{sc}]\) convolutional code is used as the CCs, each transition in the convolutional encoder trellis is caused by a combination of \(K_{sc}\) input bits and \(N_{sc}\) coded bits are generated. When \(K_{sc}=1\), the symbol-by-symbol maximum a posteriori (MAP) algorithm calculates the LLR of the transmitted bit by calculating the state transitions probabilities [19]. For \(K_{sc}>1\), a natural extension of the MAP algorithm is to calculate the LLR of every \(K_{sc}\) combination through the calculation of the state transition probabilities. This LLR is known as Symbol\(^8\)-LLR (SLLR) and the modified MAP algorithm to calculate the SLLR is called the Symbol-MAP (SMAP) algorithm.

Let's assume that a turbo encoder receives a block of \(K\) information bits and generates a code word of \(N\) bits. These \(N\) bits are then allocated to \(N_S\) QAM symbols. If we follow the same TTCM encoder structure as shown in Figure 3-6, the in-phase component of the QAM symbol contains only the output bits from the first CC, and the quadrature component contains only the bits from the second CC. The first SISO decoder then works only with the received in-phase components.

In the following, the in-phase (or quadrature) component in the \(l^{th}\) transmitted QAM symbol and the corresponding received symbol are denoted as \(x_l\) and \(y_l\). Furthermore, we assume that the \(l^{th}\) QAM symbol consists of \(b_l\) bits, including the turbo-coded bits and the un-turbo-coded bits. \(u_{l,j}\) is used to identify the \(j^{th}\) turbo-coded systematic bit in the \(l^{th}\) QAM symbol. The LLR of the \(j^{th}\) bit in the \(l^{th}\) QAM symbol is defined as:

\[
L(u_{l,j}) = \ln \frac{p(u_{l,j} = 1 \mid y)}{p(u_{l,j} = 0 \mid y)}
\]

Eq. 4-1

where \(y\) is the received QAM symbol vector of length \(N_S\).

\(^7\) \(N_{sc}=J, K_{sc}=2\) in the CC shown in Figure 3-6.

\(^8\) A 'symbol' means a particular combination of the \(K_{sc}\) input bits.
In the constellation mapping proposed in section 4.1.1, each QAM symbol contains a fixed number of turbo-coded bits, say $N_b$ bits, among which $K_b$ bits are the systematic bits. If we further assume that the in-phase (or quadrature) component of a QAM symbol contains the turbo-coded bits generated by one state transition, then we have $K_b=K_{sc}$.

The $K_b$-length systematic bit vector in the $i$th QAM symbol, $[u_{i,1}, \ldots, u_{i,K_b}]$, is named the $i$th systematic symbol, identified as $\bar{u}_i$. The SLLR of $\bar{u}_i$, $\lambda(\bar{u}_i)$, is defined as,

$$\lambda(\bar{u}_i) = \log \frac{P(\bar{u}_i \mid \bar{y})}{P(\bar{0} \mid \bar{y})}$$

Eq. 4-2

where $\bar{0}$ is the all zero vector of length $K_b$.

The symbol $a$ posteriori probability, $p_{a poste}(\bar{u}_i \mid y)$, is calculated as,

$$p_{a poste}(\bar{u}_i \mid y) = \sum_{S_i=0}^{S_i=1} \sum_{S_{i-1}=0}^{S_{i-1}=1} P(S_{i-1} = m^{i-1} \mid y_i^{i-1}) \cdot P(S_i = m, x_i, y_i \mid S_{i-1} = m) \cdot P(y_i^N \mid S_i = m)$$

$$= \sum_{S_i=0}^{S_i=1} \sum_{S_{i-1}=0}^{S_{i-1}=1} \alpha_i(m^i) \cdot \gamma(m, m^i, x_i) \cdot \beta_i(m)$$

Eq. 4-3

where $y_i^N$ is the vector $[y_{i,1}, \ldots, y_{i,N_s}]$. $x_i$ is decided by $\bar{u}_i$ and the transition state $S_{i-1}$, and,

$$\alpha_i(m) = \sum_{m^i} \gamma(m, m^i, x_i, y_i) \cdot \alpha_{i-1}(m^i)$$

Eq. 4-4

$$\beta_i(m) = \sum_{m^i} \gamma(m, m^i, x_{i+1}, y_{i+1}) \cdot \beta_{i+1}(m)$$

Eq. 4-5

which can be calculated recursively, and

$$\gamma(m, m^i, x_i, y_i) = p(S_i = m, x_i, y_i \mid S_{i-1} = m^i)$$

Eq. 4-6

Eq. 4-6 can be rewritten as

$$\gamma(m, m^i, x_i) = p(y_i \mid x_i, S_i = m, S_{i-1} = m^i) \cdot p(x_i \mid S_i = m, S_{i-1} = m) \cdot p(S_i = m \mid S_{i-1} = m)$$

Eq. 4-7
where the \textit{a priori} information is included in the state transition probability \( p(S_t = m \mid S_{t-1} = m') \).

Therefore, the SLLR can be expressed as:

\[
L(\bar{u}_t) = \ln \frac{\sum_{S_{t-1} = m'} \sum_{S_t = m} \alpha_{t-1}(m') \cdot \gamma(m, m', \bar{u}_t) \cdot \beta_t(m)}{\sum_{S_{t-1} = m'} \sum_{S_t = m} \alpha_{t-1}(m') \cdot \gamma(m, m', 0) \cdot \beta_t(m)}
\]

Eq. 4-8

and the bit LLR is calculated as:

\[
L(u_{t,j}) = \ln \frac{\sum_{u_{t,j} = 1} \sum_{S_{t-1} = m'} \sum_{S_t = m} \alpha_{t-1}(m') \cdot \gamma(m, m', x_j) \cdot \beta_t(m)}{\sum_{u_{t,j} = 0} \sum_{S_{t-1} = m'} \sum_{S_t = m} \alpha_{t-1}(m') \cdot \gamma(m, m', x_j) \cdot \beta_t(m)}
\]

Eq. 4-9

Once we have the SLLRs, the LLR of the \( j^{th} \) bit in the \( t^{th} \) symbol can also be calculated by:

\[
L(u_{t,j}) = \ln \frac{\sum_{\bar{u}_t, u_{t,j} = 1} p(\bar{u}_t \mid y)}{\sum_{\bar{u}_t, u_{t,j} = 0} p(\bar{u}_t \mid y)} = \ln \frac{\sum_{\bar{u}_t, u_{t,j} = 1} e^{L(\bar{u}_t)}}{\sum_{\bar{u}_t, u_{t,j} = 0} e^{L(\bar{u}_t)}}
\]

Eq. 4-10

This LLR will be sent to the other SISO decoder as \textit{a priori} information. However, as shown in Eq. 4-7, a symbol \textit{a priori} information, \( L_{syn}(\bar{u}_t) \), is required since each transition in the trellis is caused by an input bit vector \( \bar{u}_t \). This symbol \textit{a priori} probability can be calculated as:

\[
P[u = (u_1, \ldots, u_b)] = \prod_{j=1}^b \frac{e^{u_j L(\bar{u}_t)}}{1 + e^{L(\bar{u}_t)}}
\]

Eq. 4-11

when the bit reliabilities, \( L(u_{t,j}) \), are assumed independent of each other, which is a fair assumption if a proper interleaver is used.

As mentioned earlier, in the turbo encoder shown in Figure 3-6, the in-phase component contains only output bits from the first CC, \([u_1, p_1]\) and the quadrature component contains the output bit pair \([u_2', p_2]\) from the second CC. This decoupling of the two CCs is necessary for the iterative decoding process shown above. The output of the first SISO decoder is the LLR values of both \([u_1, u_2]\). However, the in-phase
component does not directly contain the systematic bit sequence \( u_2 \), and there is no
channel LLR measurement available from this decoder. Therefore, the LLR value
calculated from Eq. 4-9 can be expressed as:

\[
\begin{align*}
L(u_1) &= L_c(u_1) + L_{ce}(u_1) \\
L(u_2) &= L_{ce}(u_2)
\end{align*}
\]

Eq. 4-12

where it contains the channel LLR information and extrinsic information of \( u_1 \) and only
the extrinsic information of \( u_2 \).

For the second SISO decoder, the quadrature component does not contain the channel
values from the systematic bit sequence \( u_1 \). To obtain the best decoding performance, it
needs the channel value of systematic bits, \( u_1 \), and the extrinsic information calculated
from the first SISO decoder for both \( u_1 \) and \( u_2 \). These are exactly the outputs from the
first SISO decoder. A similar analysis applies to the reliability exchange from the second
SISO decoder to the first SISO decoder in the later iterations.

In the SMAP algorithm, the uncoded bits are considered as unknowns. Let’s assume
that the in-phase (quadrature) component of the \( l \)th QAM symbol contains an uncoded bit
vector \( I_l \) of length \( b_{l,1} \). In the calculation of the branch metric in Eq. 4-7, the first item is
expressed as:

\[
p(y_i | \bar{u}_i) = p(y_i | u_{i,1}, u_{i,2}, p_i) \\
= \sum_{I_l} p(y_i, I_l | u_{i,1}, u_{i,2}, p) \\
= \sum_{I_l} p(y_i | u_{i,1}, u_{i,2}, p_i, I_l) \cdot p(I_l | u_{i,1}, u_{i,2}, p_i) \\
= \sum_{I_l} p(y_i | u_{i,1}, u_{i,2}, p_i, I_l) \cdot p(I_l) \\
= \frac{1}{2^{b_i}} \sum_{I_l} p(y_i | u_{i,1}, u_{i,2}, p_i, I_l)
\]

Eq. 4-13

where the last step is based on the fact that the uncoded information bits are assumed to
be \( \pm 1 \) with equal probability.

Therefore, applying the SMAP decoding to the proposed TTCM consists simply in
replacing the first item in Eq. 4-7 with Eq. 4-13.
In a convolutional code, uncoded bits cause parallel transitions between two states in the trellis. To calculate the SLLRs, a SMAP decoder merges the parallel transitions by adding the probabilities of all possible parallel transitions. There is one such sum for one particular combination of the uncoded bit groups. The SMAP decoder then calculates and passes on only the likelihoods of the coded bits. During the last decoding stage, decisions (and if desired, reliabilities) on the uncoded bits are made based on the decisions on the turbo-coded bits. It should be noted that finding the maximum likelihood path in the turbo code trellis is still the criterion to make the optimal decisions on uncoded bits. However, a suboptimal but much simpler method is to take into account only those transitions along the most likely path decided by the turbo decoding decisions.

4.1.2.2. Simplified TTCM decoding

The optimal SMAP decoding algorithm involves high computational complexity, because the decoder has to go through all combinations of the uncoded information bits to calculate the SLLRs. It would be more practical if a traditional binary turbo decoder were employed. With this in mind, we propose the decoding structure shown in Figure 4-4 for the TTCM proposed in section 4.1.1 with a constellation mapping shown in Figure 4-2.

![Figure 4-4: Simplified TTCM decoding structure](image)

In Figure 4-4, the reliabilities of the turbo-coded bits (systematic and parity bits) are first calculated based on the received QAM symbols. With the reliability information as the input, a traditional binary MAP decoder is employed to perform the turbo decoding. The turbo coded bit reliability calculation is required only in the first iteration of the
decoding and the calculated reliability values can be stored and reused in the following iterations. The uncoded information bits can either be recovered at the last iteration of the turbo decoding, which guarantees that the decoder makes the most reliable decisions; or be recovered after a re-encoding of the decoded information bits, which not only results in suboptimal performance but also introduces extra decoding delay.

In the proposed TTCM encoding structure shown in Figure 4-2, four turbo-coded bits (either systematic or parity bits) are used to select the subsets of a QAM constellation. Since the in-phase and quadrature components are independent of each other, the reliabilities of the turbo-coded bits allocated to the in-phase component ([u₁, p₁] as shown in Figure 4-3) and those allocated to the quadrature component ([u₂, p₂] as shown in Figure 4-3) are also independent. Therefore, in the following, we will only discuss the 2-bit group in the in-phase component, [u₁, p₁]. The LLR of u₁ conditioned on the in-phase component, y₁, can be expressed as:

\[
LLR(u₁) = \ln \frac{p(u₁ = 1 \mid y₁)}{p(u₁ = 0 \mid y₁)} = \ln \sum_{x₁ \in \{0, 1\}} p(y₁ \mid x₁) = \ln \sum_{x₁ = 0, 1} p(y₁ \mid x₁)
\]

where the last step is based on the assumption of equal a priori probability of all possible transmitted in-phase components, x₁.

Let's use the 64QAM constellation shown in Figure 4-3 as an example, where each dimension consists of an 8PAM constellation. Mapping of the two coded bits to the signal points is shown in Figure 4-5, where the solid circle denoted as y₁ represents the received symbol.

![Image of 64QAM constellation](image)

Figure 4-5 – Bit mapping of the in-phase component of a 64QAM constellation

Calculation of the ESBS with Eq. 4-14 involves large computation complexity such as exponential and logarithmic operations. In [17], the following approximation is given to reduce the complexity.
\begin{align*}
\ln(e^x + e^y) &= \max(x, y) + \ln \left(1 + e^{y-x} \right) \\
&= \max(x, y) + f_c \left(|x-y|\right)
\end{align*}

\text{Eq. 4-15}

where \(f_c(.)\) is implemented by a simple table lookup. It was shown that an 8-entry table is enough for negligible performance degradation. Therefore, Eq. 4-5 can be used to simplify the computation in Eq. 4-14. Details can be found in [17].

A further simplification can be made by observing that when an AWGN channel is assumed and the noise variance is not too large, only the four closest in-phase constellation points give the main contribution in the reliability calculation. In the example shown in Figure 4-5, these 4 points are [-5, -3, -1, 1]. Therefore, only four probabilities need to be calculated. This is based on the fact that the Gaussian distribution, \(G(x)\), decreases rapidly as \(x\) increases. The LLR of bit \(u_i\) is therefore calculated as:

\[
\text{LLR}(u_i) \equiv \ln \frac{p(y_i \mid -3) + p(y_i \mid -1)}{p(y_i \mid -5) + p(y_i \mid +1)}
\]

\text{Eq. 4-16}

We define an equivalent soft binary symbol (ESBS) of \(u_i, u_{i,3}\), as a received BPSK symbol in a Gaussian channel, where the same minimum constellation distance is the same as that of the QAM constellation and it produces the same LLR value as \(u_i\). With a single-sided AWGN noise variance of \(N_{0,i}\), the LLR of the received binary symbol \(u_{i,3}\) in a BPSK transmission is calculated as:

\[
\text{LLR}(u_{i,3}) = \ln \frac{p(u_{i,3} \mid +1)}{p(u_{i,3} \mid -1)} = \frac{4 \cdot u_{i,3}}{N_{0,i}}
\]

\text{Eq. 4-17}

Therefore, with the assumed \(N_{0,i}\), the LLR of \(u_i\) calculated from Eq. 4-16, \(u_{i,3}\) can be calculated as:

\[
u_{i,3} = \frac{N_{0,i}}{4} \cdot \text{LLR}(u_i)
\]

\text{Eq. 4-18}

\(\textit{G(x)}\) represents a Gaussian distribution function with zero mean.
The ESBS of the other turbo-coded bits, \((p_1, u_2, p_2)\), are calculated with the same equation. These ESBSs will be fed into a conventional binary turbo decoder with the assumed AWGN noise variance, \(N_{0,s}\). In this thesis, we will always use a \(N_{0,s}=N_0\) and a minimum constellation distance of \(d_{\text{min}}=2\).

A closer look at the mapping in Figure 4-5 is shown in Figure 4-6. The in-phase axis can be divided into nine parts. In the figure, the variable \(d_{eu}\) is defined as the Euclidean distance of the received signal point to the nearest constellation point on its left side; except in section A, where it is the distance between the received symbol and the nearest constellation symbol to its right, since there is no signal points to the left of section A.

![Figure 4-6 – Mapping of bits](image)

It is observed that the ESBSs can be well approximated with some linear functions of \(d_{eu}\). The linear equations for calculation of \(u_{1,s}\) are listed in Eq. 4-19 for the nine regions shown in Figure 4-6, with an assumed AWGN noise variance of \(N_0=1\).

\(K_c\) is a constant obtained from the simulation. Its value varies from 0 to 0.06 corresponding to \(N_0\) from 0.5 to 1, which is the noise variance of our interest. The smaller is the noise variance, the better the linear approximations are. In TTCM systems, the \(N_0\) values of interest to us are usually less than 0.8, which guarantees a good linear approximation.

It is observed from Eq. 4-19 that only four linear functions of the distance \(d_{eu}\) are needed for the calculation of the soft information, which in the above example are for the regions A, B, C, & D. These results can be easily extended to larger PAM constellations.
A: \( u_{1,s} = -(4 + K_r) - (2 - K_r) \cdot d_{ru} \)

B: \( u_{1,s} = -(4 + K_r) + 1.5 \cdot d_{ru} \)

C: \( u_{1,s} = -(1 + K_r) \cdot (1 - d_{ru}) \)

D: \( u_{1,s} = \begin{cases} 
((1 + K_r) + (1 - K_r) \cdot d_{ru}) & 0 \leq d_{ru} < 1 \\
(2 - (1 - K_r) \cdot (d_{ru} - 1)) & 1 \leq d_{ru} < 2 
\end{cases} \)

E: \( u_{1,s} = (1 + K_r) \cdot (1 - d_{ru}) \)

F: \( u_{1,s} = \begin{cases} 
-(1 + K_r) + (1 - K_r) \cdot d_{ru} & 0 \leq d_{ru} < 1 \\
-(2 - (1 - K_r) \cdot (d_{ru} - 1)) & 1 \leq d_{ru} < 2 
\end{cases} \)

G: \( u_{1,s} = -(1 + K_r) \cdot (1 - d_{ru}) \)

H: \( u_{1,s} = (4 + K_r) - 1.5 \cdot d_{ru} \)

I: \( u_{1,s} = (4 + K_r) + (2 - K_r) \cdot d_{ru} \)

Eq. 4-19

Since the reliability calculations are all based on the linear equations shown in Eq. 4-19, as long as the minimum distance of the QAM constellation (normalized by the AWGN noise power) is a constant, the calculated reliability distribution is the same for different sizes of QAM constellations. This implies that various sizes of QAM constellations have similar decoding performance.

In ADSL DMT systems, during the system initialization process, the system needs to determine the optimal power allocation of the available bandwidth using a bit allocation algorithm. Traditional bit allocation algorithms assume a constant channel coding gain on all subchannels. This assumption is reasonable since a 4D-TCM used in traditional ADSL DMT systems results in nearly constant coding gains over the subchannels. However, this is not true for the TTCM schemes proposed in the literature, where TTCM with larger constellations results in much lower coding gains. In this case, the bit allocation algorithm has to know the coding gains of all subchannels in order to optimize the channel utilization. However, any traditional bit allocation algorithms could be employed in our turbo coded ADSL DMT systems because of the equal coding gain property.
4.1.3. Generalized pragmatic TTCM

A pragmatic approach to TCM is introduced in [27]. In this approach, a single rate-1/2 convolutional code is used and various bandwidth efficiencies are obtained through a mapping of two convolutional coded bits (corresponding to the output of one trellis transition during the convolutional encoding) and different number of uncoded bits into one multi-level transmission symbol. The coding and mapping structure is exactly the same as that shown in Figure 4-2, except there are only two coded bits from a rate-1/2 convolutional encoder \([w_1, w_2]\) instead of the four turbo coded bits \([u_l, p_l, u_2, p_2]\). If we assume that \((b_k-2)\) uncoded bits are combined with two coded bits. the signal constellation of size \(2^{b_k}\) is divided into \(2^{b_k-2}\) sectors, each consisting of four adjacent constellation points. The \((b_k-2)\) uncoded bits select the sector lexicographically (i.e., the binary vector whose decimal equivalent is \(j\) \((0 \leq j \leq 2^{b_k-2} - 1)\) selects the \((j+1)\)st sector).

An example of the mapping from a 4-bit group to a 16PAM symbol is shown in Figure 4-7, with coded bit pair \([c_l, c_2]\) (generated by \(u_l\) from the rate-1/2 convolutional encoder) and uncoded bit pair \([u_2, u_3]\).

![Figure 4-7 – Example constellation mapping of a pragmatic TCM for 16PAM](image)

The constellation is divided into 4 4-point sectors, convolutional coded bit pair \([c_l, c_2]\) is used to determine the signal points inside each sector, uncoded bit pair \([u_2, u_3]\) is used to determine the sector.

This pragmatic approach permits the use of a single basic convolutional encoder and Viterbi decoder to achieve reasonable coding gains for bandwidth efficiencies from 1 bit/sec/Hz to 6 bits/sec/Hz.

It can be readily seen that our proposed TTCM is a natural extension of the pragmatic TCM to a pragmatic TTCM. In the proposed TTCM, two rate-2/3 convolutional codes are used as CCs. Higher bandwidth efficiency is obtained by simply adding uncoded bits.
A single basic rate-2/3 convolutional encoder and binary MAP decoder could be employed.

This TTCM structure can be further generalized to use a rate-1/3 turbo code with rate-1/2 convolutional CCs. The higher rate turbo code can be obtained by puncturing, as shown in Figure 4-8. The advantage of this TTCM structure is its flexibility. Different TTCM schemes could be obtained by using various puncturing patterns. It should be noted that by puncturing the parity bits from the two CCs, it becomes a rate-1/2 turbo code with two rate-2/3 CCs. With the simplified TTCM decoding structure, a single rate-1/2 MAP decoder can be used for all the variations of this TTCM.

Figure 4-8 – Rate 1/2 turbo encoder with puncturing

One possible disadvantage of this TTCM is that the punctured rate-2/3 CCs could perform worse than the best available rate-2/3 CCs. Details of the performance differences can be found in [31].

4.2. PERFORMANCE ANALYSIS OF THE PROPOSED TTCM

In section 4.1, we proposed a TTCM structure for ADSL DMT transmissions. For low complexity implementations, the proposed TTCM structure utilizes a standard binary turbo decoder. The performance of this TTCM can therefore be estimated based on the binary turbo code performance over BPSK transmissions presented in the literature.

4.2.1. Gray mapping and the ESBS distribution

In the proposed TTCM, the ESBSs of the turbo-coded bits are obtained first from the noisy QAM symbols and then fed into a standard binary turbo decoder. However, it will
be shown in the following that these ESBSs no longer have a Gaussian distribution. Furthermore, as a result of the Gray mapping, different turbo-coded bits will have different distributions. Therefore, in order to estimate the TTCM decoding performance, we first need to know the distribution of the ESBS and its impact on the performance of a binary turbo decoder.

![Figure 4-9 – PDF of ESBS of \( u_t \), TTCM with 64QAM](image)

The MAP algorithm is optimal in the sense of minimizing the symbol error probability in AWGN channels. Using the linear approximation in Eq. 4-19, the probability density function (PDF) of the ESBS of \( u_t \) is plotted in Figure 4-9, along with the Gaussian distribution of a received BPSK symbol in an AWGN channel. In this figure, a 64QAM modulation is assumed with an AWGN noise of variance 0.5. It is observed that the ESBS still has high probabilities around ±1. However, there are two other peaks around ±4. These two peaks are caused mainly by the edge constellation points (-7 and +7 as shown in Figure 4-6) on the two sides of the constellation. This
results in a larger mean value of ±2.74 instead of ±1, and a larger variance. Distribution
of bit $p_i$ is also calculated, which is very close to the Gaussian distribution shown in
Figure 4-9.

When a maximum likelihood (ML) decoder is used, it tries to find the code word
closest to the received code sequence. For soft decision decoding, the Euclidean distance
is the metric used to measure the distance between the received sequence and a known
code word. For BPSK transmissions over an AWGN channel, an error code word of
Hamming weight $w$ gives a Euclidean distance of $2w$\textsuperscript{10}. However, when decoding with
ESBSs calculated in Eq. 4-18, the average Euclidean distance for the same error sequence
becomes,

$$D(w) = \sum_{i=1}^{w} \text{mean}\{d_i\}$$

$$= \sum_{i=1}^{w} \left( p(u_i)\text{mean}\{d_i | u_i\} + p(p_i)\text{mean}\{d_i | p_i\} \right)$$

$$= \frac{1}{2} \sum_{i=1}^{w} \left( \text{mean}\{d_i | u_i\} + \text{mean}\{d_i | p_i\} \right)$$

$$= \frac{1}{2} \sum_{i=1}^{w} (5.48 + 2)$$

$$= 3.74w$$

Eq. 4-20

where $p(u_i)$ and $p(p_i)$ are the probabilities of the error location falling on the systematic
bits ($u_i$ bits) and parity bits ($p_i$ bits).

Therefore, we conclude that, when an ML decoder is used, the performance of
decoding with the ESBSs of the 64QAM transmission should be at least better than that
of a turbo coded BPSK transmission having the same constellation minimum distance, $d_{min}$
over the same AWGN channel.

For illustration purpose, let us use the example shown in Figure 4-6. It is assumed
that all constellation points have an equal probability of occurrence. When the symbol $X$
is transmitted, the received symbol is $Y=X+n_0$, where $n_0$ is the AWGN noise component.
When $X=-7$, the ESBS of $u_i$ is calculated according to Eq. 4-18 as,

\textsuperscript{10} Here, we are assuming the minimum distance of 2 for both BPSK transmission and the 64QAM
transmission.
\[
u_{t,1} = \frac{N_0}{4} \log \left( \frac{(y+3)^2}{e^{n_0/N_0} - (y+3)^2} \right) = \begin{cases} 
  n_0 - 3, & 1 << n_0 < 3 \\
  2n_0 - 4, & n_0 << 1 
\end{cases}
\]

Eq 4-21

In the case when \( n_0 \approx 1 \), \( u_{t,1} \) has a high probability of having a large negative value. This case can be viewed as a BPSK transmission with a minimum distance of 8, and an AWGN variance of \( 4N_0 \). This, in turn, is equivalent to a BPSK transmission with a \( d_{mn} = 4 \) and an AWGN variance of \( N_0 \). Therefore, when the symbols \( \{ \pm 7 \} \) are transmitted, the bit \( u_t \) is better protected because its ESBS symbol has at least a doubled minimum distance. In Table 4-1, two possible states of bit \( u_t \) are shown along with their corresponding minimum distances. In state-0, the equivalent BPSK signal is better protected because the minimum distance is doubled. However, in state-1, the ESBS has only a minimum distance of 2, which is the same as the minimum distance of the QAM constellation. For bit \( p_t \) shown in Figure 4-6, only one state exists corresponding to the state-1 of \( u_t \).  

Table 4-1 – Protection states of the turbo coded bits \([u_t, p_t]\) with the constellation mapping shown in Figure 4-5

<table>
<thead>
<tr>
<th>State</th>
<th>Const. Points</th>
<th>Occurrence prob.</th>
<th>( d_{mn} )</th>
<th>Noise variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-7, 7</td>
<td>( \frac{1}{4} )</td>
<td>4</td>
<td>( \sigma_0^2 )</td>
</tr>
<tr>
<td>1</td>
<td>-5, -3,-1,1,3,5</td>
<td>( \frac{1}{4} )</td>
<td>2</td>
<td>( \sigma_0^2 )</td>
</tr>
<tr>
<td>Bit 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>All</td>
<td>1</td>
<td>2</td>
<td>( \sigma_0^2 )</td>
</tr>
</tbody>
</table>

With larger constellations where uncoded bits are added, such as that shown in Figure 4-7, the advantage of the better protection of bit \( u_t \) vanishes. This is because the better protection is obtained only when the edge symbols are transmitted and the possibility of transmitting the edge symbols is inverse proportional to the constellation size. The distribution converges to one that is very similar to a Gaussian distribution, as shown in

\[\text{Note that, for the second state of bit } u_t, \text{ the performance should be slightly worse than that of BPSK transmission, since there can be negative decision area on both side of the transmitted symbol. The effect is neglected here since the negative decision area is usually far from the transmitted signal and the received signal has a small probability to fall into these areas.} \]
Figure 4-10. It is therefore concluded that, the performance of the proposed TTCM system using Gray mapping can be estimated (or upper bounded) by the corresponding performance of turbo coded BPSK transmissions with the same Gaussian noise.

Iterative decoding is employed in turbo decoding to approach the ML decoding performance with much smaller complexity. As shown in Figure 4-9, the ESBS of $u_1, u_{1.5}$, has a greater probability to take higher values. As a consequence, the SISO decoder should give larger likelihood ratios (absolute values) because it still considers the soft information to be Gaussian distributed. Therefore, the performance should also be at least better than that of a turbo-coded BPSK transmission with the same minimum constellation distance and over the same AWGN channel.

![Figure 4-10 - PDF of the ESBS of $u_1$ for very large QAM constellations](image)

The above analysis is based on using 2-bit Gray mapping, where the Gray mapping is applied to each subsection of 16 constellation points, as shown in Figure 4-3. The analysis can be further extended to TTCM schemes using larger subsections. For example, we could use subsections of 64 constellation points, where each dimension of a
subsection becomes an 8PAM. To keep the number of redundant bits per symbol constant, a rate-2/3 turbo code should be used instead of the rate-1/2 turbo code. One dimension of a TTCM system with 256QAM constellation is shown in Figure 4-11. On each axis, the coordination of each signal point in each subsection is selected by the three coded bits \( [c_1, c_2, c_3] \) from the rate-2/3 turbo encoder, generated from 2 information bits \( [u_1, u_2] \). A third information bit, \( u_3 \), is then used to select the subsection.

Obviously, among the three bits \( [c_1, c_2, c_3] \), \( c_1 \) is the best protected, while \( c_2 \) also has a good chance of having better protection. The other bit, \( c_3 \), has a similar protection as a BPSK transmission since there is a ‘0’ and a ‘1’ on either side, no matter what signal point is transmitted. The protection states of these turbo-coded bits are obtained in a similar way as for a 2-bit Gray mapping and the results are plotted in Table 4-2.

\[
\begin{array}{cccccccccccccccc}
A & B & C & D & E & F & G & H & I & J & K & L & M & N & O & P & Q \\
\end{array}
\]

\[
c_1: 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 \\
c_2: 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 \\
c_3: 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 \\
\]

\[
u_3: 0 1
\]

Figure 4-11 – 3-bit Gray mapping of 256QAM TTCM along one dimension

In-phase (quadrature) axis of a 256QAM, an overall bandwidth efficiency of \( \frac{3}{4} \), the three turbo-coded bits are \( [c_1, c_2, c_3] \) are used to select coordination in the two subsections according to 3-bit Gray mapping, the uncoded bit \( u_3 \) determines the subsection.

A rate-2/3 turbo code usually consists of two identical rate-4/5 CCs, where there is one parity bit for every four systematic bits generated by each CC. Since the reliability accumulation in iterative decoding depends heavily on the trellis structure and the parity bits, the parity bits will need better protection. Therefore, a straightforward method
would be to assign one parity bit and two systematic bits to each single-dimensional PAM symbol, where the parity bit is allocated to \( c_1 \) and the systematic bits to \( c_2 \) and \( c_3 \).

<table>
<thead>
<tr>
<th>State</th>
<th>Const. Points</th>
<th>Prob.</th>
<th>( d_{mn} )</th>
<th>Noise variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit 1</td>
<td>0, ±15</td>
<td>1/8</td>
<td>8</td>
<td>( \sigma_0^2 )</td>
</tr>
<tr>
<td></td>
<td>1, ±13</td>
<td>1/8</td>
<td>6</td>
<td>( \sigma_0^2 )</td>
</tr>
<tr>
<td></td>
<td>2, ±11, ±5, ±3</td>
<td>3/8</td>
<td>4</td>
<td>( \sigma_0^2 )</td>
</tr>
<tr>
<td></td>
<td>3, ±9, ±7, ±1</td>
<td>3/8</td>
<td>2</td>
<td>( \sigma_0^2 )</td>
</tr>
</tbody>
</table>

Table 4-2 – Protection states of the turbo-coded bits \( \{ c_1, c_2, c_3 \} \) in each dimension of 256QAM, with the mapping of each dimension as shown in Figure 4-11

<table>
<thead>
<tr>
<th>State</th>
<th>Const. Points</th>
<th>Prob.</th>
<th>( d_{mn} )</th>
<th>Noise variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit 1</td>
<td>0, ±15, ±9, ±7, ±1</td>
<td>¼</td>
<td>4</td>
<td>( \sigma_0^2 )</td>
</tr>
<tr>
<td></td>
<td>1, ±13, ±11, ±5, ±3</td>
<td>¼</td>
<td>2</td>
<td>( \sigma_0^2 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>State</th>
<th>Const. Points</th>
<th>Prob.</th>
<th>( d_{mn} )</th>
<th>Noise variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>1</td>
<td>2</td>
<td>( \sigma_0^2 )</td>
</tr>
</tbody>
</table>

4.2.2. BER upper bound with an ML decoder

In [14] and [29], Benedetto proposed using a uniform interleaver to obtain the BER upper bound of binary turbo codes with a maximum-likelihood (ML) decoder. A uniform interleaver is defined as a device that maps a given input sequence of length \( K \) and weight \( w \) into all possible distinct permutations with equal probability. The union bound derived based on this uniform interleaver provides an upper bound on the performance of all possible interleavers, which guarantees that at least one actual interleaver will perform better than the bound obtained by using the uniform interleaver.

When the encoders of both CCs of a turbo code start from the zero state and end into the zero state, the performance of this turbo code is equivalent to a block code having the same block length and the same code rate. In this case, the BER union bound of a binary turbo code can be expressed as:

\[
P_b(e) \leq \sum_{w=w_{\text{min}}}^{K} \frac{w^W}{K} W^* A^C (w, Z) \bigg|_{w=Z=e^{-K \Delta t/n_0}}
\]

Eq. 4-22

where \( A^C (w, Z) \) is the conditional weight enumeration function (CWEF) of all code words generated by weight-\( w \) input words, \( w_{\text{min}} \) denotes the minimum information weight in the error events of the CC and \( K \) is the length of the interleaver.
When a *uniform interleaver* is employed, the CWEF of the turbo code can be expressed as,

\[
A^C(w, Z) = \frac{\left[ A^C(w, Z) \right]^2}{K \choose w}
\]

Eq. 4-23

where \( A^C(w, Z) \) is the conditional weight enumeration function of each CC with the input word weight of \( w \).

An asymptotic expression of the upper bound for a rate-1/3 turbo code with two identical rate-1/2 CCs was obtained in [29] as:

\[
P_f(e) \leq \frac{1}{K} \sum_{k=1}^{[K/2]} 2k \binom{2k}{k} W^{2k} \frac{Z^{2kz_{\text{min}}}}{(1 - Z^{z_{\text{min}}})^{2k}}
\]

Eq. 4-24

where it is assumed that the BER contribution from weight-(2k+1) information words are negligible compared to the BER contribution from weight-2k information words. \( z_{\text{min}} \) is the minimum weight of the parity check bits in error events generated by information sequences of weight 2 from one CC. Therefore, the minimum code word weight generated by a weight-2 information word is,

\[
d_{\text{free, eff}} = 2 + 2 \cdot z_{\text{min}}
\]

Eq. 4-25

which is defined as the effective free distance \( (d_{\text{free, eff}}) \) of the turbo code.

In our TTCM systems with Gray mapping, Eq. 4-22 must be changed because the soft binary symbols of the bits assigned to different bit positions have different minimum Euclidean distances and the \( E_b/N_0 \) will not have a constant value over all the bits.

Assume an additional random interleaver is inserted between the turbo code and the bit-to-symbol mapper, such that all the bits, systematic and parity bits, have the same probability to be assigned to any protection levels. As shown in previous section, these bits have a probability to be better protected depending on which QAM symbols are transmitted. Using the constellation mapping shown in Figure 4-5 as an example, the turbo-coded bit \( u_1 \) has a probability of \( \frac{1}{4} \) to be better protected. With the assumption of this additional random interleaver between the turbo encoder and the constellation.
mapper, the turbo-coded bit \((u_1 \text{ or } p_1)\) will each have a probability of \(1/8\) of being better protected.

At the decoder, when an ML decoder is employed, the Euclidean distance of an error word of Hamming weight \(w\) is now a random variable having a distribution of:

\[
p[d' = ((w - w_1) \cdot d_0 + w_1 \cdot d_1)] \propto w_1 \frac{w}{w_1} (1 - \frac{1}{\ell})^{w- w_1} \cdot (\frac{1}{\ell})^{w_1}
\]

Eq. 4-26

where \(w_1\) is the number of better-protected bits, \(d_0\) and \(d_1\) are the distance contributions from a bit error falling on a normal protected bit and a better protected bit respectively.

As mentioned in the last section, there are reasons to assign parity bits to the better-protected positions. One reason is that to improve the iterative decoding performance, parity bits need better protection when a large number of them are punctured. Another reason is that most error words from a turbo decoder contain more parity bits than systematic bits. This is obvious when we look at the weight spectrums shown in Table 4-3 later in this section.

With the minimum Euclidean distance distribution shown in Eq. 4-26, the union bound becomes,

\[
P_b(e) \leq \frac{1}{K} \left( \sum_{k=1}^{\lceil K/2 \rceil} \binom{2k}{k} \sum_{w_1=0}^{2k(1+z_{\text{min}})} p(w_1) \frac{Z^{2k(1+z_{\text{min}})-w_1} \cdot Z_1^{w_1}}{(1-Z^{2k-2})^{2k}} \right)
\]

Eq. 4-27

where \(p(w_1)\) is the probability of \(w_1\) errors falling on the better protected positions.

The BER upper bounds calculated from Eq. 4-27 is shown in Figure 4-12, based on rate-1/3 turbo codes with rate-1/2 CCs. It shows the BER upper bounds of the turbo-coded bits in the 64QAM TTCM with 3 different turbo codes. These 3 turbo codes are differentiated by the \(z_{\text{min}}\) values of their CCs, which are 3, 6 and 10 respectively. For the purpose of comparison, the BER upper bound of turbo-coded BPSK transmissions with the same CCs are also shown in this figure.

In Figure 4-12, it is observed that the BER upper bound of the turbo-coded bits in a 64QAM TTCM with 2-bit Gray mapping (as shown in Figure 4-6) is always better than a corresponding BPSK transmission with a same minimum constellation distance over the same AWGN channel. However, the \(x\)-axis is plotted as the \(E_b/N_0\) values of the BPSK transmission. The 3 curves for 64QAM TTCM with rate-1/3 turbo code are redrawn in
Figure 4-13 with the correct $E_b/N_0$ values for 64QAM constellations. The reader is advised that these curves are only valid for the turbo-coded bits that are mapped to the QAM symbols.

![BER upper bound for turbo decoding with ESBS](image)

Figure 4-12 – BER upper bound of the turbo-coded bits in a TTCM

64QAM TTCM, each symbol contains 4 turbo-coded bits and 2 uncoded bits, the constellation mapping is carried out as shown in Figure 4-6, except that mapping of the systematic and parity bits to the symbols are totally random, a rate-1/3 turbo code is assumed instead of a rate-1/2 turbo code since it is very hard to obtain a closed-form expression of the BER upper bound for a punctured rate-2/3 CC, the $E_b/N_0$ values are calculated assuming BPSK transmission.

To obtain an upper bound for rate-1/2 turbo codes employing rate-2/3 CCs or punctured rate-1/2 CCs, the weight enumeration functions (WEF) of the CCs need to be derived first. The readers can refer to [30] for details of the WEF derivation of punctured convolutional codes. For simplicity, the derivation of WEF for high-rate convolutional codes obtained from punctured rate-1/2 convolutional codes will be skipped. In [31], a search for good CCs for various rate turbo codes was presented based on recursively
optimizing the \((d_w, N_w)\) pairs, where \(d_w\) is the minimum Hamming weight of convolutional code words generated by an information bit sequence of weight \(w\) and \(N_w\) is the number of such sequences. As a result, various rate turbo codes with the best CCs were given, together with their \((d_w, N_w)\) pairs for input information sequences having weight-2 to weight-6. This actually gives the first five items of the WEF of the CCs. The low-weight parts of the CWEF of turbo code assuming a uniform interleaver can be derived from Eq. 4-23. For moderate to high SNR values, the BER performance of turbo codes mainly depend on the first few items since they provide the lowest Hamming-weight code words.

Figure 4-13 – BER upper bound of the turbo-coded bits in a 64QAM TTCM

64QAM TTCM, each symbol contains 4 turbo-coded bits and 2 uncoded bits, the constellation mapping is carried out as shown in Figure 4-6, except that mapping of the systematic and parity bits to the symbols are totally random, a rate-1/3 turbo code is assumed instead of a rate-1/2 turbo code since it is very hard to obtain a close expression of the BER upper bound for a punctured rate-2/3 CC.
Table 4-3 – Distance spectrum performance of the best CCs

<table>
<thead>
<tr>
<th></th>
<th>$d_{b} N_{1}$</th>
<th>$d_{b} N_{2}$</th>
<th>$d_{b} N_{4}$</th>
<th>$d_{b} N_{6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>½, 16-state</td>
<td>12, 1</td>
<td>8, 3</td>
<td>6, 1</td>
<td>10, 1</td>
</tr>
<tr>
<td>2/3, 16-state</td>
<td>8, 2</td>
<td>5, 3</td>
<td>6, 9</td>
<td>7, 29</td>
</tr>
<tr>
<td>4/5, 8-state</td>
<td>4, 2</td>
<td>3, 1</td>
<td>5, 8</td>
<td>5, 4</td>
</tr>
</tbody>
</table>

The first term of the WEF of the CCs with an input weight-$w$ are shown in Table 4-3. We will assume that only this term will give most BER contribution. With a uniform interleaver, the corresponding term in the CWEF of the turbo code will be,

$$d_{w}^{TC} = \frac{K^2 \cdot N_w^2}{\binom{K}{w}}$$

Eq. 4-28

where there are a total of $C(K, w)$ combinations for the input word to the second CC. Note that by shifting the $w$-bit input pattern by $m$, i.e., the input sequence has the first “1” at position $(m+1)$, the same CWEF contribution is obtained. The maximum number of the shifting is $K-l$, where $l$ is the length from the first “1” to the last “1”. Therefore, an additional multiplication by $K$ is applied to obtain an upper bound. The CWEF is then obtained by applying Eq. 4-28 to all the entries in Table 4-3. Finally, the BER upper bound is then calculated from the obtained CWEF of the turbo codes, which is plotted in Figure 4-14.

It is observed that the BER upper bounds of the turbo-coded bits in the 64QAM TTCM transmissions are always better than the corresponding turbo-coded BPSK transmissions. The BER upper bounds for the 64QAM TTCM transmissions are re-plotted in Figure 4-15 with the correct $E_b/N_0$ values. It should be noted that the bandwidth efficiencies of the 64QAM TTCM with the three CCs shown in Table 4-3 vary from 3.3 bits/symbol to 4.6 bits/symbol.
Figure 4-14 – BER upper bound of the turbo-coded bits in a TTCM

64QAM TTCM, each symbol contains 4 turbo-coded bits and 2 uncoded bits, the constellation mapping is carried out as shown in Figure 4-6, except that mapping of the systematic and parity bits to the symbols are totally random, the $E_b/N_0$ values are calculated assuming BPSK transmission, 1024-bit turbo code interleaver.
Figure 4-15 – BER upper bound of the turbo-coded bits in a TTCM

64QAM TTCM, each symbol contains 4 turbo-coded bits and 2 uncoded bits, the constellation mapping is carried out as shown in Figure 4-6, except that mapping of the systematic and parity bits to the symbols are totally random, 1024-bit turbo code interleaver.
4.2.3. Performance estimation of TTCM based on binary turbo code performance

In this section, the performance of our TTCM system is estimated based on the best-reported performances in the literature. We will assume that iterative decoding achieves performance very close to the ML decoding. These results will shed some light on the actual achievable coding gain by using TTCM with different QAM constellations.

For TTCM with 64QAM transmissions, it was shown above in Table 4-1 that, statistically, \( \frac{1}{4} \) of \( b_l \) bits have an equivalent BPSK \( d_{\text{min}} \) of 4. Assuming a rate-1/2 turbo code and the constellation mapping shown in Figure 4-6 are used, half of the bits are \( u_l \) bits and the others are \( p_l \) bits; therefore, \( 1/8 \) of the total bits have this doubled \( d_{\text{mur}} \). The pair-wise word error probability of an ML decoder can be expressed as

\[
p(m) = \sum_{m_i > 0} p(m_i) Q\left( \frac{m_i \cdot d_i + (m - m_i) \cdot d_0}{\sqrt{m \cdot N_0/2}} \right) \\
\leq Q\left( \frac{m \cdot d_0}{\sqrt{m \cdot N_0/2}} \right)
\]

Eq. 4-29

where \( m \) is the total number of error bits, \( m_i \) is the differing positions on the error path containing better protected bits, \( p(m_i) \) is the probability of \( m_i \) out of \( m \) erroneous bits are better protected, which can be calculated according to Eq. 4-26. \( d_i \) and \( d_0 \) are the Euclidean distance contributions resulted from errors on better protected bits and normally protected bits.

The coding gain estimations, \( G \), for different QAM transmissions employing the proposed TTCM with a rate-1/3 turbo code are shown in Table 4-4, based on simulation results of a binary rate-1/3 turbo code in BPSK transmissions. Our simulation showed that with an AWGN noise variance of 1.2, a BER of \( 10^{-5} \) could be achieved for a BPSK transmission using a rate-1/3 binary turbo code. We already know that, with this same AWGN noise, the BER of the turbo-coded bits of a 64QAM TTCM with 2-bit Gray mapping is as least as good as the binary turbo coded BPSK transmission. In Table 4-4, the 3\textsuperscript{rd} row gives the \( \gamma_b \) values of various QAM constellations with an AWGN variance of 1.2. It is assumed that there are always 4 turbo-coded bits generated from a rate-1/3 turbo encoder allocated to each QAM symbol.
In [32], with a combined CC and interleaver design, a rate-1/2 turbo code with an interleaver of 1024 bits yields a BER of $10^{-5}$ with $\gamma_b$ of 1.4 dB, where it also showed that without the CC-interleaver combination optimization, a $\gamma_b$ of 1.6 dB is needed to obtain the same BER. Here, we will use 1.4 dB for optimal results. Performance bounds of a rate-1/2 turbo code are also obtained and summarized in Table 4-5.

Table 4-4 – Minimum coding gains of turbo-coded bits in various QAM TTTM

<table>
<thead>
<tr>
<th>$N_t$ (bits)</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_t$ (bits)</td>
<td>3.3</td>
<td>4.3</td>
<td>5.3</td>
<td>6.3</td>
<td>7.3</td>
<td>8.3</td>
<td>9.3</td>
<td>10.3</td>
<td>11.3</td>
<td>12.3</td>
</tr>
<tr>
<td>$E_b/N_0$ (dB)</td>
<td>7.20</td>
<td>9.11</td>
<td>11.23</td>
<td>13.51</td>
<td>15.88</td>
<td>18.34</td>
<td>20.86</td>
<td>23.43</td>
<td>26.04</td>
<td>28.68</td>
</tr>
<tr>
<td>Uncoded $E_b/N_0$ requirement (dB)</td>
<td>12.23</td>
<td>14.22</td>
<td>16.35</td>
<td>18.57</td>
<td>20.92</td>
<td>23.31</td>
<td>25.79</td>
<td>28.30</td>
<td>30.88</td>
<td>33.46</td>
</tr>
<tr>
<td>$G$ (dB)</td>
<td>5.03</td>
<td>5.11</td>
<td>5.12</td>
<td>5.06</td>
<td>5.04</td>
<td>4.97</td>
<td>4.93</td>
<td>4.87</td>
<td>4.84</td>
<td>4.78</td>
</tr>
</tbody>
</table>

Table 4-5 – Minimum coding gains of turbo-coded bits in various QAM TTTM

<table>
<thead>
<tr>
<th>$N_t$ (bits)</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_t$ (bits)</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>$E_b/N_0$ (dB)</td>
<td>8.60</td>
<td>10.67</td>
<td>12.91</td>
<td>15.26</td>
<td>17.69</td>
<td>20.19</td>
<td>22.75</td>
<td>25.34</td>
<td>27.98</td>
<td>30.64</td>
</tr>
<tr>
<td>Uncoded $E_b/N_0$ requirement (dB)</td>
<td>13.54</td>
<td>15.62</td>
<td>17.84</td>
<td>20.14</td>
<td>22.5</td>
<td>24.98</td>
<td>27.46</td>
<td>30.04</td>
<td>32.6</td>
<td>35.23</td>
</tr>
<tr>
<td>$G$ (dB)</td>
<td>4.94</td>
<td>4.95</td>
<td>4.93</td>
<td>4.88</td>
<td>4.81</td>
<td>4.79</td>
<td>4.71</td>
<td>4.70</td>
<td>4.62</td>
<td>4.59</td>
</tr>
</tbody>
</table>

The performance of a best rate-2/3 turbo code obtained from a punctured rate-1/3 turbo code is shown in [37], where the searching is over all the puncturing patterns. The coding gain lower bounds derived from the simulation results presented in [37] are shown in Table 4-6.

Table 4-6 – Minimum coding gains of turbo-coded bits in various QAM TTTM

<table>
<thead>
<tr>
<th>$N_t$ (bits)</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_t$ (bits)</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>$E_b/N_0$ (dB)</td>
<td>14.66</td>
<td>17.00</td>
<td>19.44</td>
<td>21.94</td>
<td>24.49</td>
<td>27.09</td>
<td>29.72</td>
<td>32.38</td>
</tr>
<tr>
<td>Uncoded $E_b/N_0$ requirement (dB)</td>
<td>17.84</td>
<td>20.14</td>
<td>22.5</td>
<td>24.98</td>
<td>27.46</td>
<td>30.04</td>
<td>32.6</td>
<td>35.23</td>
</tr>
<tr>
<td>$G$ (dB)</td>
<td>3.24</td>
<td>3.14</td>
<td>3.06</td>
<td>3.04</td>
<td>2.97</td>
<td>2.95</td>
<td>2.88</td>
<td>2.95</td>
</tr>
</tbody>
</table>
It should be noted that when a rate-2/3 turbo code is used, 3-bit Gray mapping could be employed as shown in Figure 4-11. The coding gain performance shown in Table 4-6 does not take into account the much better error protection on certain bits in the 3-bit Gray mapping. Therefore, these coding gain lower bounds are pretty loose.

It was shown in Table 4-2 that there are four levels of protection in a 3-bit Gray mapping. Let us still assume that a random interleaver is employed between the rate-2/3 turbo encoder and the constellation mapper, every turbo-coded bits has an equal probability of being allocated to any bit positions of any protection level. Therefore, the probability of making a decoding error with an error word of weight-\(w\) can be calculated as,

\[
p(m) = \sum_{m_1=0}^{m} \sum_{m_2=0}^{m-m_1} \sum_{m_3=0}^{m-m_1-m_2} p(m_1, m_2, m_3) Q\left(\frac{m_1 \cdot d_1 + m_2 \cdot d_2 + m_3 \cdot d_3 + (m-m_1-m_2-m_3) \cdot d_0}{\sqrt{m \cdot N_0 / 2}}\right)
\]

Eq. 4-30

where \(m\) is total number of error bits, \(m_1, m_2\) and \(m_3\) are the number of erroneous bits falling on the bit positions of protection states of 0, 1 and 2, as shown in Table 4-2, and \((m-m_1-m_2-m_3)\) is the number of error bits falling on bit positions of protection state of 4. \(p(m_1, m_2, m_3)\) is the probability of this particular error event.

The word error probability of the code words of weight-3 to 6 are calculated and presented in Figure 4-16. It is observed that the ML decoding using ESBSs from 3-bit Gray mapping performs at least 0.5 dB better than using received BPSK symbols, for error words of weight-3. This gain improves to more than 1.0 dB for error words of weight-6 and more than 2 dB for error words of weight-10 (not shown in the figure). The rate-2/3 turbo code shown in Table 4-3 has only one code word of weight-3. Furthermore, for low \(E_b/N_0\) values, the BER performance is also determined by moderate-weight error code words with large multiplicities. Therefore, it is expected that using ESBS from a 3-bit Gray mapping could provide coding gain advantage much higher than 0.5 dB.\(^\text{12}\)

\(^{12}\) Other the other hand though, this gain was achieved based on ML decoder. The assumption of ML decoding performance of an iterative decoder at low SNR values has not been validated.
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Figure 4-16 – Word error probability of ML decoding with ESBSs

3-bit Gray mapping, m is the weight of the word error, turbo-coded bits only, $E_b/N_0$ values are calculated as for BPSK transmissions

4.2.4. Performance improvement with a specific interleaver

In previous sections, it was assumed that the constellation mapping is performed randomly, i.e., all bits in one turbo block have the same probability of being assigned to bit positions with any protection levels. However, when the weight spectrum of a turbo code is known and the most vulnerable positions can be located, allocating better protected bit positions during the constellation mapping to these vulnerable positions could provide better performance than allocating the better protected bit positions randomly to any turbo coded bits.

As an example, for a rate-1/2 turbo code with a specific S-random interleaver, the weight spectrum of the code words generated from weight-2 and weight-3 information word is shown in Table 4-7.
Table 4-7 – Weight distribution of a rate-1/2 turbo code, K=100

<table>
<thead>
<tr>
<th>(d_w)</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>15</td>
<td>6</td>
<td>30</td>
<td>20</td>
<td>45</td>
<td>41</td>
</tr>
</tbody>
</table>

It was shown in [29] that the performance of a turbo code at moderate and high SNR is determined mainly by the low-weight code words generated from weight-2 (or low-weight) information words. Therefore, improving the protection on the bits contained in these low-weight code words will, therefore, improve the overall turbo decoding performance.

For example, in a 64QAM with a rate-1/2 turbo code with 2-bit Gray mapping, we can improve the turbo decoding performance by ensuring that the bits on the error positions in the low-weight error words shown in Table 4-7 are allocated to the better-protected bit position \(u_l\). We observe from Table 4-7 that for turbo code words of weight smaller than 15 generated from weight-2 and weight-3 information words, there are a maximum of 243 bits in one turbo block that need to be better protected. Both the transmitter and receiver have to know these positions to perform the constellation mapping and demapping. Note that this is only useful in moderate or high SNR situations. In the case of low SNR, the multiplicities of medium-weight error words also play a significant role in determining the BER performance. In this case, it is expected that randomly allocating the better-protected positions will provide a reasonable performance improvement.

4.2.5. Performance balancing between turbo-coded bits and uncoded bits

The performance analysis so far is for the turbo-coded bits. The uncoded bits are protected by the large intra-subset constellation distance provided by set partitioning.

The proposed QAM transmission with TTCM can be viewed as a two-level channel coding, where the lower level bits are turbo coded and no coding is applied to the higher-level bits. A properly designed QAM transmission with this two-level TTCM structure should meet the following criteria:

- The BER of the turbo-coded bits (lower-level) should meet the BER requirement.
- The BER of the uncoded bits should meet the BER requirements on condition of the possible lower-level decoding errors.
The BER of the turbo-coded bits should not be too much better than the BER of the uncoded bits. When this is the case, it means the system is wasting some bandwidth or power in providing protection on the turbo-coded bits. The overall performance is then decided by the uncoded bits.

The BER of the uncoded bits, with the assumption of correctly decoded turbo-coded bits, should not be too much better than that of turbo-coded bits. This happens when there are many turbo-coded bits allocated to one QAM symbol. In the constellation mapping, these turbo-coded bits divide the constellation into partitions. The more partitions there are, the smaller the partition size is, the larger the intra-subset constellation distance is. Since the uncoded bits are used to determine different constellation points in one subset, it is possible that the protection provided by the large intra-subset minimum distance is much higher than the protection to the turbo-coded bits by the turbo coding. When this happens, the overall performance is decided by the turbo-coded bits and the overprotection on the uncoded bits will be totally useless since the receiver needs correct decisions on the turbo-coded bits to make decisions on these uncoded bits.

Therefore, in the proposed TTTCM structure, the error performance from different levels should be balanced. In this section, we compare the performances of the uncoded bits and the turbo-coded bits in our proposed TTTCM structure.

With a rate-1/2 turbo code and the constellation mapping as shown in Figure 3-6, each QAM symbol from a constellation of $2^b$ will carry $(b-2)$ information bits. For the required BER of $P_b$, let us assume $d_{1,\text{min}}$ is the required minimum distance in the QAM constellations for uncoded systems and $d_{2,\text{min}}$ is the required minimum distance for the turbo-coded system.

An information bit sequence $(u_1, u_2, ..., u_{b-2})$ is turbo-encoded into $(u_1, p_1, u_2, p_2, ..., u_{b-2})$, where the first two bits $(u_1, u_2)$ are encoded into $(u_1, p_1, u_2, p_2)$. With the mapping shown in Figure 4-3, the uncoded bits are separated by $4 \cdot d_{2,\text{min}}$ after the constellation mapping. To obtain the same $P_b$ for uncoded bits in the TTTCM as that in an uncoded system, we must have for uncoded bits:

$$d_2 \geq \frac{d_1}{4}$$

Eq. 4-31
Next, we look at the requirement on $d_{2,\text{min}}$ to obtain the required BER from turbo coded bits. For the uncoded QAM transmission, the signal-to-noise ratio per bit ($\gamma_b$) is calculated as,

$$\gamma_b^{un} = \frac{\frac{2}{3} d_{\text{1, min}}^2 (2^{b-2} - 1)}{b - 2}$$

Eq. 4-32

whereas for TTCM $\gamma_b$ is calculated as,

$$\gamma_b^{co} = \frac{\frac{2}{3} d_{\text{2, min}}^2 (2^b - 1)}{b - 2}$$

Eq. 4-33

When a 6 dB coding gain can be obtained for the required BER, we have

$$\frac{\gamma_b^{un}}{\gamma_b^{co}} = 6 \ (dB)$$

Eq. 4-34

Combining Eq. 4-32, Eq. 4-33 and Eq. 4-34, we obtain

$$d_{2,\text{min}} \geq d_4$$

Eq. 4-35

Looking at Eq. 4-31 and Eq. 4-35, it is apparent that the coded and uncoded bits have similar performance. Therefore, mapping 4 coded bits to each QAM symbol balances the BER performance of the uncoded bits and coded bits when a coding gain of 6 dB could be obtained from the turbo code on the turbo coded bits. The actual required coding gain for the turbo-coded bits should be slightly more than 6 dB since the estimated BER performance of the uncoded bits is based on an assumption of correct turbo decoding.

Simulation results in [3] showed more than 8 dB coding gain for 16QAM TTCM of 2 bits per symbol. This means that the turbo-coded bits are better protected than the uncoded bits. In this case, the overall performance is decided by the performance of the uncoded bits. A modified channel coding structure shown in Figure 4-17 is proposed to provide some additional protection to the uncoded bit.
An optional RS coding (or any other block coding) is performed on the uncoded bits only. This additional RS code can be of very high code rate since it is used to improve the BER performance from an already low value. The interleaver for the RS code, \( \pi_{RS} \), is not necessary for an AWGN channel. However, it is necessary when impulse noise is a major consideration.

4.2.6. Design of Multilevel Turbo Coded Modulations

In this section, we discuss the design of the CCs employed in TTCMs and the mapping of the turbo coded bits to the constellation points.

4.2.6.1. Multilevel coding employing turbo codes

Three distinct multilevel TTCM structure is actually a special form of multilevel-coding (MLC) and multistage decoding (MSD), where the lowest four levels are coded with a turbo code and the upper levels are left uncoded. To achieve the optimum performance of this two level coded system, the code rate must be designed properly. An additional high rate block code, either employing soft decision or hard decision decoding, can be applied to the higher-level information bits to balance the error performance.

Details of MLC and MSD are discussed in [33]. Performance analysis and design issues of MLC/MSD using turbo codes are given in [34]. It is shown that the channel capacity can be approached by using MLC and the suboptimal MSD, if, and only if (iff)
an optimum code rate distribution across different coding levels is chosen. It has also
been pointed out that decision on the parity bit error probability must be taken into
account if turbo code is used in the low-levels of MLC/MSD systems [33]. Since the
modulation scheme used in ADSL DMT systems is QAM, the following discussions will
concentrate on QAM transmission systems. The discussion can be extended to other
multidimensional modulation schemes in a straightforward manner.

In an MLC/MSD scheme, the bits in the two-dimensional QAM symbols are grouped
into different levels, based on a certain bit-to-symbol mapping scheme. Usually,
Ungerboeck's set partitioning is employed. Let's assume an MLC/MSD scheme with \( l \)
levels, where \( b_i \) is used to indicate the bits in the \( i^{th} \) level, \( r_i \) is used to indicate the code
rate in the \( i^{th} \) level, and code words in all levels have the same length of \( n_c \). The overall
transmission rate, \( R_b \) in bits per channel symbol, is the sum of the transmission rate of
each level, where

\[
R_b = \sum_{i=1}^{l} r_i
\]

Eq. 4-36

It is shown in [33] and [34] that the overall channel can be viewed as \( l \), equivalent
parallel binary channels, which are characterized by their capacities. Applying the well-
known chain rule for mutual information, it has been shown in [50] that the sum of the
mutual information of these equivalent binary channels yields the mutual information for
the complete communication scheme. The following theorem on channel capacity for
multilevel coded systems is therefore given as,

\[
MLC/MSD Capacity Theorem
\]

The capacity \( C = C(A) \) of a \( 2^l \)-ary digital modulation scheme is equal to the sum of the
capacity \( C' \) of the equivalent channels at the individual coding levels of a multilevel coding
scheme which is based on a regular binary partitioning tree of the signal set:

\[
C = \sum_{i=0}^{l-1} C'
\]

Eq. 4-37

The capacity \( C \) can be achieved via MLC and MSD iff the individual rates \( R' \) at the different
coding levels are chosen equal to the capacities of the equivalent channels, \( R' = C' \).
This theorem tells that when using MLC and MSD, the channel capacity could be achieved even though the MSD is a suboptimum decoding process, if and only if the correct coding rate distribution is designed according to the subchannel capacities. The most common criterion of the rate design is to balance the minimum Euclidean distances for all levels. However, recent studies show that the performance obtained based on the balanced Euclidean distance design rule is far from the asymptotic coding gain. This is caused by the enormous increase in the number of nearest neighbor error events at lower levels due to the multiple representation of the binary symbol in level \( k \) by all elements of the signal subset, \( A_0...k \), the subset decided by the bits from level-0 to level-\( k \). Furthermore, turbo codes cannot be clearly characterized by their Hamming distance. It was shown in [34] that significant improvement (about 1.2 dB) could be achieved by using the capacity rate design rule. Applying the channel capacity design rule, it was found that using balanced Euclidean distance design rule often results in lower level design rates that are higher than their capacity. Therefore, no reliable transmission is possible in this level. (Please refer to [33] and [34] for detailed discussions on this issue.)

There are two levels in our proposed TITCM. The lower level consists of turbo-coded bits and the higher level of un-turbo-coded bits. The channel is therefore divided into two parallel equivalent QAM channels, \( h_0 \) and \( h_1 \). The optimal code rates shall be designed according to the capacity criterion. The capacity of a modulation scheme with a signal constellation \( A \) of equiprobable signal points applied to a memoryless channel with output variables \( r \) out of the variable space \( R \) is defined by:

\[
C(A) = \int_{R} \frac{1}{|A|} \sum_{a_n \in A} f_2(r | a_n) \cdot \log_2 \frac{f_2(r | a_n)}{1 \sum_{a_k \in A} f_2(r | a_k)} dr
\]

Eq. 4-38

Applying Eq. 4-38 to the turbo coded bits, the following equation is obtained.

\[
C^0 = \frac{1}{2} \sum_{c_0=0.0.0.0}^{1.1.1.1} \int_{R} f_2(r | c_0) \log_2 \frac{f_2(r | c_0)}{f_2(r)} dr
\]

Eq. 4-39

where \( c_0 \) is the 4-bit vector at the turbo-coded level, \( C^0 \) is the low-level channel capacity.
It is easy to show that
\[
C^0 = C(A) - \frac{1}{16} \sum_{c_3=0,0,0,0}^{1,1,1,1} C(A_{c_3})
\]
Eq. 4-40

where \(C(A)\) is the total channel capacity with constellation \(A\), and \(C(A_{c_3})\) is the channel capacity of the constellation consisting of signal points with the last four bits set to a fixed vector \(C_0\).

With Ungerboeck's set partitioning, Eq. 4-38 could be expressed equivalently as,
\[
C^e = C(A) - C(A_{c_3})
\]
Eq. 4-41

The capacity of the equivalent channel at the lower level is simply the difference of the capacities of the entire signal constellation and that of its subsets addressed by the low-level bits. Calculation of the channel capacity of a QAM transmission has been shown in section 3.1. The capacity calculation of the subset decided by the low-level bits is similar to that for the entire constellation, the difference being the different number of symbols and the minimum constellation distance.

The channel capacities of the overall 64QAM transmission and the lower level equivalent channel are plotted in Figure 4-18. It is shown that for an overall capacity of 4 bits per symbol, the capacity of the lower level is 2 bits per symbol. According to the capacity criterion of rate distribution, this suggests that a rate \(\frac{1}{2}\) is the highest rate that the lower level code can have. With a rate higher than \(\frac{1}{2}\), reliable transmission is impossible. The higher-level bits do not need FEC or only need a very high rate code. Using high rate codes for low-level bits to achieve capacity is possible if more low levels are encoded together. For example, it is expected that using a rate \(\frac{2}{3}\) code for a two-level coding, in which the lowest three bits are the turbo-coded bits including systematic and parity bits, can meet the rate distribution requirement given by the capacity design rule.
Figure 4-18 – Capacities of 64QAM and the lower level coded bits

The above capacity results are asymptotic results based on infinite block length. For finite-length codes, the following rate design rule is proposed in [34].

**Rate design for multilevel coding systems with finite-length code words**

For a maximum tolerable block error rate $p_e$ and length $n$ of component codes at all levels, choose the rates $R_i$ of a multilevel coding scheme from the corresponding isoquants of the random coding exponents $E'_i(R')$ for given total rate

$$R = \sum_{i=0}^{l-1} R_i'$$

or given noise variance $\sigma^2$.

For moderate to high block lengths, such as 1000, and for low block error rates, such as $p_e$, less than $10^{-4}$, the rate designed according to the above rule gives little difference from the asymptotic rate distribution obtained based on unlimited block length. However,
for shorter codes, remarkable difference exists. It is reasonable to estimate that the TTCM system based on block length-1024 and a BER of $10^{-7}$ follows the capacity rate distribution rule with infinite block length assumption.

It is also shown in [33] that using maximum likelihood hard decision decoding for the higher levels in an MLC/MSD system will only introduce slight performance loss compared to using the soft decision decoding. This is because the higher levels always use high-rate FECs. Additional performance loss will be introduced by using bounded-distance hard decision decoding instead of the maximum likelihood hard decision decoding. However, for high rate codes, bounded-distance decoding performs close to the hard-decision ML decoding. It follows that using bounded-distance hard decision decoding in the high levels will induce only slight performance degradation. This validates the application of an RS code to the un-turbo-coded bits with hard-decision decoding or erasure decoding in the proposed TTCM systems.

4.2.6.2. TTCM with Gray mapping

It has been shown that with Gray coding in the bits-to-QAM symbol mapping, the binary soft information obtained from the received noise corrupted QAM symbols is no longer Gaussian distributed. The distribution of the best-protected bits is flattened out and it tends to have a larger mean value and variance. Therefore, different optimization criteria of turbo coded ADSL DMT systems should be expected.

The parity bit LLR distribution for 2-bit Gray mapped 64QAM signals is plotted in Figure 4-3. For systematic bits, the distribution is very close to a Gaussian distribution with the same noise variance. Therefore, we conclude that the soft information of parity bits has mean values of $\pm 2.76$, while the soft information of systematic bits has mean values of $\pm 1$.

With the help of the uniform interleaver, the following asymptotic bound for the bit error probability is obtained as shown in Eq. 4-24. It is apparent that the BER is inverse proportional to the interleaver length. Another important conclusion from Eq. 4-24 is that the most significant parameter through which the CC influences the turbo code performance, namely, $z_{min}$, is the lowest weight of the parity-check bits in error events of the CC generated by information sequences of length 2. The effective free distance, $d_{free}$, is then calculated as
\[ d_{\text{free, eff}} = 2 + 2z_{\text{mn}} \]

Eq. 4-42

Therefore, the CCs should be designed to maximize the effective free distance for turbo code design.

Interleaver designs have been discussed in several previous papers. The design of an interleaver consists of breaking the information patterns, which will produce low weight code words.

In Gray mapped TTCM systems, the criteria will be changed because, as shown previously in this chapter, the soft binary symbols on those bits assigned to different bit positions have different average minimum Euclidean distances. Therefore, the \( E_b \) in Eq. 4-24 will be different for different bits. Assigning systematic and parity bits to different positions will produce different performance. Assume now the systematic bits and parity bits have different energy per bit as \( E_{bs} \) and \( E_{bp} \). The union bound is then approximated by:

\[
P_b(e) \leq \sum_{k=1}^{\lfloor y/2 \rfloor} 2k \binom{2k}{k} W^{-2k} \sum_{v=0}^{2k-1} \left( \frac{Z^{2k_{mn}}}{(1 - Z^{mn^{2}})^{2k}} \right)^{v} \]

Eq. 4-43

If only the weight-2 input words are considered as the most significant part on the performance determination, in the design of the CCs and interleavers of the TTCM system with simplified decoding algorithm, the goal will be to maximize the effective free Euclidean distance (EFED), which is now defined as:

\[
d'_{\text{free, eff}} = \sum_{i=1}^{w+j} d_{i, \text{min}} \]

Eq. 4-44

where \( w \) is the number of differing systematic bits, \( j \) is the number of differing parity bits and \( d_{i, \text{min}} \) is the minimum Euclidean distance for the \( i^{th} \) differing bit.

Furthermore, assuming that the number of parity bits in the low weight code word is much larger than the number of systematic bits, the bit positions with larger minimum Euclidean distances (MED) should be assigned to the parity bits. This is actually done in two steps. In the first step, the CCs are designed according to the effective free distance. In the second step, a proper bit assignment is performed after during the Gray mapping to improve the turbo code performance. The interleaver is designed according to the same criteria, i.e., to maximize the EFED.
An extension is to assign those most important bits, systematic or parity, to the best-protected bits in the Gray mapping. This will significantly improve the performance because the effective free distance can be much higher. Interleaver should be designed to achieve the same goal. The major problem is therefore to find the CCs, an interleaver and a bit-assignment algorithm to improve the turbo code performance.

Based on breaking the error patterns caused by weight-2 or weight-3 input sequences, punctured turbo codes have been shown to give near Shannon limit performance for a block length of 10000 bits. For long interleavers, in addition to designing the interleavers to break the error patterns, for the remaining unbreakable patterns, the most common position of the differing bits in one turbo block can be obtained through simulations. Performance improvement is therefore expected if those vulnerable positions are better protected by assigning proper Gray mapping positions.

For shorter interleavers, the effective free distance is small. Therefore, by breaking some low-weight error patterns and assigning some vulnerable positions by high-protected bits, the EFED can be increased significantly.

This analysis can be further extended to the use of higher rate turbo codes and 8-Gray mapping. An 8-Gray mapping for one dimension of the 256QAM transmission is shown in Figure 4-19.

![Gray Mapping Diagram]

bits: 000 001 011 010 110 111 101 100 000 001 011 010 110 111 101 100

Figure 4-19 – 3-bit Gray mapping of in-phase or quadrature component of a 256QAM

It is also easy to show that the soft information can be well approximated with linear functions of $d$. The overall PDF of the bold bits in Figure 4-19 is shown in Figure 4-20.
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Figure 4-20 – LLR distribution of the first bit in 3-bit Gray mapping in the 256QAM as shown in Figure 4-19

The mean of the channel values for this bit position to be ‘1’ and ‘0’ are ±4.5, which is much larger than ±1 in the standard BPSK with the same $N_0 = \frac{1}{2}$. Through similar procedure, the second bits position is calculated to have means of ±1.84. The third bits position has a distribution very similar to a Gaussian distribution with means of ±1.

It is apparent that the soft information symbols have larger average mean values. This effect doesn’t vanish with an increase in the size of the QAM constellation because the soft binary symbol distribution in Figure 4-20 considers only the inside bits. Therefore, the effective free Euclidean distance (EFED) of the TTCM with any size of QAM constellation can be improved. The two systematic bits are allocated to the two less protected bits and the parity bits are allocated to the best-protected bits.

However, to keep the number of parity bits in each QAM symbol unchanged, a rate-2/3 turbo code must be employed. While using large size Gray mapping can increase the EFED, the Shannon limit (in SNR per bit) for rate 2/3 FEC codes is about 0.5 dB worse than that of rate $\frac{1}{2}$ codes. Therefore, to achieve a better performance by using higher
order Gray mapping, the performance improvement should be able to make up for this capacity loss. It is also shown in section 4.2.6.1 that for a multilevel TTCM with the lowest four-level bits coded, the optimum rate for the low level bits is $\frac{1}{2}$, whereas for structures with the lowest six-level bits coded, the optimum rate is $2/3$. Therefore, they both satisfy the optimum rate distribution obtained according to the capacity design rule for multilevel coding in AWGN channels with MSD suboptimal decoding.

4.3. Simulation Results of TTCM in QAM Transmissions and DMT Systems

This section presents simulation results of the proposed TTCM in single-carrier QAM transmissions. It is further shown that these results can be directly applied to estimate the performance of ADSL DMT systems employing the proposed TTCM. The TTCM structure with the turbo encoder shown in Figure 3-6 and the pragmatic TTCM shown in Figure 4-8 are both simulated and the performances are compared. For the TTCM with turbo encoder shown in Figure 3-6, SMAP algorithm is employed for best performance. For the pragmatic TTCM, the simplified decoding algorithm is used. In the later case, there are two simplifications that make it sub-optimum. The first one consists in the using of the binary MAP decoder instead of the SMAP decoder. The second one uses the punctured rate-1/2 CC to implement a rate-2/3 CC. We will evaluate the performance degradation caused by these two simplifications. To avoid adding too much additional delay to ADSL DMT transmissions, we limit the interleaver length to 1024-bit. For an ADSL DMT system with 200 subchannels, using a 1024-bit interleaver results in an additional delay of at least 5 DMT symbols, i.e., 1.25 ms. There are applications where the delay requirement is more flexible. For these applications, longer interleavers can be used and better performance can be expected. Without special indication, the assumptions made in the simulations are listed in Table 4-8.

Previous published simulation results in the literature showed an error floor of binary turbo decoding at a BER of $10^{-5}$. It is expected that the proposed TTCM using simplified TTCM decoder will encounter the same problem because a binary turbo decoder is employed. To lower the error floor to the required BER of $10^{-7}$ in ADSL transmissions, a concatenated channel coding structure would be a good option. The inner code is the TTCM we have discussed in previous sections. An RS code will be added as the outer
code to correct the burst errors output from the TTCM decoder. This concatenated coding structure is also simulated and the assumptions are also shown in Table 4-8.

<table>
<thead>
<tr>
<th>Channel</th>
<th>AWGN channel, no ISI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decoding algorithm</td>
<td>SMAP and binary MAP</td>
</tr>
<tr>
<td>Turbo code interleaver size</td>
<td>1024-bit and 400-bit</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>10</td>
</tr>
<tr>
<td>Modulation</td>
<td>64QAM and 256QAM</td>
</tr>
<tr>
<td>Bandwidth efficiency</td>
<td>4 bits/symbol for 64QAM</td>
</tr>
<tr>
<td></td>
<td>6 bits/symbol for 256QAM</td>
</tr>
<tr>
<td>Number of redundant bits per symbol</td>
<td>2 parity bits per QAM symbol</td>
</tr>
<tr>
<td>RS codes</td>
<td>GF(256)</td>
</tr>
<tr>
<td>RS code interleaver</td>
<td>Byte interleaver</td>
</tr>
</tbody>
</table>

4.3.1. TTCM with Symbol-MAP algorithm in AWGN channels

The simulation was first performed with a 64QAM transmission with TTCM. The bandwidth efficiency is 4 information bits per symbol. The constellation mapping is performed according to Figure 4-3. Two uncoded bits are used to select one of the four quadrants in the 64QAM constellation. The two other bits are turbo encoded into 4 bits, and they are used to select a signal point in each subsection.

The simulation results are shown in Figure 4-21. Each point on the performance curve has been tested with over $10^7$ bits. The highest signal-to-noise ratio per bit ($\gamma_b$), 8.45dB, which has been tested with over $4 \times 10^7$ bits, did not give any error on the turbo coded bits. However, no conclusion should be drawn that the coded bit error rate with this $\gamma_b$ is below $10^{-7}$, due to the lack of sufficient simulation data. It was observed from the simulations that for low SNR values, a decoding error most probably gives about 80 (information) bit errors. Therefore, with a simulation of $4 \times 10^7$ bits, once a single error event occurs, the BER is at the order of $10^{-6}$.

It is shown in Figure 4-21 that a coding gain of more than 5.3 dB was achieved by using the proposed TTCM in the 64QAM transmission at a BER of $10^{-5}$. It is observed that uncoded bits always have a higher BER than coded bits. No BER floor is observed for the turbo coded bits. However, it is observed that the uncoded bits have a "BER floor" at around $10^{-6}$. Some explanations of the simulation results are:
Although no BER floor is found for turbo coded bits, it is observed that the BER curve of the coded bits becomes flatter after $2 \cdot 10^{-5}$. Therefore, it is likely that the BER floor of the turbo-coded bits was not observed because of an insufficient simulation data.

The uncoded bits were not protected as well as the turbo-coded bits. Therefore, in the range of $E_b/N_0$ larger than 8.2 dB, where no error in turbo-coded bits occurs, the overall error performance follows a Q-function. Compared to the water-fall region of the performance curve of turbo codes, the BER vs. SNR curve plotted according to a Q-function is much flatter. It results in a "BER floor" as shown in Figure 4-21.

Figure 4-21 – BER of 64QAM TTCM with Symbol-MAP decoding algorithm

64QAM transmission, 4 information bits per symbol, rate-2/3 CCs, two 1024-bit interleavers, Symbol-MAP, 10 iterations

The decisions of uncoded bits depend heavily on the lower-level turbo-coded bits. Whenever there are decoding errors, it is very likely that the receiver makes error decisions on the corresponding uncoded bits allocated to the same QAM symbols.
Using the mapping scheme shown in Figure 4-3, assuming that a pair of output systematic and parity bits, \( [u_k, p_k] \), from turbo decoder during a decoding error is uniformly distributed over all possible combinations, the error probability of uncoded bits is more than \( 1/8^{13} \).

The performance of the pragmatic TTCM employing simplified decoding structure is shown in Figure 4-22. A coding gain of 5.2 dB can be achieved at a BER of \( 10^{-5} \) and this is less than 0.2 dB worse than that obtained by SMAP with two 1024-bit interleavers.

![BER vs. \( E_b/N_0 \)](image)

Figure 4-22 – BER of TTCM with simplified TTCM decoding

64QAM transmission, 4 information bits per symbol, binary-MAP, one 1024-bit interleaver, 10 iterations

It was observed from the above results that good coding gains could be obtained at a BER of \( 10^{-5} \). However, the BER requirement in ADSL DMT system is \( 10^{-7} \). We are then facing two situations here:

---

\(^{13}\) The derivation of this number is given at the end of this chapter.
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When there is no BER floor from the turbo decoder before $10^{-7}$, a coding gain of at least 7 dB is expected. In this case, we would have to add additional protection to the uncoded bits.

When there is a BER floor before $10^{-7}$ from the turbo decoder, we should consider using a concatenated coding structure to keep the good coding gain performance by lowering this BER floor with an outer RS code.

Although it has not been proved that the BER floor can be avoided in the ADSL DMT systems employing the TTTCM, the following facts support the asymptotic performance:

- In [3], no BER floor was observed at $10^{-8}$ from a 16QAM TTTCM scheme, with 2 length-16384 bit interleavers. For a 64QAM TTTCM with 4 length-4096 interleavers, no BER floor was observed before $10^{-7}$.

- In [32], it was shown that the BER floor of binary turbo coded BPSK transmission in AWGN can be lowered to $2\cdot10^{-7}$ with an interleaver size of 1024 bits. It is therefore expected that by using a longer and carefully designed interleaver for the specific CCs, a BER floor lower than $10^{-7}$ could be achieved.

In [3], a 64QAM system based on two interleavers with a length of 4096 bits achieves $10^{-7}$ BER at around 7.5 dB. This is about 1.25 dB better than our simulation performance shown in Figure 4-21. This difference can be explained by the fact that we are using a shorter interleaver length of 1024 bits. At a low BER, the minimum distance determines the performance of a turbo code. In [35], it is shown that the minimum distance of a turbo code with a long interleaver is expected to be much larger than that of a turbo code with a short interleaver. The difference between the S-parameters of the interleavers of length 1024 and 4096 also suggests this difference, as shown in Table A-1.

In the following sections, we present simulation results when applying the concatenated coding structures.

4.3.2. Performance of using concatenated coding structure

An outer RS code can be employed to further improve the coding gain performance, as shown in Figure 4-1. The RS code is applied in combination with an interleaver to break the long error burst output from the inner code decoder (the turbo decoder in our case). The price to pay is the complexity of the RS encoder, the RS decoder and the delay
introduced by the RS encoding, RS decoding and the additional interleaving and deinterleaving processes. In the ADSL standard, an RS code in Galois Field GF(256) is used, which means an RS code word symbol is 8 bits, i.e., 1 byte. The interleaver and deinterleaver operate also on the byte basis for optimal performance.

4.3.2.1. TTCM with Symbol-MAP decoding

In this section, the concatenated coding scheme with an RS code as the outer code, and the TTCM as the inner code is evaluated via simulations. An RS($N_r$, $K_r$) code generates a length $N_r$-byte code word from $K_r$ information bytes. It could correct up to $(N_r-K_r)/2$ error bytes in one RS code word. Therefore, with the same redundancy ratio, the longer is the RS code word, the better the burst error correction capability it has. The RS code in GF(256) can have code words of any length shorter than 256 bytes. In our simulation, we used $K_r=50$ and $K_r=200$ bytes and 2, 4 and 8 redundant bytes to test the performance.

In ADSL DMT systems, the redundancy introduced by the RS encoding is absorbed into the DMT symbols. This results in an increase in the SNR requirements of some subchannels because they are now carrying more bits. The SNR penalty, $G_{neg}$, caused by the redundant bits can be calculated as,

$$G_{neg} = \frac{2^{b_{av}(1+P_r)} - 1}{2^{b_{av}} - 1}$$

Eq. 4-45

where $b_{av}$ is the average number of bits per subchannel and $P_r$ is the RS code redundancy ratio. The SNR penalties for various redundancy ratios are shown in Table 4-9, with the assumptions of 100 subchannels and an average of 4 bits per subchannel.

Without considering the SNR penalties, the BER performance of the concatenated RS-TTCM in a DMT system with 64QAM transmission in all subchannels are shown in Figure 4-23. The SNR penalties resulted from using redundancy of 2, 4, 6 and 8 bytes are 0.1283 dB, 0.2564 dB, 0.3843 dB and 0.5119 dB respectively. The actually coding gains are obtained by subtracting the SNR penalties from the coding gains shown in Figure 4-23, which are listed in Figure 4-24. It is shown that a coding gain of 7 dB could be obtained at a BER of $10^{-7}$ by employing the concatenated RS-TTCM.
Table 4-9 – SNR penalty resulted from different RS code redundancies in DMT systems
Assuming 100 subchannels, on average 4 bits/subchannel

<table>
<thead>
<tr>
<th>$P_{re}$ (%)</th>
<th>2%</th>
<th>4%</th>
<th>6%</th>
<th>8%</th>
<th>10%</th>
<th>12%</th>
<th>16%</th>
<th>20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR penalty (dB)</td>
<td>0.26</td>
<td>0.5</td>
<td>0.7</td>
<td>1</td>
<td>1.2</td>
<td>1.5</td>
<td>2</td>
<td>2.5</td>
</tr>
</tbody>
</table>

It is observed from Figure 4-24 that for a BER of $10^{-7}$, the best coding gain is obtained by using 2 redundant bytes or 4 redundant bytes. The SNR penalties of using 6 or 8 redundant bytes overwhelm their coding gain advantages. Therefore, using a more powerful RS code will not necessarily give better performance in DMT systems.

![BER performance of the concatenated RS-TTCM](image)

Figure 4-23 – RS-TTCM BER performance without considering SNR penalties
64QAM transmission, 4 information bits per symbol, symbol-MAP, two 1024-bit interleavers, 10 iterations, $RS(N_{rs},K_{rs})$ in $GF(256)$, $K_{rs}=200$, SNR penalties of RS code redundancy are not considered.

Although an RS code with higher redundancy may not provide a higher coding gain, it can reduce the interleaving delay. The output error sequence of turbo code is always a long burst, which necessitates an RS code that can correct long burst errors. These can be
either RS codes with higher redundancy ratio or longer RS codes with the same redundancy percentage.

![ BER performance of the concatenated RS-TTCM ]

Figure 4-24 – RS-TTCM BER performance considering SNR penalties

64QAM transmission, 4 information bits per symbol, symbol-MAP, two 1024-bit interleavers, 10 iterations, $RS(N_{rs}, K_{rs})$ in $GF(256)$, $K_{rs}=200$, SNR penalties of RS code redundancy are included.

4.3.2.2. Pragmatic TTCM with simplified decoding structure

The performance of the concatenated coding structure with TTCM using simplified decoding structure is shown in Figure 4-25 and Figure 4-26 for an interleaver size of 1024 bits. A coding gain of 6.8 dB is obtained for a BER of $10^{-7}$.

Similar performance of the concatenated coding scheme is observed as those in Figure 4-24. With more than 2 redundant bytes in each RS code word, the SNR penalty overwhelms the coding gain advantage. Therefore, 2 redundant bytes is the best choice to remove the BER floor of the binary turbo decoding while keeping the optimal coding gain performance.
Figure 4-25 – RS-TTCM BER performance without considering SNR penalties

64QAM transmission, 4 information bits per symbol, symbol-MAP, two 1024-bit interleavers, 10 iterations, $RS(N_{rs}, K_{rs})$ in $GF(256)$, $K_{rs}=200$. SNR penalties of RS code redundancy are not considered.

Figure 4-26 – RS-TTCM BER performance considering SNR penalties

64QAM transmission, 4 information bits per symbol, symbol-MAP, two 1024-bit interleavers, 10 iterations, $RS(N_{rs}, K_{rs})$ in $GF(256)$, $K_{rs}=200$. SNR penalties of RS code redundancy are included.
4.3.2.3. Employing shorter (400-bit) interleaver

Simulation results show that the overall error sequence of turbo codes at low SNR usually cause over 80 bit errors spreading over the 1024-bit turbo block, resulting in an error block of 128 bytes. To efficiently correct these error bytes, a large interleave depth is required, which results in a very large additional system latency.

The latency could be reduced by using short turbo blocks. For example, a single decoding error in a turbo code with a 400-bit interleaver introduces an error burst no longer than 50 bytes. The interleaving requirement is therefore reduced by more than twice.

Simulations of the TTCM with 400-bit interleavers were performed and the results are shown in Figure 4-27. Since we are more interested in the pragmatic TTCM with the simplified decoding structure, we only present the performance for this structure. It is observed that the coding gain performances are more than 0.4 dB worse than those obtained using the 1024-bit interleaver.

![BER vs. $E_b/N_0$](chart.png)

Figure 4-27 – BER of TTCM with simplified decoding, 400-bit interleavers

64QAM transmission, 4 information bits per symbol, punctured rate-1/2 CCs, one 400-bit interleaver, binary MAP decoding, 10 iterations, $RS(N_t,K_t)$ in $GF(256)$, $K_t=200$. 
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The BER performances of the concatenated RS-TTCM, where the TTCM uses 400-bit interleaver, are shown in Figure 4-28. Only 6.4 dB coding gain could be obtained, compared to the 6.8 dB coding gain obtained with the 1024-bit interleaver.

![BER performance of the concatenated RS-TTCM](image)

Figure 4-28 – BER of TTCM with simplified decoding, 400-bit interleavers

64QAM transmission, 4 information bits per symbol, punctured rate-1/2 CCs, one 400-bit interleaver, binary MAP decoding, 10 iterations. SNR penalties of RS code redundancy are included.

It is also observed that when using a short interleaver, the coding gain obtained by using the SMAP algorithm at a BER of $10^{-5}$ is more than 0.4 dB better than that obtained from using the simplified TTCM decoding.

### 4.3.2.4. Performance comparison of different channel coding schemes

The performances obtained with different coding schemes in an ADSL DMT system are shown in Figure 4-29. Each transmission has a bandwidth efficiency of close to 4 information bits per channel symbol. An RS (208, 200) code is used for RS-coded 16QAM transmission and RS-4DTCM transmission since it was shown in the literature...
that ADSL DMT system achieves best results with a redundancy ratio of 4% to 6%, with or without the 4D-TCM. In RS-TTCM, the simulation results presented in previous sections show that 2% gives the best coding gain. Therefore, RS(204, 200) is used for performance comparison.

It was observed that using TTCM or RS-TTCM provides about 1.5 dB additional coding gain than that from using RS-4DTCM.

The channel capacity of 4 bits/symbol is 5.74 dB. It is observed that even with our RS-TTCM, the performance is still almost 3 dB from the channel capacity.

Figure 4-29 – BER comparison between channel coding schemes in ADSL DMT systems

Bandwidth efficiency of 4 information bits per symbol, 16QAM uncoded transmission, RS coded 16QAM transmission, 64QAM TTCM transmission, the TTCM employs simplified decoding, one 1024-bit interleaver, 10 iterations, RS(208, 200) code is used for RS 16QAM and RS-4DTCM and RS(204,200) code is used for RS-TTCM
4.3.3. RS code requirements in concatenated coding scheme

The total delay induced by the concatenated coding of RS-TTCM in ADSL DMT system is the sum of the delay introduced by the turbo code interleaver and deinterleaver and the delay resulted from the byte interleaver and deinterleaver to improve RS code’s burst error correction capability.

The delay introduced by the turbo code interleaver depends on how many DMT symbols one turbo code word occupies, the less DMT symbols the shorter the delay is. However, less DMT symbols in one turbo code word means that high-rate turbo code needs to be used to keep two parity bits in each QAM symbol. Let us assume a DMT system with $N_c$ subchannels and each subchannel can support at least 256QAM. It is assumed that a TTCM with an interleaver of size 1024 is used in this ADSL DMT system. When a rate-1/2 turbo code with 2-bit Gray mapping as shown in Figure 4-5 is used, one turbo code word will cover 512 QAM symbols, which is $512/N_c$ DMT symbols. However, when a rate-2/3 turbo code with 3-bit Gray mapping as shown in Figure 4-11 is used, one turbo code word will cover 384 QAM symbols, which is $384/N_c$ DMT symbols. Therefore, employing rate-2/3 turbo code induces only 2/3 of the delay resulted from using a rate-1/2 turbo code. However, even in this case, the delay improvement may not be as much as it appears because in a practical ADSL system, a lot of subchannels cannot support more than 6 bits/symbol transmissions.

Another significant delay is introduced by the interleaver and deinterleaver pairs usually employed in combination with the outer RS codes. In our simulation of 64QAM TTCM systems with 2 uncoded bits per symbol, each decoded turbo block contains 2048 (turbo coded bits and uncoded bit) bits output to the RS encoder, which gives us 256 bytes. It is observed from the simulations that there are, on the average, 180 byte errors in these 256 bytes whenever an error turbo decoding occurs. These 180 byte errors spread all over the 256-byte block. Therefore, the RS decoder is facing an error block of 256 bytes. The required interleaving depths are calculated and listed in Table 4-10. Corresponding results for 256QAM transmission with rate-2/3 turbo codes are also calculated and shown in Table 4-10. It is observed that using a rate-2/3 turbo code requires smaller interleave depth since each turbo code word has a shorter length. The cost is the coding gain performance degradation.
Table 4-10 – Interleave depth requirements and system delays in RS-TTCM

<table>
<thead>
<tr>
<th>64QAM TTCM transmission, 4 information bits/symbol, simplified TTCM decoding, 10 iterations, RS code in GF(256)</th>
</tr>
</thead>
<tbody>
<tr>
<td>r (bytes)</td>
</tr>
<tr>
<td>64QAM, 1/2 TC, 1024-bit interleaver</td>
</tr>
<tr>
<td>256QAM, 2/3 TC, 1024-bit interleaver</td>
</tr>
<tr>
<td>64QAM, 400-bit interleaver</td>
</tr>
</tbody>
</table>

The interleave depths shown in Table 4-10 are fairly large for delay stringent applications, such as multimedia application over ADSL transmissions. It is therefore desirable to decrease the delay without sacrificing the coding gain performance.

The most straightforward way is to use a turbo code with a shorter interleaver, which both decreases the delay introduced by the turbo code interleaving and the RS code interleaving. With a 400-bit interleaver, the output from the TTCM decoder is an 800-bit block. It was shown in the simulations that there are about 90 bytes errors in this block at a γ of 8.17 dB. At higher γ, this number could be smaller, such as 68 bytes for 8.33 dB. However, since the error bytes are still spread all over the 100-byte block, the RS code still has to deal with an error burst of 100 bytes. The required interleaving depths are shown in Table 4-10.

It has been shown that the BER performance of turbo codes is inversely proportional to the interleaver length. Therefore, smaller coding gain is the price to pay for the shorter delay. Comparing the performances of RS-TTCM shown in Figure 4-25 and Figure 4-26, the coding gains of using a 400-bit interleaver is worse than those obtained by using a 1024-bit interleaver. The shorter delay is achieved with a coding gain loss of 0.4 dB.

Another method to reduce the system delay is to use the modified channel coding structure introduced in the following sections.

4.3.3.1. Serial-Parallel-Concatenated RS-TTCM

It has been shown in the simulations that at the output of the turbo decoder, most of the error decisions on the uncoded bits are caused by the corresponding error decisions on the turbo-coded bits. The number of errors in uncoded information bits is much higher than that of the coded information bits. This is because that all coded bits, including systematic bits and parity bits, cause error propagation to the higher-level uncoded bits.
where usually the number of parity bits in error is much larger than the number of systematic bits in error.

Furthermore, in our proposed TTCM, the uncoded bits are employed to select signal points in the constellation subsections, which have a much larger minimum Euclidean distance. With the assumption of correct turbo decoding, the error probability of uncoded bits should be very small and randomly distributed. Therefore, we do not need to provide similar protection to these uncoded bits as to the turbo-coded bits. Only a simple and high rate channel coding is needed to provide the protection required by the uncoded bits in addition to that provided by the set partitioning.

Keeping these considerations in mind, a serial-parallel-concatenated- (SPC) RS-TTCM structure as shown in Figure 4-30 is proposed to solve the problem of long delay and high SNR penalty of the RS-TTCM concatenated coding structure.

![Figure 4-30 – Serial-Parallel-Concatenated-RS-TTCM coding scheme](image)

In this SPC-RS-TTCM scheme, the first RS code, $C_1$, is used to provide further protection to the un-turbo-coded bits. The second RS code, $C_2$, is used to lower the BER floor of the turbo code. The redundancies of both RS codes can be adjusted to give satisfactory performance.

With this structure, the required interleave depth of the RS code to lower the BER floor of the turbo code is halved for the 64QAM TTCM with 4 information bits per symbol. For QAM transmissions with larger constellations, the delay reduction is greater because more than half of the bits are not turbo coded. Simulation results of the turbo-coded bits are shown in Figure 4-31.
Figure 4-31 – BER performance of lower branch of SPC-RS-TTCM
64QAM, 4 bits/symbol, simplified decoding, one 1024-bit interleaver,
10 iterations, $RS(N_{rs},K_{rs})$ in GF(256), $K=200$

The BER of the uncoded bits is shown to be in the range of $10^{-5}$ to $10^{-6}$ at $\gamma_b$ of 8 dB based on correct decoding of the turbo coded bits. A very high rate RS code, $C_I$, such as $RS(202,200)$ can be used here to lower the BER to a value much lower than $10^{-7}$. Because the uncoded bits in error will distribute randomly in AWGN channels, no interleaver is required for $C_I$.

In the presence of impulse noise, while the concatenation of RS code $C_2$ and the TTCM can provide satisfactory performance, the uncoded bits have 6 dB additional protection against impulse noise. It is therefore expected that impulse noise will introduce short error bursts for the uncoded bits. In addition, with a delay of $D_{c,1}$ introduced by the concatenation of $C_2$ and TTCM, an interleaver with a delay smaller than $D_{c,1}$ can also be concatenated with $C_I$ to improve its burst error correction capability.
4.3.4. Employing erasure RS decoding technique

Erasure RS decoding can be employed to significantly decrease the system latency. It was mentioned earlier that the error correction capability of an RS\( (N_{rs}, K_{rs})\) code is \( (N_{rs} - K_{rs})/2 \) symbols\(^{14}\) out of the \( N_{rs} \) symbol contained in one RS code word. When the receiver has the exact knowledge of the unreliable symbol locations, it will declare these symbols as erasures that contain no information. Erasure RS decoding is then carried out to recover the information contained in these erasures. The erasure correction capability of an RS\( (N_{rs}, K_{rs})\) code is \( (N_{rs} - K_{rs}) \) symbols out of the \( N_{rs} \) symbol contained in one RS code word. Therefore, with the knowledge of the unreliable symbol locations, erasure RS decoding can correct an error burst twice as long as that for a normal RS decoding. Since in the RS-TTCM (or SPC-RS-TTCM), the error sequence output from the turbo decoder is usually the whole turbo block, using erasure RS decoding would require half of the interleave depth compared to using conventional RS decoding. However, the difficulty of using erasure-decoding techniques lies in the difficulty in finding the erasure positions.

It is observed from the simulations that, in most of the times, error turbo decoding results in low absolute LLR values, compared to the LLRs generated by a successful decoding. Therefore, when the average absolute LLR value output from the turbo decoder is under a certain predefined threshold, the current turbo block could be erased. The efficiency of this erasure-declaration method depends on the convergence property of the iterative decoding. Usually, most error decodings are caused by non-convergence of the iterative decoding process, instead of an error convergence\(^{15}\). If the probability of the error convergence is small enough, this LLR-value-based erasure-declaration can be quite accurate.

4.4. PERFORMANCE EVALUATION IN PRACTICAL ADSL DMT SYSTEMS

In practice, a subscriber line is modeled as an ISI channel with crosstalk noises, where both the channel transfer function and the noise environment are very different

\(^{14}\) For an RS code in GF(256), each RS symbol contains 8 bits, i.e., 1 byte.

\(^{15}\) An error convergence is defined as the case where the turbo decoder converges to another valid code word sequence.
from an ideal AWGN channel. In this section, performance evaluation of applying TTCM to ADSL DMT systems is performed and the simulation results are presented.

4.4.1. Turbo coded ADSL DMT system with crosstalk noises

The simulation results shown in the previous sections are based on 64QAM for 4 bits per symbol. In a DMT system, we will have various QAM constellations in subchannels carrying 2 bits/symbol to 15 bits/symbol. The question here is whether the above simulation results can be extended to the DMT systems with different QAM constellations.

In the suggested turbo coded DMT system, the last 4 bits are always turbo-coded bits and the rest are left uncoded. Only turbo-coded bits are transmitted in the subchannels that carry no more than 4 bits/symbol. In the following, only the subchannels carrying at least 4 bits are considered. Subchannels carrying 4QAM or 8QAM should have at least similar performance.

The main difference between any two subchannels is the number of uncoded bits in one QAM symbol. In practice, an ADSL DMT system is always assumed to have a constant QAM symbol error rate (SER) from all the subchannels. In QAM transmission, the SER can be approximated by

\[ P_e = 4Q \left( \frac{3E_i}{\sqrt{(2^k-1) \cdot N_0}} \right) = 4Q \left( \frac{d_{\text{min}}}{2\sigma_0^2} \right) \]

Eq. 4-46

where \( E_i \) is the average energy of each QAM symbol and can be expressed as

\[ E_i = \frac{1}{6} \cdot (2^k - 1) \cdot d_{\text{min}}^2 \]

Eq. 4-47

where \( d_{\text{min}} \) is the minimum distance between adjacent QAM constellation points and \( \sigma_0^2 \) is the AWGN noise variance and \( Q(\cdot) \) is the Marcum Q-Function.

If an AWGN noise environment is assumed, where \( \sigma^2 \) is a constant across all the subchannels, and an ideal bit allocation with infinite bit resolution is performed, QAM symbols with the same minimum distance would arrive at the receiver with the same SER in all the subchannels. If similar constellation mapping is applied, the error performance of turbo-coded bits in different size constellations with the same minimum distance is expected to be approximately the same as the 16QAM transmission without any uncoded
bits. The error performance of uncoded bits, among which the minimum distance is $4d_{\text{min}}$, will also be the same for all the subchannels as long as the $d_{\text{min}}$ is a constant.

It is known that the major stationary impairment in ADSL DMT systems is crosstalk noise (XT), including FEXT and NEXT. The PSD of the XT is usually not flat in the frequency domain. With sufficiently narrow subchannel bandwidth, the XT can be looked as AWGN noises with different variances in different subchannels. In this case, the bit allocation algorithm will give a bit distribution across the subchannels according to the SNRs in the subchannels at the receiver. Because of the subchannel dependent variances, the $d_{\text{min}}$ is no longer a constant, unlike in an AWGN channel. However, all of the channels can still be modeled as AWGN channels. For an AWGN channel with a noise variance of $\sigma_i^2$, the information loss in this channel with a transmission power, $E_i$, should be identical to the information loss caused by another AWGN channel with a noise variance of $\sigma_0^2$ and a transmission power of $E_0$, when

$$E_0 = E_i \cdot \frac{\sigma_0^2}{\sigma_i^2}$$

Eq. 4-48

Since the bit allocation results in a constant $E_i/\sigma_i^2$, all subchannels can be normalized to an AWGN channel with the same minimum constellation distance and the same AWGN noise variance. Therefore, it is expected that the TTCM structure can be applied to this ADSL DMT system with XT without any modifications on the decoding procedure. The performance should be similar in all the subchannels.

The correlation between the adjacent turbo-coded bits allocated to the same QAM symbol in the same dimension might induce some performance degradation since MAP decoding is optimal for binary transmission in an AWGN channel. To find out how much this correlation degrades the turbo decoding performance, a block switching method is employed. In the turbo block switching, the parity bits of two adjacent turbo blocks are switched before the constellation mapping. The constellation mapping is therefore using the systematic bits from the first turbo block and the parity bits from the next turbo block. At the decoder, the turbo decoder performs the decoding based on the systematic soft information obtained from current block of QAM symbols and parity soft information obtained from next block of QAM symbols. The correlation between the soft information of the systematic bits and parity bits is totally removed. The performance obtained using
block switching is simulated and shown in Figure 4-32. Less than 0.1 dB improvement is observed. Therefore, it is concluded that the correlation does not lead to severe performance degradation.

![Graph showing effect of block switching on system performance](image)

Figure 4-32 – Effect of using block switching to improve the system performance

4.4.2. An ideal case of TTCM

The performances obtained so far are all based on our own simulation results with a reasonable interleaver length. It was observed that using a concatenated RS-TTCM is necessary to lower the BER floor, at around $10^{-5}$, caused by the turbo decoding. Adding the external RS code not only increases the receiver implementation complexity and the system delay, but also introduces degradation to the coding gain performance. Therefore, an ideal case is to avoid using the serial concatenated coding structure.

Our proposed TTCM structure is based on using the structure proposed by Benedetto in [3]. It was shown that no BER floor was observed at $10^{-8}$ for a 16QAM TTCM scheme.
with two length-16384-bit interleavers. The coding gain of this TTCM at $10^{-7}$ is about 8 dB. This TTCM can be used in the parallel-concatenated structure as shown in Figure 4-17. Since this TTCM provides a very high coding gain, an additional RS code is necessary to provide more protection to the un-turbo-coded bits. As an ideal case, we assume that incorporating this TTCM into the structure shown in Figure 4-17 still provides the same coding gain performance to the turbo-coded bits, which is repeated in Figure 4-33. Let us now find out what kind of RS code is needed for the further protection to the uncoded bits and what is the achievable coding gain.

![BER performance of 16QAM TTCM proposed by Benedetto](image)

Figure 4-33 – Performance of Benedetto’s 16QAM TTCM with a rate $\frac{1}{2}$ turbo code
16QAM, 2 bits/symbol, SMAP decoding, two 16384-bit interleaver,
18 iterations

For a 64QAM with the same turbo encoder as proposed by Benedetto, with a noise variance of 1.283 (resulting in a BER of $2 \cdot 10^{-8}$), the uncoded bits have a BER of around $2 \cdot 10^{-4}$. Since the desired BER requirement is $10^{-7}$, an additional RS code is required for the un-turbo-coded bits. It is shown that an $RS(N_r, K_r)$ code with $K_r=200$ requires at least 8 redundant bytes to provide an output BER of $10^{-7}$ with an input BER of $2 \cdot 10^{-4}$.
The delay required by this turbo code is mainly caused by the turbo code interleavers, which are of length 16384-bit. The length of a turbo block is 65536. The end-to-end total delay, $D_b$, in number of transmission bits is $65536 \times 2 = 131072$ bits.

In ADSL DMT systems, the maximum interleave depth for the RS code is defined as 64 and one RS codeword can contain as many as 2048 bits. Therefore, the maximum delay, in number of bit, is calculated as $2048 \times 64 = 131072$.

Therefore, it is observed that the ideal case TTCM just satisfies the delay requirement of the ADSL DMT systems.

4.5. Further Performance Improvement

In a multilevel coding scheme, the decoding of the higher level bits depends on the low-level code words. In our proposed TTCM, the receiver needs both the systematic bit decisions and the parity bit decisions to determine the uncoded bits. Therefore, whenever a decoding error occurs, the uncoded information bits associated with the errors in both systematic and parity bits have a high probability of being in error. In designing a turbo code, the low weight error sequences usually have few (two, usually) systematic bits and a large number of parity bits [32]. In the high SNR range, these sequences are the major contributors to the BER performance. In the moderate or low SNR range, it was observed from our simulation that a decoding error usually causes much more erroneous parity bits than erroneous systematic bits. The number of QAM symbol errors associated with the erroneous parity bits is therefore much larger than those associated with erroneous systematic bits. As a result, the main contribution to the BER of uncoded information bits comes from the errors associated with erroneous decisions in parity bits.

Unfortunately, the MAP decoding algorithm is solely designed to minimize the bit error probability of the information bits, i.e., systematic bits. In our simulation, the code word required for recovering the uncoded bits are obtained through a re-encoding process. This results in a suboptimal performance in determining the uncoded bits. An optimal solution should employ a turbo decoder with SISOs that minimize the error probability of both systematic bits and parity bits. Such a SISO algorithm was introduced in [36] that tries to minimize the parity bits error rate by direct parity bit estimation during the MAP decoding process. It was shown in [34] that using this direct parity bit estimation lowers the BER of all coded bits by 10 times. It is therefore expected that
applying this SISO decoding algorithm in our TTCM decoder should result in better performance for the uncoded bits.

Since our proposed TTCM uses a conventional binary turbo decoder, the methods to improve the binary turbo decoding performance in the literature can be applied to further improve its performance.

In [37], a detailed design procedure is introduced for high rate punctured binary turbo codes. It is easier to achieve high-rate turbo codes by puncturing because it doesn’t introduce much additional complexity in the encoding and decoding process. The design is based on searching for the best CCs, designing good interleavers that break most of the low-weight code words generated by weight-2 or weight-3 input words, followed by the searching for the best puncturing mechanism. The criteria for the design are the maximization of the minimum word weight of the turbo code, and the minimization of the multiplicities of low-weight code words. Simulation results based on a block size of 10000 bits were shown to be within 0.9 dB from Shannon limit, for rates from 2/3 to 16/17. It might be advantageous to combine their design of high-rate binary turbo codes with our proposed TTCM, using either simplified decoding or SMAP decoding.

In our simulation, it is observed that using the punctured rate-$\frac{1}{2}$ turbo codes achieve much poorer performance (about 2 dB) than using the original rate-$\frac{1}{3}$ turbo code. Therefore, rate-$\frac{1}{3}$ turbo codes can be employed instead of the rate-$\frac{1}{2}$ turbo code as shown in previous sections. However, as the redundancy increases, the throughput, i.e. the number of information bits per channel symbol, decreases. Using larger QAM constellations will make the transmission loss smaller. More importantly, as shown in [32], combined CC and interleaver designs can lower the BER floor of rate-$\frac{1}{3}$ binary turbo codes to a BER of almost $10^{-7}$. If this technique can be employed in our TTCM, for a BER requirement of $10^{-7}$ in ADSL DMT systems, and without considering impulse noise, no concatenated coding schemes is required. The performance of TTCM using rate-$\frac{1}{3}$ turbo code is shown in Figure 4-34. This TTCM achieves 1.7 dB from the Shannon limit with a turbo block of 1024 bits, while the Shannon limit is 4.8 dB at a BER of $10^{-5}$ and the transmission rate is 3.3 bits per symbol.
Figure 4-34 – Performance of 64QAM TTCM with rate 1/3 turbo code

64QAM, 3.3 bits/symbol, simplified decoding structure, 1024-bit
interleaver, 10 iterations in decoding

4.6. Summary

In this chapter, we investigated the performance of ADSL DMT systems with the
proposed TTCM in a stationary noise environment.

In section 4.1, we first proposed a flexible TTCM structure in ADSL DMT systems
based on Benedetto’s TTCM structure introduced in [3]. The TTCM operates across
all the subchannels. The encoder of this TTCM consists of a turbo encoder and
constellation mapper that maps the turbo-coded bits and un-turbo-coded bits into a
single QAM symbol. For implementation simplicity, each QAM symbol contains a
fixed number of turbo-coded bits and a variable number of un-turbo-coded bits to
meet the various transmission capabilities of different subchannels.
Decoding of the proposed TTCM can be performed by using SMAP decoding. To
avoid the excessive complexity of SMAP algorithm, we proposed a simplified
TTCM decoding structure, which employs a conventional binary turbo decoder.

To lower the BER floor at the output of a typical binary turbo decoder, we proposed
to use a concatenated RS-TTCM coding structure. The outer RS code is used to
lower the BER floor at the output of the turbo decoder that is usually around $10^{-5}$.

In section 4.2, we presented a performance analysis of the proposed TTCM. To
improve the performance, Gray coding is used in the constellation mapping. The
effect of employing Gray mapping to the TTCM performance was investigated.

Based on the discussion on the effect of using Gray mapping, a BER upper bound
was derived and presented with the help of the uniform interleaver.

It was shown that our TTCM have a performance being at least better than a turbo-
coded BPSK transmission with the same binary turbo decoder over the same AWGN
channel, when the BPSK and our QAM constellations have the same minimum
distance. Performance estimation of the proposed TTCM was also derived based on
the best-reported binary turbo decoding performance in the literature.

Based on the observations in the performance estimations, a discussion on the design
criteria of the turbo code to be used in the proposed TTCM structure was presented.

In section 4.3, we presented the simulation results of the proposed TTCM structure
in a 64QAM transmission. The performance of employing the concatenated RS-
TTCM in QAM transmission was also presented.

A discussion was given on the requirements to the outer RS code that was used in the
concatenated RS-TTCM structure. Several methods of reducing the system delay
were proposed.

At the end, we proved that although the above simulation results are for QAM
transmissions, they can be used directly for the performance evaluation of ADSL
DMT systems with TTCM.

In addition to the results obtained from analysis and simulation, we presented several
possible options to further improve the TTCM performance. First of all, an SISO
algorithm that tries to also minimize the parity bit error rate should be used.
Secondly, since the simplified TTCM decoding uses a binary turbo decoder, various
techniques proposed in the literature to improve the performance of binary turbo
code could be employed directly in our TTCM system for performance improvement.

Appendix – Error probability of uncoded bits when error turbo decoding occurs

Taking the 64QAM with TTCM proposed in this chapter as an example, the two uncoded are used to determine the different subsections. Since each uncoded bit is used independently along one dimension, the analysis here will be concentrate on the error rate of one of these two bits along the in-phase axis. We will show here that when an error decoding occurs, the error probability of uncoded bits is more than 1/8.

The constellation mapping is along the in-phase axis is shown in Figure 4-5. It is noted that the constellation points on both sides of the zero point are symmetric, therefore, only those on one side needs to be analyzed. The signals on the other side should give exactly the same results. In the following, we will only consider the signal points on the negative side of the zero point, i.e., an uncoded bit of ‘0’ is assumed.

Assuming the signal points [-7, -5, -3, -1] are transmitted with equal probability of 1/4. It is further assumed that an error turbo decoding generates totally random decisions, where a transmitted signal will be decoded on any of the four possibilities with equal probability of 1/4. The error probability of this uncoded bit is shown for different conditions as shown in Table 4-11.

<table>
<thead>
<tr>
<th>Decoding results</th>
<th>Decoding threshold</th>
<th>Value of $n_o$ to make a mistake according to the transmitted symbol ($n_o &gt; ...$) / probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>-7</td>
<td>-3</td>
<td>4 / (0) 2 / (0) 0 / (1/2) -2 / (1)</td>
</tr>
<tr>
<td>-5</td>
<td>-1</td>
<td>6 / (0) 4 / (0) 2 / (0) 0 / (1/2)</td>
</tr>
<tr>
<td>-3</td>
<td>1</td>
<td>8 / (0) 6 / (0) 4 / (0) 2 / (0)</td>
</tr>
<tr>
<td>-1</td>
<td>3</td>
<td>10 / (0) 8 / (0) 6 / (0) 4 / (0)</td>
</tr>
</tbody>
</table>
The total error probability is therefore calculated as

\[ p_e = p_{\alpha}(-3) \cdot p_{\alpha}(-7) \cdot p_e(-3, -7) + p_{\alpha}(-1) \cdot (p_{\alpha}(-7) \cdot p_e(-1, -7) + p_{\alpha}(-5) \cdot p_e(-1, -5)) \]

\[ = \frac{1}{4} \cdot \frac{1}{4} \cdot \frac{1}{2} + \frac{1}{4} \left( \frac{1}{4} \cdot \frac{1}{1} + \frac{1}{4} \cdot \frac{1}{2} \right) \]

\[ = \frac{1}{8} \]

Eq. 4-49

It is therefore concluded that when an turbo decoding error occurs, the uncoded bits associated with the error-decoded bits (systematic and parity) have an error probability of at least 1/8.
Chapter 5.

Turbo Codes Against Impulse Noise

Non-stationary impulse noise is one of the major impairments in high-speed subscriber line transmissions. While the FEC structure used in an ADSL DMT system provides good coding gain against stationary noise (mainly crosstalk noises), it must also guarantee a satisfactory transmission performance in the presence of impulse noise.

In this chapter, we investigate the performance of the proposed TTCM in the presence of impulse noise. We start from standard turbo coded BPSK transmissions and a general single-carrier QAM transmission with the proposed TTCM. We observe that impulse noise could be devastating to the turbo decoding performance. Although an outer RS code can be employed to combat the impulse noise, it results in extremely long end-to-end transmission delay. In this work, we propose to use erasure turbo decoding in an impulsive channel to improve the TTCM decoding performance. It is further shown that when a concatenated RS-TTCM coding structure is employed, besides the BER performance improvement, erasure turbo decoding also significantly reduces the interleaving requirement of the outer RS code and therefore the end-to-end system delay.
Finally, a performance analysis and simulation results of QAM transmissions with TTCM are applied to estimate the performance of employing TTCM in ADSL transmissions with practical impulse noise models. It is shown that combating impulse noise in single-carrier ADSL transmissions is much easier than in multi-carrier ADSL transmissions.

In the following, we start with a discussion on general binary turbo codes against impulse noise and move to employing TTCM in fixed-size constellation QAM transmissions. At last, as a specific application, the performance of single-carrier ADSL transmissions and ADSL DMT systems with the proposed TTCM are evaluated and presented.

5.1. IMPULSE NOISE IN SUBSCRIBER LOOPS

Non-stationary impulse noise is characterized as infrequent, short-duration pulses with relatively high amplitudes; it is one of the major impairments in the digital subscriber-line transmissions. Impulse noise in the subscriber lines is generated by both internal sources and external sources. External sources include high-voltage devices, power plants and distribution, transportation means (railways, underground, ...), fluorescent tubes, lightning surges and electrostatic discharges. Internal sources include signaling in the forms of dialing pulses, busy signals, ringing and mechanical switch noise [38]. All these very different sources give impulse noise extremely complex statistical properties.

In previous research work, impulse noise was usually modeled as a sequence of high-amplitude pulses with infinitely short duration, because the length of an impulse is usually much smaller than symbol duration. The most important statistical parameters of this impulse noise model are the distributions of the sample amplitudes and the inter-arrival times, defined as the duration between the occurrences of two consecutive impulses. However, in high-speed digital subscriber line transmissions such as ADSL transmissions, impulse noise can no longer be modeled as having infinitely small duration because of the very short channel symbol duration. In this case, the impulse length and the impulse waveform become the other two important parameters in impulse noise description and modeling.
Since there are so many different factors in the occurrence of the impulse noise, the only way to derive analytical models for its statistical characterizations is to rely on extensive experimental measurements. A lot of work has been carried out in the literature in trying to get a proper impulse noise model, with which the performance of different transmission systems in the presence of impulse noise can be properly evaluated.

5.2. IMPULSE NOISE MODELING

Impulse noise in mobile communication environments and industrial noise environments in wide urban areas is well modeled by a stream of Poisson arriving impulses with tail areas distributed according to a “power” Rayleigh PDF. This impulse noise model closely models atmospheric and man-made noise [39]. The error performance analysis given in [39] shows that Fourier-Bessel analysis is a fast and accurate evaluation tool to assess the performance of impulse noise in QAM transmission systems. In [40], Ghosh showed that a much simpler impulse noise model, the Bernoulli-Gaussian impulse noise model in the discrete time domain, is equivalent to the continuous model discussed above and a closed mathematical expression can be derived easily based on this model. In this model, the occurrence of impulse noise is modeled as a Bernoulli process with a probability $p_{imp}$, and the amplitude of the impulse noise is assumed to have a Gaussian distribution. Therefore, impulse samples are modeled as a product of a real Bernoulli process and a complex Gaussian process as follows:

$$i_k = b_k \cdot g_k$$

Eq. 5-1

where $b_k$ is a Bernoulli process, i.e., an identical-independently-distributed (i.i.d.) sequence of zeros and ones with $P_i(b_k=1)=p_{imp}$, and $g_k$ is complex white Gaussian noise with a zero mean and a variance of $2\sigma_i^2$.

Unlike the case in wireless communications, the models of impulse noise in high-speed DSL communications are much harder to obtain. Various mathematical impulse noise models and practical impulse noise models based on on-site measurements have been obtained in both Europe and North America.

Since a typical impulse may last over several transmitted symbols in DSL transmissions, a good impulse noise model should represent the randomness of the waveform and its finite duration. In [41], Melbourne Barton introduced a method where
The impulse noise is modeled as an ensemble of random waveforms of finite duration. The peak impulse voltage distribution is modeled as Gaussian, Laplacian or hyperbolic. The occurrence of impulse noise is modeled as a Poisson process. It was shown later that although the Poisson process can give a good approximation to randomly occurring events in most cases, it is not favored to model impulse noise by the various surveys. Furthermore, the fixed impulse event durations and impulse waveforms are also simplifications of the practical impulses.

Other statistical impulse noise models are derived based on massive number of measurements and statistical analysis performed by several different research groups. By curve-fitting the survey results, relevant statistical impulse model parameters were obtained in Germany [42], Britain [43] and North America [44], [45], [46]. Furthermore, typical waveforms can be obtained from a fixed mean energy spectrum density (ESD) and a fixed mean phase. Note that a fixed mean ESD would be a relevant parameter since it doesn’t limit the impulse noise waveform and duration at all.

5.2.1. Peak voltage distribution and sample amplitude distribution

Peak amplitude of impulse noise, $V_R$, is an identification flag of impulse noise. In any impulse noise measurement, whenever a sample with amplitude over a certain level is detected, it is said that an impulse occurs. In [47], based on 150,000 registered impulse events, the peak amplitude distribution is quite well expressed as

$$P_p(V_R) = \left( \frac{V_R}{V_2} \right)^{-2} \quad \text{if} \quad V_R \leq 40 \text{mV}, \quad \text{where} \quad V_2 = 5 \text{mV}$$

$$P_p(V_R) = \left( \frac{V_R}{V_1} \right)^{-1} \quad \text{if} \quad V_R \geq 40 \text{mV}, \quad \text{where} \quad V_1 = 0.625 \text{mV}$$

Eq. 5-2

$P_R(V_R) = P_R(V_R; V_{th})$ is the probability that the random variable $V_R$ exceeds a given threshold, $V_{th}$. Furthermore, $P_R(V_R)$ is found to be independent of the observation period and the bandwidth of the receiver. Similar distribution curves for impulse peak amplitudes were obtained in the survey performed in Germany [42].

The peak voltage amplitude is usually used to estimate the occurrence frequency of impulse noise. However, it does not provide information on the noise amplitude
distribution during the impulse duration, which is necessary for the estimation of impulse noise impact on high-speed ADSL transmissions.

In [42], the PDF of the impulse noise voltage is reported to be well modeled by:

\[
f(u) = \frac{1}{240u_0} e^{\left| \frac{u}{u_0} \right|^{1.5}} \quad (u_0 > 0)
\]

Eq. 5-3

where \( u_0 \) is a curve-fitting constant.

This distribution is a double exponential distribution with a power of 1/5 in the exponent and with the parameter \( u_0 > 0 \) V.

5.2.2. Inter-arrival duration

The occurrence of impulse noise can be roughly modeled by a Poisson process [47]. However, this model is not favored in [42], [43] and [48]. A generalized Poisson distribution introduced in [48] and a generalized exponential distribution in [42] and [43] are both found more suitable to describe practical impulse noise.

However, as long as the probability of the occurrence of two consecutive impulses is low enough, the most important parameter to characterize the inter-arrival duration is the mean inter-arrival duration, from which the average number of impulses per second can be estimated.

The relationship between the mean inter-arrival duration and the peak impulse amplitude is another important statistics of the impulse noise. Two surveys, from [43] and [47], give a similar relationship between the peak impulse amplitude and the mean inter-arrival time, \( \bar{T} \), as,

\[
\bar{T} \propto V_{th}^{2.5}
\]

Eq. 5-4

where \( V_{th} \) is the peak amplitude threshold for impulse noise detection. This means that the average inter-arrival duration of impulse noise with peak amplitude higher than \( V_{th} \) is proportional to \( V_{th}^{2.5} \). The higher is the threshold, the less frequently the impulse noise occurs.
5.2.3. Length of impulse noise

A typical distribution of the impulse noise length, \( f(t) \), can be approximated by the sum of two log-normal densities [42]:

\[
f(t) = B \frac{1}{\sqrt{2\pi s_1 t}} e^{-\frac{(\ln t - t_1)^2}{2s_1^2}} + (1 - B) \frac{1}{\sqrt{2\pi s_2 t}} e^{-\frac{(\ln t - t_2)^2}{2s_2^2}}
\]

Eq. 5-5

where \( t_1, t_2 \) are the median values and \( s_1, s_2 \) are the shape parameters of the log-normal densities, and \( B \) is a curve-fitting constant.

5.2.4. Simulation of impulse noise

To conduct simulations of transmission systems in an impulse noise environment, a proper, yet simple, mathematical impulse noise model is required. In this work, several simplifications were made for convenience of both analysis and simulation, which might not comply with those survey results introduced in the preceding sections.

5.2.4.1. Gaussian burst model

As mentioned above, the occurrence of impulse noise approximately follows the Poisson distribution. However, as long as there is little possibility of two impulses occurring at the same time, the impulse noise can simply be described as evenly occurring events with a mean inter-arrival duration. In ADSL DMT systems, the impulse noise usually has much shorter duration than one DMT symbol. The position of the impulse in one DMT symbol is assumed uniformly distributed, and the situation when one impulse having impacts on two adjacent DMT symbols is ignored [49].

The distribution of impulse sample amplitudes is necessary to estimate the performance of the transmission during the impulse duration. It is one of the key parameters of the impulse model. For analysis convenience, our simple model assumes that the impulse samples have a Gaussian distribution with a zero mean and a constant variance.

In a practical model, the sample variance should have a certain statistical distribution. This could be obtained in our model by adjusting the noise variance. The peak amplitude distribution can be obtained from the impulse noise surveys in the literature. In our model, the peak amplitude of the impulse, \( V_p \), can be expressed as an amplitude level
over which the impulse noise sample amplitudes, $V_{\text{imp}}$, exceed with a large enough probability, $p_{th}$. Given this $p_{th}$, the noise variance is easily obtained as the value which satisfies,

$$p(|V_{\text{imp}}| > V_p) = 2 \cdot Q(V_p / \sigma) = p_{th}$$

Eq. 5-6

where $\sigma$ is the standard deviation of the impulse samples.

For the length of the impulse noise, the distribution proposed in [42] can be incorporated into the simulation and analytical work quite straightforwardly. The only concern is that the distribution of the impulse length is quite different from the survey results presented from those in North America. Therefore, applying this distribution to obtain a common result is questionable. Instead, in our simulations, we use a fixed impulse length. Simulation results were obtained with different impulse lengths. These results can then be used for either worst-case performance estimation or an average performance evaluation.

Non-stationary impulse noise is not confined to certain waveforms, since it is not generated from fixed sources. All the surveys give symmetric distribution of impulse samples with zero mean, i.e., no DC component, since impulses come from a combination of various unknown sources, most of which give no or little DC component. Therefore, the waveforms of the impulse are assumed randomly distributed, consisting of i.i.d. Gaussian distributed impulse samples. This does not totally comply with the previous survey results, where the impulse samples have a much flatter distribution, such as the double exponential distribution. Later in this chapter, we will show that in DMT systems, as long as the mean and variance of the impulse samples are known, it is not necessary to know the exact distribution of the impulse noise samples to evaluate the system performance.

In summary, the impulse noise is modeled as a fixed-length vector of i.i.d. zero-mean Gaussian random variables with a constant variance. The impulses come every $T$ seconds, where $T$ is the mean inter-arrival duration. The variance of the impulse noise has a distribution determined by the peak amplitude distribution and the pre-defined threshold-exceeding probability, $p_{th}$. The amplitude distribution can be further modeled by the double exponential distribution, with parameters taken from [42].
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5.2.4.2. Markov burst channel model

A more realistic model of a subscriber loop with impulse noise for high-speed data transmission is the two-state Markov burst channel model. In this channel, the noise is generated according to a two-state hidden Markov model (HMM), as shown in Figure 5-1. The two states are the ‘Good state’ (G-state), when only normal background noise\(^{16}\) presents and the ‘bad state’ (B-state), with both background noise and impulse noise. When the channel is in one state, it tends to stay in the same state and will switch into the other state with only a small probability. Usually, the probability of transition from the B-state to G-state is much higher than the transition from the G-state to the B-state. This corresponds to a burst channel with much longer Good state period than Bad state period.

![Figure 5-1 - Two-state Markov channel model](image)

As shown in Figure 5-1, the channel is modeled as a Markov process where the current state depends only on the previous state. When the previous state is the G-state, the channel has a probability of \( (1-p_a) \) to stay in the G-state, and a probability of \( p_a \) to switch into the B-state. It is the same if the last state is the B-state, only with a different transition probability of \( p_b \). Since impulse noise is a relatively rare phenomenon in subscriber loop channels, \( p_a \) tends to be very small. The average occurrence rate, \( \lambda \), of the impulsive noise is given by,

\[
\lambda = \frac{p_a}{p_a + p_b}
\]

Eq. 5-7

\(^{16}\) The normal background noises are thermal noise and crosstalk noises in most modern subscriber line transmission systems.
where the average burst length is

\[ l_{\text{ave}} = \frac{1}{P_b} \]

Eq. 5-8

To simplify the analysis, impulse samples are still assumed to be Gaussian distributed and independent of each other. This is in accordance with the randomly distributed impulse samples. Again, a Gaussian distribution doesn’t comply with the previous survey results.

In turbo coded QAM transmissions, the transmitted symbol sequence is divided into turbo blocks, where each block contains one turbo code word. Assuming that each turbo blocks covers \( N \) QAM symbols, there could be various number of impulses with various lengths within this turbo block. To evaluate the performance of QAM transmissions with TTTCM in an impulse noise environment modeled as a Markov burst channel, it is necessary to know what impulse patterns give the most significant error contribution.

We start by finding the probability of \( l \) impulse samples falling in one turbo block. Let’s assume that \( n \) impulse events occur in this block contributing totally \( l \) impulse samples, with starting points \( \{i_1, i_2, \ldots, i_n \} \) and lengths \( \{l_1, l_2, \ldots, l_n \} \). The two adjacent impulses are separated by at least one sample of good state. For any turbo block, four situations exist as shown in Figure 5-2 and the probabilities of any sample sequences of these four conditions are given in Eq. 5-9.

![Figure 5-2 - Four cases of \( n \) separated impulses in one DMT block](image_url)
\[ p(\text{case } 1) = P_B \cdot \left( p_a \cdot p_b \right)^{n-1} \cdot (1 - p_b)^{l-n} \cdot (1 - p_a)^{(N,-l)-(n-1)} \]
\[ p(\text{case } 2) = P_G \cdot p_a \cdot \left( p_a \cdot p_b \right)^{n-1} \cdot (1 - p_b)^{l-n} \cdot (1 - p_a)^{(N,-l)-n} \]
\[ p(\text{case } 3) = P_B \cdot p_b \cdot \left( p_a \cdot p_b \right)^{n-1} \cdot (1 - p_b)^{l-n} \cdot (1 - p_a)^{(N,-l)-n} \]
\[ p(\text{case } 4) = P_G \cdot \left( p_a \cdot p_b \right)^{n} \cdot (1 - p_a)^{l-n} \cdot (1 - p_a)^{(N,-l)-(n+1)} \]

Eq. 5-9

where \( P_B \) is defined as the probability that the first sample of this turbo block is in B-state, and \( P_G \) for G-state, where \( P_B = \lambda \) as shown in Eq. 5-7 and \( P_G = 1 - \lambda \).

Denoting the number of impulse events in case \( i \) as \( N_n^i \), the probability of one turbo block containing \( n \) impulse events contributing to a total number of \( l \) impulse samples is.

\[ P_n(l) = \sum_{i=1}^{N_n^i} N_n^i \cdot p(\text{case } i) \]

Eq. 5-10

The probability of a turbo block containing \( l \) impulse sample can thus be calculated as

\[ P(l) = \sum_{n=1}^{N/2} P_n(l) \]

Eq. 5-11

where \( N/2 \) is the maximum number of impulse events in one turbo block.

The derivation of \( P_n(l) \) shows that

\[ P_n(l) \propto \left( p_a \cdot p_b \right)^{n} \cdot (N,-l)^{n} \cdot (l-n)^{n} \]

Eq. 5-12

Assuming an \( N_z \) of 512, a symbol rate of \( 10^6 \) symbols per second and an impulse occurrence every 10 seconds on the average, with a length shorter than 100 samples in most of the cases, the Markov model parameters can be calculated as \( p_a = 10^{-7} \), \( p_b = 1/100 = 0.01 \). Using Eq. 5-12, it is shown that the probability of two impulse events occurring in one turbo block contributing \( l \) impulse samples is much smaller than that of a single impulse event.

It is therefore concluded that one turbo block has a very small probability of having two or more impulse events.
\[
\frac{P_s(l)}{P_b(l)} = p_a \cdot p_b \cdot \left[ (N_s - l) \cdot \frac{(l-2)^2}{l-1} \right] \\
< p_a \cdot p_b \cdot \left[ (N_s - l) \cdot l \right] \\
< p_a \cdot p_b \cdot \frac{N_s^2}{4} \\
= 6.6 \cdot 10^{-5}
\]

Eq. 5-13

With the approximation of only one impulse event in the current turbo block, the occurrence probability of an impulse with length \(l\) is easily calculated as:

\[
P(l) = \sum_{i=1}^{4} N_i^l \cdot p(\text{case } i) \\
= \left\{ p_a \cdot p_b \cdot \left[ (1 - p_a) \cdot (1 - p_b) \right]^{-1} \cdot (1 - p_a)^{N_i - 1} / (p_a + p_b) \right\} \\
\cdot \left[ (1 + p_a)^{l} + (1 + p_a) + p_b \cdot (N_s - l - 1) \cdot \left( 1 - p_b \right) \right] \cdot \left( 1 - p_a \right)^{l}
\]

Eq. 5-14

Note that Eq. 5-14 is the actual probability normalized by the average impulse occurrence probability in the current DMT symbol, which is calculated as:

\[
P_{\text{avg}} = 1 - P_g \cdot (1 - p_a)^{N_s - 1}
\]

Eq. 5-15

The impulse length distribution in one turbo block for an impulse occurrence rate of one impulse every 10 seconds is computed and shown in Figure 5-3.

5.2.4.3. Discussions

The simplest impulse model of a Gaussian distributed sample sequence is easily applied to simulation and analysis, because the impulse length, impulse occurrence probability and impulse variance can all be independently set. Since impulses in subscriber lines are usually much shorter than a DMT symbol (0.25 ms), for analysis simplicity, the situation of an impulse crossing two consecutive DMT symbols will not be considered.
Figure 5-3 – Impulse length distribution. $p_a=10^{-7}$ with $p_b=0.01$, and $p_a=10^{-4}$ with $p_b=0.1$. $N_c=512$

The two models we proposed above do not completely comply with the measurements obtained in previous surveys. Nevertheless, we will still use these two models because they offer the following advantages:

- They are not limited to a specific on-site measurement.
- They simplify the analysis and simulation because of the simple distributions.
- It is easy to adjust the parameters to approximate any on-site measurements, or at least to provide a worse case condition.

5.3. **Effect of Impulse Noise to Turbo Decoding**

In this section, we perform an analysis on the effect of impulse noise to turbo-coded systems. To simplify the analysis, an overall interleaver is applied to the turbo-coded block, including systematic bits and parity bits. This interleaver randomizes the impulse noise samples in one turbo block. In the situation where a turbo block is hit by an impulse of length $l_{imp}$ and variance $\sigma_i^2$, after this interleaver, the impulse samples can be modeled as a transmission with Bernoulli-Gaussian sample sequence, where the impulse sample
occurrence probability \( p_{\text{imp}} = \frac{l_{\text{imp}}}{N_s} \), and impulse variance is \( \sigma_i^2 \). Note that, for binary transmissions, \( N_s \) is equal to the number of bits in one turbo block, \( N \).

### 5.3.1. Effect of impulse noise in turbo coded single carrier BPSK systems

With the Bernoulli-Gaussian model of impulse noise and assuming a turbo code with a information word length of \( K \) bits and a codeword length of \( N \) bits, the probability of \( l \) impulse samples occurring in one turbo block is

\[
p(l) = \binom{N}{l} p^l \cdot (1 - p)^{N-l}
\]

Eq. 5-16

For an error path of weight \( d = w + j \), where \( w \) is the number of errors in systematic bits and \( j \) is the number of errors in parity bits, the code word error probability with the \( l \) impulse sample in the current turbo block, \( p_e(l) \), can be expressed as

\[
p_e(l) = \sum_{i=1}^{d} p(N_i = i) \cdot p(M_i < M_i)
\]

Eq. 5-17

where \( N_i \) is the number of impulse samples located in the \( d \) error positions and \( M_i \) is the metric calculated by the maximum likelihood decoder.

The probability that \( i \) out of the \( l \) impulse samples fall into the \( d \) differing positions can be calculated as,

\[
p(N_i = i) = \binom{d}{i} \frac{N-d}{l-i} \binom{N}{l}
\]

Eq. 5-18

The metrics can be expressed as

\[
M_0 = \sum_{k=1}^{d} \left( -\sqrt{E_c} + n_k \right) (-1)
\]

Eq. 5-19

and

\[
M_1 = \sum_{k=1}^{d} \left( -\sqrt{E_c} + n_k \right)
\]

Eq. 5-20
where \( n_k \) is the noise sample on the \( k^{th} \) error position and \( E_c \) is the average channel symbol energy.

The decoder will make an error decision if \( M_0 < M_l \), the word error probability is therefore calculated as,

\[
p(M_0 < M_l) = p\left( \sum_{k=1}^{d} n_k > d \cdot \sqrt{E_c} \right)
\]

\[
= p\left( \sum_{k=1}^{d} n_k (0, N_i + N_0) + \sum_{k=1}^{d-i} n_k (0, N_0) > d \cdot \sqrt{E_c} \right)
\]

\[
= Q\left( \frac{d \cdot \sqrt{E_c}}{d \cdot N_0 + i \cdot N_i} \right)
\]

\[
= Q\left( \frac{2 \cdot d \cdot R_c \cdot \gamma_b}{1 + R_c \cdot R_n} \right)
\]

\[
= Q\left( \sqrt{2 \cdot d \cdot R_c \cdot \gamma_b} \right)
\]

Eq. 5-21

where \( N_0 \) and \( N_i \) are the single-sided PSD of the impulse noise, \( R_c \) is the channel coding code rate, \( R_i = i/d, R_N = N_i/N_0 \), \( \gamma_b = E_b/N_0 \) and \( \gamma_b = \gamma_b/(1 + R_c \cdot R_N) \).

The error probability between these two code words with a total of \( l \) impulse samples in the current turbo block is therefore expressed as

\[
P_e(l) = \sum_{i=0}^{d} p(N_i = i) \cdot Q\left( \sqrt{2 \cdot d \cdot R_c \cdot \gamma_b(d,i)} \right)
\]

Eq. 5-22

and the bit error probability is

\[
P_b(l) = \sum_{i=0}^{d} \frac{\omega}{K} p(N_i = i) \cdot Q\left( \sqrt{2 \cdot d \cdot R_c \cdot \gamma_b(d,i)} \right)
\]

Eq. 5-23

where \( \omega \) is the number of erroneous systematic bits.

The overall bit error rate is the mean of the \( P_b(l) \) over all possible values of \( l \).

\[
P_b = \sum_{l=0}^{\infty} p(l) \cdot P_b(l)
\]

Eq. 5-24
Using the approximation
\[ Q(\sqrt{2 \cdot \gamma_b \cdot R_c \cdot d}) \leq e^{-\gamma_b \cdot R_c \cdot d} = D^d \bigg|_{\text{BER}^d} \]
Eq. 5-25

the bit error probability can be expressed as
\[ P_b(l) \leq \sum_{i=0}^{d} \frac{\omega}{K} \cdot p(N_i = i) \cdot D^d \bigg|_{\text{BER}^d} \]
Eq. 5-26

The weight enumeration function of a turbo code is defined as
\[ A^C_r(W, Z) = \sum_{\omega \cdot Z} A_{\omega \cdot Z} \cdot W^\omega \cdot Z^l \]
Eq. 5-27

and the union bound of BER has the following expression as
\[ P_b(e) \leq \frac{W}{K} \cdot \frac{\partial A^C_r(W, Z)}{\partial W} \bigg|_{W = \text{BER}^d} \]
Eq. 5-28

For a fixed impulse length \( l \) and a fixed number of impulse samples in the weight-differential positions of \( i \), the union bound of BER can be expressed as
\[ P_b(l, i) \leq \frac{W}{K} \cdot \frac{\partial A^C_r(W, Z)}{\partial W} \bigg|_{W = \text{BER}^d} \]
\[ = \sum_{\omega = \text{BER}^d} \frac{\omega}{K} \cdot \sum_{l} A_{\omega \cdot Z} \cdot W^\omega \cdot Z^l \bigg|_{W = \text{BER}^d} \]
\[ = \sum_{\omega = 1}^{\omega} \frac{\omega}{N} \cdot W^\omega \cdot Z^l \cdot A^C_r(\omega, Z) \bigg|_{W = \text{BER}^d} \]
Eq. 5-29

where \( A^C_r(\omega, Z) \) is the conditional weight enumeration function (CWEF) with input weight parameter \( \omega \) for the turbo code.

Assuming a uniform interleaver is used, the CWEF can be calculated as
\[ A^C_r(\omega, Z) = \left[ \frac{A^C(\omega, Z)}{N} \right]^2 \]
Eq. 5-30

where \( A^C(\omega, Z) \) is the CWEF of the CCs.
The average BER with a fixed impulse length is therefore calculated as,

\[
P_b(l) \leq \sum_{\sigma=\sigma_{\max}}^K \frac{\sigma}{K} \cdot A_{\sigma,j} \cdot \sum_{i=0}^{\sigma+j} p(N_l = i) \cdot W^{\sigma} \cdot Z^i \bigg|_{W = Z = e^{-\kappa_h}}
\]

\text{Eq. 5-31}

and the average BER is calculated as:

\[
P_b \leq \sum_{\sigma=\sigma_{\max}}^K \frac{\sigma}{K} \cdot A_{\sigma,j} \cdot \sum_{l=0}^{N} p(l) \cdot \sum_{i=0}^{\sigma+j} p(N_l = i) \cdot W^{\sigma} \cdot Z^i \bigg|_{W = Z = e^{-\kappa_h}}
\]

\text{Eq. 5-32}

Applying Eq. 5-16 and Eq. 5-18 into Eq. 5-32, we obtain

\[
P_b \leq \sum_{l=0}^{N} p^l \cdot (1-p)^{N-l} \cdot \left\{ \sum_{\sigma=\sigma_{\max}}^K \frac{\sigma}{K} \cdot A_{\sigma,j} \cdot \sum_{i=0}^{\sigma+j} \binom{\sigma+j}{i} \left( \frac{N-\sigma-j}{l-i} \right) W^{\sigma} \cdot Z^i \right\} \bigg|_{W = Z = e^{-\kappa_h}}
\]

\text{Eq. 5-33}

Eq. 5-30 and Eq. 5-33 give the BER union bound for turbo coded BPSK systems with Bernoulli-Gaussian modeled impulse noise, assuming a uniform interleaver is used in the turbo code. This guarantees that at least one interleaver could be found to give a better performance.

Without the additional interleaver, a better model is a consecutive block of impulse noise samples having a Gaussian distribution with a very high variance. With such an impulse noise model, it is difficult to give an explicit expression for the performance of the turbo-coded systems.

5.3.2. Effect of impulse noise in turbo coded single carrier QAM systems

Direct analysis of the effect of impulse noise in turbo-coded single carrier QAM system is difficult, because no explicit relationship exists between the received QAM symbol samples and the binary turbo decoding performance. However, with the help of Gray mapping and bit reliability calculation, a similar analysis can be carried out as presented in last section. However, two differences exist:

\- Firstly, the soft binary information is no longer Gaussian distributed, as shown in the previous chapter. Performance of the QAM transmissions with TTCM, using simplified TTCM decoding based on the equivalent soft binary symbols (ESBS), is at least as good as the performance of the same turbo decoding on a BPSK transmission with the same minimum constellation distance, over the same AWGN channel.
Secondly, impulse noise will not give a very high binary information values for large QAM constellations except when the sample amplitude is much higher than the received symbols. Even if the signal-to-impulse-noise ratio could be very low when the impulse noise samples have a large variance, in a QAM transmission with a large constellation, a large impulse sample would likely cause the received symbols to still fall into the constellation. The calculated ESBS will not show a noise value as large as the real impulse noise amplitude. Therefore, the effect of a large amplitude impulse noise is reduced.

Therefore, over the same AWGN channel and with the same impulse noise, a QAM transmission with TTCM using simplified TTCM decoding based on the ESBS should have better performance than that of a turbo coded BPSK transmission with the same minimum constellation distance.

5.3.3. Effect of impulse noise in turbo coded ADSL DMT systems

In ADSL DMT systems, the power of the impulse noise is spread into every subchannel in the current DMT symbol. For impulses with moderate power and short duration, this property gives DMT systems inherent impulse noise robustness. For impulses with very high power, DMT will give worse performance because the information in all subchannels in the current DMT symbol can be lost. However, impulses with very high power have a very small probability of occurrence.

The effect is much easier to analyze if the Bernoulli-Gaussian model is assumed. The output of the DFT demodulation at the receiver is actually a weighted sum of the input signals. If i.i.d. impulse samples are assumed, the sum will have a normal distribution, according to the law of large-numbers. Assuming a perfect synchronization and an ideal channel, the received symbol is given by

\[ r_k = s_k + w_k + i_k, \quad k = 0, 1, \ldots, 2N_c - 1 \]

Eq. 5-34

where \( w_k \) is the AWGN noise sample, \( i_k \) is the impulse noise sample and \( s_k \) is the time domain samples sent into the channel and is obtained by performing an IDFT operation over the QAM symbols.
\[ s_k = \frac{1}{\sqrt{2N_c}} \sum_{n=0}^{2N_c-1} a_n e^{j \frac{2\pi mk}{2N_c}}, \quad k = 0, 1, \ldots, 2N_c - 1 \]

Eq. 5-35

where, \(a_n\) are the QAM symbols and \(N_c\) is the number of carriers used in the modulation schemes. The actual QAM sequence is only of length \(N_c\). The length-\(2N_c\) sequence is generated by concatenating the actual QAM sequence with its conjugate symmetric sequence.

At the receiver, the demodulation is performed by a DFT operation.

\[ R_k = \frac{1}{\sqrt{2N_c}} \sum_{n=0}^{2N_c-1} r_n e^{-j \frac{2\pi mk}{2N_c}} \]

\[ = DFT \{ \tilde{s}_k \} + DFT \{ \tilde{w}_k \} + DFT \{ \tilde{I}_k \} \]

\[ = a_k + W_k + I_k, \quad k = 0, 1, \ldots, 2N_c - 1 \]

Eq. 5-36

where \(W_k\) is an AWGN with variance \(2\sigma_w^2\) and \(I_k\) is the DFT output resulted from the impulse samples:

\[ I_k = \frac{1}{\sqrt{2N_c}} \sum_{n=0}^{2N_c-1} i_n e^{-j \frac{2\pi mk}{2N_c}}, \quad k = 0, 1, \ldots, 2N_c - 1 \]

Eq. 5-37

The total noise in the \(k\)th subchannel is \(N_k=W_k+I_k\). The distribution of \(W_k\) is still Gaussian distributed and has a zero mean and a variance equal to that of \(w_k\). The distribution of \(I_k\) is now another Gaussian variable, which has the following statistics:

\[ E\{\tilde{I}_k\} = \frac{1}{\sqrt{2N_c}} \sum_{n=0}^{2N_c-1} E\{\tilde{s}_n\} e^{j \frac{2\pi mk}{2N_c}}, \quad k = 0, 1, \ldots, 2N_c - 1 \]

Eq. 5-38

and

\[ Var\{\tilde{I}_k\} = \frac{1}{2N_c} \sum_{n=0}^{2N_c-1} Var\{\tilde{s}_n\}, \quad k = 0, 1, \ldots, 2N_c - 1 \]

Eq. 5-39

where the mean and variance of the noise components in all the subchannels are the same.
It is easy to prove that the AWGN noise, \( W_k \), in the \( k^{th} \) subchannel is independent of \( W_j \) in the \( j^{th} \) subchannel, because of the orthogonality property of the frequency coefficients. However, this is not the case for \( I_k \). If a zero-mean is assumed for the impulse noise in the channel, then \( I_k \) also has a mean of zero. The variance of \( I_k \), however, becomes \((N_t/2N_c) \cdot \text{Var}(I_k)\), which is determined by the variance and the length of the impulse noise, \( \sigma^2 \) and \( N_t \). The smaller is the impulse noise variance, the shorter is the impulse, the smaller the \( \text{Var}(I_k) \) is. Because impulse noise is characterized by short-length and high-amplitude, the DMT system therefore averages its energy over all the subchannels.

A difficulty in analyzing the impact of the impulse noise in turbo-coded systems is the correlation between the impulse contributions in different subchannels. The correlation between the impulse contributions in subchannel \( k \) and subchannel \( i \) can be calculated as,

\[
E\{I_k \cdot I_i^*\} = \frac{1}{2N_c} E \left[ \sum_{n=0}^{2N_c-1} i_n e^{-j \frac{2\pi n k}{2N_c}} \cdot \sum_{m=0}^{2N_c-1} i_m^* e^{-j \frac{2\pi m}{2N_c}} \right] 
\]

\[
= \frac{1}{2N_c} \sum_{n=0}^{2N_c-1} \sum_{m=0}^{2N_c-1} E\{i_n \cdot i_m^*\} e^{-j \frac{2\pi n m}{2N_c}} 
\]

\[
= \sigma^2 \sum_{n=0}^{2N_c-1} e^{-j \frac{2\pi n (k-l)}{2N_c}} 
\]

Eq. 5-40

which is not zero in most of the cases. Apparently, the shorter is the impulse, the smaller is the noise variance, the smaller the correlation between the impulse contributions in any two subchannels is. The correlation coefficient also depends on the parameter \((k-l)\) and the positions of the impulse samples in the DMT symbol. In subscriber line transmissions, an impulse event gives a consecutive sequence of impulse samples. Assuming an impulse noise with length \( l \) which starts from the \( k^{th} \) sample in one DMT symbol, from Eq. 5-40, the correlation coefficient, \( \rho \), between impulse contributions in two channels spaced \( d_{ch} \) subchannels from each other can be calculated as shown in Eq. 5-41.
\[
\rho = \text{abs} \left\{ \frac{E[I_k \cdot I_{k+d_k}]}{\sigma_i^2} \right\} = \text{abs} \left\{ \frac{1}{2N_c} \sum_{n=k}^{k+d_k} e^{-j \frac{2\pi d_k}{2N_c} n} \right\}
\]

\[
= \text{abs} \left\{ \frac{1}{2N_c} \cdot \frac{e^{-j \frac{2\pi d_k}{2N_c}} \cdot (1 - e^{-j \frac{2\pi d_k}{2N_c}})}{1 - e^{-j \frac{2\pi d_k}{2N_c}}} \right\}
\]

\[
= \frac{1}{2N_c} \cdot \frac{\sin \left( \frac{\pi d_k l}{2N_c} \right)}{\sin \left( \frac{\pi d_k}{2N_c} \right)}
\]

Eq. 5-41

The correlation coefficients calculated using Eq. 5-41 are plotted in Figure 5-4 as a function of channel spacing. It is shown that the adjacent channels are strongly correlated. As the distance between the two subchannels increases, the correlation decreases very fast. Beyond 10 samples, the correlation coefficients are lower than 0.025.

![Figure 5-4 - Cross-channel-correlation of impulse noise contributions in DMT systems](image)

DMT system with 128 subchannels, 256-point FFT and IFFT
In the turbo coded ADSL DMT systems proposed in section 4.1, the Turbo encoder and decoder operate across all subchannels, i.e., each turbo block contains bits transmitted in all the subchannels. The SISO decoding of the CCs depends on independent adjacent symbols to produce the extrinsic information, which will be fed into the next decoding stage. The correlation between the symbols will apparently have a negative impact on the decoding performance.

It is observed from Figure 5-4 that the correlation between the small-spaced subchannels is fairly high, which might give significant performance degradation. Employing a block interleaver can help to decrease the correlation between the received symbols in adjacent subchannels. It is stated in [11] that the larger the distance between the correlated bits is, the less the effect to the decoding performance will be. As long as the highly correlated bits are separated far from each other, the performance degradation can be reduced to a satisfactorily small value. However, this will introduce extra delays for the encoding and decoding processes of the turbo code. Another solution to mitigate this correlation problem is to incorporate it into the bit allocation procedure. Instead of allocating the turbo-coded bits sequentially to the subchannels, an interleaved order can be used, which also achieves the goal of the channel interleaving.

The cross-channel-correlation of the impulse samples has been shown to be small and can be further decreased. To simplify the analysis, in this section and all the following sections, the assumption of no correlation will be made in ADSL DMT systems.

With this assumption, an analysis of the TTCM in ADSL DMT systems in impulse noise environment becomes straightforward. First, the soft LLR values of the turbo-coded bits are obtained from the received QAM symbols. The effect of impulse noise is then equivalent to an additional AWGN noise to every QAM symbol, which is in turn translated into an AWGN noise in every binary symbol (ESBS). A conventional binary turbo decoding is performed for the decoding.

The analysis performed in last section can be applied to estimate the performance of a turbo coded ADSL DMT system. It has been shown above that the impulse samples are added to the time-domain DMT symbol samples. The received samples are demodulated with a DFT operation. After the DFT demodulation, a short duration impulse is transformed into an equivalent impulse with a fixed duration (one DMT symbol duration)
and various impulse noise variances. The variance of the equivalent impulse is proportional to the length and variance of the actual impulse. If the random interleaver used in section 5.3.1 at the output of the turbo encoder is still assumed, the turbo decoder is looking at a channel with Bernoulli-Gaussian modeled impulse noise. Ignoring the case where two impulses occur in one turbo block, for each turbo block containing impulse noise, the impulse samples has a fixed occurrence probability. The equivalent impulse noise has a variant variance depending on the distribution of the length of the actual impulse noise. The distribution of impulse length can be obtained from the surveys in the literature. The performance of turbo coded ADSL DMT systems can therefore be estimated as

\[
P_b = \sum_{l_{imp}} p(l_{imp}) \cdot P_b(l_{imp})
\]

Eq. 5-42

where \( p(l_{imp}) \) is the probability the impulse noise has a length of \( l_{imp} \), \( P_b(l_{imp}) \) is the average BER of the turbo code containing an impulse noise of length \( l_{imp} \), Eq. 5-31.

5.4. SIMULATIONS ON EFFECT OF IMPULSE NOISE

This section presents the simulation results on the performance of turbo-coded single-carrier and multi-carrier transmission systems in the presence of impulse noise. Based on the simulation observations, four techniques are proposed to as the techniques to improve the impulse noise combating capability: erasure turbo decoding, erasure RS decoding, adding an external interleaver and concatenated RS-TTCM. Significant performance improvement is observed by employing erasure techniques.

The following assumptions are made in the simulations:
- Gaussian burst model is used for impulse noise simulation.
- Rate-1/2 or rate-1/3 turbo codes are simulated.
- Length 1024-bit turbo code interleaver is used in the simulation.

5.4.1. Turbo-coded BPSK transmissions in impulse noise environment

This section gives the performance of turbo coded BPSK transmission in impulse noise environment.
5.4.1.1. Simulation results

Simulations were performed with two impulses of 50-symbol duration ($L_{imp}=50$) and 100-symbol duration ($L_{imp}=100$), where the impulse noise starts from the 400th sample in the turbo code block. The simulation results are presented in Table 5-1 and Figure 5-5.

An impulse will cause a consecutive unreliable sequence of systematic and parity bits in the first turbo decoder. The systematic information during the impulse noise duration (provided by the received systematic symbols) and the channel coding information of the first CC (provided by the received parity symbols generated from the first CC) are therefore highly unreliable. The channel coding information of the second CC, however, is preserved since the parity bits from the second CC are generated according to an interleaved version of the systematic sequence. Therefore, they are not all hit by impulse samples. These channel coding information are then employed to recover the information bits. However, since the systematic symbols and parity symbols from the first CC are very unreliable, the decoding error probability of these information bits is large. Adding an additional block interleaver to the whole turbo block could efficiently spread the impulse samples over the turbo block evenly instead of consecutively. The systematic or parity bits hit by the impulse samples still have low reliabilities. However, since the adjacent systematic or parity bits are no longer affected by impulse samples, they could have high reliabilities. These high reliable symbols can be used by the decoder to recover the less reliable symbols. However, the opposite is also true. When the impulse samples are highly unreliable, i.e., have wrong reliabilities with large amplitudes, they could degrade the decoding performance of the adjacent reliable symbols. These effects will be shown in the following simulation results.

The performances of the system with an impulse noise of length 50 and 100 samples are presented in Table 5-1 and Figure 5-5. The performance of adding the additional interleaver to separate the impulse samples is also shown.

It is observed in Figure 5-5 that both impulse sample variance and impulse length have a significant effect in the performance of turbo coded BPSK transmissions. Spreading the impulse over the whole turbo code block improves the performance when the impulse noise has a low to moderate variance. When $\sigma_i^2$ is high, more than 18 in this
case, spreading the impulse samples results in a worse performance. For shorter impulses, spreading gives much better performance.

Table 5-1 – BER of impulse noise corrupted binary turbo code

<table>
<thead>
<tr>
<th>$\sigma^2$</th>
<th>5</th>
<th>7</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 samples</td>
<td>0</td>
<td>0.000134</td>
<td>0.00045</td>
<td>0.00242</td>
<td>0.0115</td>
<td>0.0123</td>
</tr>
<tr>
<td>100 samples</td>
<td>0.000137</td>
<td>0.0019</td>
<td>0.00645</td>
<td>0.02328</td>
<td>0.029</td>
<td>0.039</td>
</tr>
<tr>
<td>100 samples with an additional interleaver</td>
<td>0</td>
<td>3.55$\times$10$^{-5}$</td>
<td>0.00079</td>
<td>0.01417</td>
<td>0.0398</td>
<td>0.0595</td>
</tr>
</tbody>
</table>

Figure 5-5 – Performance of turbo codes against impulse noise variance

Rate-1/3 turbo code, $K=1024$, BPSK transmission, $N_0=1.0$, consecutive impulse noise starts at the 400th sample in each turbo block, block interleaver separates two adjacent impulse samples by 10, MAP decoding, 10 iterations
In Table 5-2, the BER performance of a turbo code against impulse noise with an impulse sample variance of 10, versus impulse starting positions, $S_t$, in one turbo block, are shown.

Table 5-2 – BER performance with impulse noise starting from different positions

<table>
<thead>
<tr>
<th>$S_t$</th>
<th>1</th>
<th>101</th>
<th>201</th>
<th>301</th>
<th>401</th>
<th>501</th>
<th>601</th>
<th>701</th>
<th>801</th>
<th>901</th>
</tr>
</thead>
<tbody>
<tr>
<td>BER</td>
<td>0.003</td>
<td>0.007</td>
<td>0.01</td>
<td>0.007</td>
<td>0.011</td>
<td>0.008</td>
<td>0.006</td>
<td>0.011</td>
<td>0.005</td>
<td>0.011</td>
</tr>
</tbody>
</table>

The performance is the average over all possible positions. However, it is shown in Table 5-2 that impulses starting from different positions give performances that are not far from each other.

Investigation of turbo codes against impulse noise was performed in the environment of AWGN plus impulse noise. The degradation resulting from impulse noise lies in the fact that impulse noise samples cause an error path in the trellis. Therefore, the larger the background noise is, the more likely that an impulse will cause a decision on an error path. Effects of background noise variance on the impulse noise performance of turbo codes are shown in Table 5-3 and Figure 5-6.

Table 5-3 – BER performance of turbo code against impulse noise vs. background noise

<table>
<thead>
<tr>
<th>$\gamma$ (dB)</th>
<th>0.9794</th>
<th>1.7712</th>
<th>2.7403</th>
<th>3.9897</th>
<th>5.7506</th>
</tr>
</thead>
<tbody>
<tr>
<td>BER $N_t=10$</td>
<td>0.019</td>
<td>0.00784</td>
<td>0.00623</td>
<td>0.00464</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>0.0538</td>
<td>0.034</td>
<td>0.0222</td>
<td>0.018</td>
<td>0.017</td>
</tr>
</tbody>
</table>
Figure 5-6 – Turbo code performance in the presence of impulses vs. background SNR
Rate-1/3 turbo code, K=1024, BPSK transmission, N_0=1.0. impulse length of 100 samples, impulse starting from the 400^{th} samples in one turbo block, MAP decoding, 10 iterations

5.4.1.2. Discussions on turbo codes in impulse noise environment

1) Sensitivity to the impulse length
   
   By simulations, it was shown that the impulse length has a significant effect on the performance of turbo decoding. Applying an additional block interleaver over the whole turbo code block could provide better performance against impulses of short lengths. For long impulses, the opposite effect was observed.

2) Sensitivity to the impulse noise variance
   
   It was shown in Figure 5-5 that, with large impulse noise variances, even short impulse noise can be disastrous to turbo codes with block lengths 10 to 20 times longer than the impulse length. At low to moderate impulse noise variances, the performance in the presence of short impulses is much better than that with long
impulses; while with large impulse noise variances, the difference becomes less significant.

3) **Sensitivity to the position of impulse noise in one turbo block**

   From the simulation, we found that the impulses starting from different positions do not result in significantly different performances. Therefore, from this simple simulation, we conclude that the position of the impulse noise doesn't make a major difference.

4) **Effects of the background noise**

   The significance of turbo codes lies in the excellent performance at low SNR values. For binary turbo decoding, the BER vs. SNR is a "water-fall" curve before BER of $10^{-6}$ and switches to a much flatter BER floor in the lower BER region. In the "water-fall" region, a slightly higher noise variance will significantly degrade the BER performance. Therefore, it is expected that the impulse noise will significantly degrade the performance of a turbo-coded system operating in the "water-fall" region. However, the performance penalty caused by impulse noise to turbo-coded system in the "BER floor" region will be much smaller. This means that the price to pay for the turbo code to combat impulse noise is some coding gain performance degradation against the stationary background noise. The effect of background noise is shown later in Table 5-5. It will be shown that by increasing the signal-to-background-noise ratio slightly, the performance of the turbo-coded system against impulse noise can be significantly improved when erasure turbo decoding is employed.

5) **LLR patterns and error patterns caused by the impulse noise**

   The output of a turbo decoder is the soft information of each information bit, followed by a decision device which produces a '1' for positive LLRs and a '0' for negative LLRs. The LLRs depend on the transmitted symbols as well as the. Usually, it is hard to predict the output LLRs if the decoding procedure doesn't converge to the correct path in the trellis, because the LLRs have almost a Gaussian distribution. The output error pattern will be error bits spread all over the block because of the interleaver. However, when a decoding error is caused by an impulse noise, it will be shown that the LLRs no longer follow the same distributions.
5.4.2. Erasure turbo decoding against impulse noise

Erasure techniques can be employed to combat burst errors in RS coded transmission systems, as shown in [49], because the erasure correction capability of an RS code is twice that of its error correction capability. In this section, we investigate the effect of employing erasure techniques in turbo-coded systems against impulse noise.

Locating the erasures is the key in employing erasure-decoding techniques. Usually the receiver tries to find the highly unreliable symbols in the received symbol sequence and identifies them as erasures. The receiver interprets these erasures as null symbols (zeros) in the channel decoding procedure. However, accurately locating the unreliable symbols is not a simple task. Furthermore, reliable symbols marked as erasures can also significantly degrade the performance of the turbo code against background noise.

There are two situations we might encounter in a practical transmission system that experience burst errors, with channel state information (CSI) or without channel state information (NCSI). The CSI provides the instantaneous state of a time varying channel, including channel impulse response and the channel noise condition. Apparently, CSI gives the receiver more reliability information of the received symbols, which enables a better detection performance. On the other hand, in the case of NCSI, the receiver has to estimate the channel states based on the received symbols. In this situation, the erasure locations are decided by the estimated channel state and this is called blind erasure.

In a BPSK transmission, because impulse noise usually has a much larger amplitude than the background AWGN noise and the received signal, blind erasure is likely to locate the impulse sample locations accurately. For implementation simplicity, in a BPSK transmission, the received samples with amplitudes larger than a pre-defined threshold, \( V_{th} \), are considered as erasures. Simulation results of employing erasure turbo decoding techniques are shown in Table 5-4.

It is observed that using blind-erasure gives much better performance when the impulse noise variance is high, i.e., where the reliability of identifying the erasure locations by monitoring the received signal amplitude is accurate. For low impulse noise variances, using blind erasure gives little or no performance improvement. However, erasure decoding with exact CSI gives significant performance improvement.
Table 5-4 – BER of turbo decoding with and without erasure

Rate-1/3 turbo code, K=1024, BPSK transmission, $N_d=1.0$, impulse length of 100 samples, impulse starting from the 400th samples in one turbo block, erasure detection threshold $E_{th}=4$, MAP decoding, 10 iterations

<table>
<thead>
<tr>
<th>Variance</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>No erasure</td>
<td>0.000137</td>
<td>0.006452</td>
<td>0.02328</td>
<td>0.029</td>
<td>0.039</td>
</tr>
<tr>
<td>Blind erasure</td>
<td>0.000124</td>
<td>0.000931</td>
<td>0.002884</td>
<td>0.005612</td>
<td>0.006406</td>
</tr>
<tr>
<td>Erasure with CSI</td>
<td>0 (after 1000 blocks simulation) $&lt; 10^{-4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Simulation results of using erasure turbo decoding with CSI for impulses of different lengths at different background noise levels are shown in Table 5-5. It is shown that the BER increases roughly 10 times when the impulse length is doubled.

Table 5-5 – BER of turbo decoding with (w.) and without (w/o) erasure

Rate-1/3 turbo code, K=1024, MAP decoding, 10 iterations, erasure decoding with CSI, BPSK transmission

<table>
<thead>
<tr>
<th>$L_{emp.\ (samples)}$</th>
<th>150</th>
<th>200</th>
<th>400</th>
<th>800</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_d=1.2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w/o int.</td>
<td>0.000417</td>
<td>0.0012</td>
<td>0.0179</td>
<td>0.1286</td>
</tr>
<tr>
<td>w. int.</td>
<td>0.001</td>
<td>0.00456</td>
<td>0.0535</td>
<td>0.5121</td>
</tr>
<tr>
<td>$N_d=1.0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w/o int.</td>
<td>0</td>
<td>0.00079</td>
<td>0.05165</td>
<td>0.04695</td>
</tr>
<tr>
<td>w. int.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1217</td>
</tr>
</tbody>
</table>

An additional interleaver is applied to the overall encoded bits to see if any performance improvement can be achieved when erasure turbo decoding is performed. The motivation of adding this interleaver is to spread a long erasure sequence over the turbo block, thus creating many short erasure sequences separated by non-erased segments. When these erasure sequences are short enough, they can be corrected with the help of the adjacent non-erased symbols. However, in very noisy channel conditions, i.e., at the margin of the ‘waterfall’ region of the turbo code performance, this could make the performance worse because the adjacent bits are also not very reliable. However, if an additional 1 dB margin is given, the performance improvement achieved by adding this interleaver is obvious. The performances of using erasure turbo decoding against impulse noise with (w. int.) or without (w/o int.) the additional interleaver are shown in Table 5-5.

Similar simulations were performed with a rate-1/2 turbo code obtained from puncturing the rate-1/3 turbo code. The simulation results are shown in Table 5-6.
Table 5-6 – BER performance of erasure turbo decoding with CSI

Rate-1/2 turbo code, $K=1024$, MAP decoding, 10 iterations, BPSK transmission

<table>
<thead>
<tr>
<th>Impulse length</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_0$ is 0.75</td>
<td>0.011</td>
<td>0.0438</td>
<td>0.0923</td>
<td>0.135</td>
</tr>
<tr>
<td>0.75 w/o int.</td>
<td>0.024</td>
<td>0.0886</td>
<td>0.1426</td>
<td>0.1736</td>
</tr>
<tr>
<td>0.7 w/o int.</td>
<td>0.00132</td>
<td>0.013</td>
<td>0.0445</td>
<td>0.096</td>
</tr>
<tr>
<td>0.7 w. int.</td>
<td>0.00295</td>
<td>0.034247</td>
<td>0.1136</td>
<td>0.155</td>
</tr>
<tr>
<td>$N_0$ is 0.6</td>
<td>0</td>
<td>0.00536</td>
<td>0.0129</td>
<td>0.029</td>
</tr>
<tr>
<td>0.6 w/o int.</td>
<td>0</td>
<td>0</td>
<td>0.0117</td>
<td>0.087</td>
</tr>
<tr>
<td>0.6 w. int.</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.4.3. LLR patterns

In this section, we look into the LLR patterns output from an error turbo decoding caused by impulse noise. In a successful decoding, the reliability outputs from the turbo decoder for BER around $10^{-5}$ are usually very large. Typical LLRs resulted from a successful turbo decoding is plotted in Figure 5-7. The absolute values of all the LLRs are around 47, which is the maximum limit we set in the simulation. Almost all the LLRs have this high value of reliability. The output of the same turbo decoder for a decoding error caused by an impulse noise, starting from the 401th sample and ending at the 800th sample, with a large variance ($\sigma^2=20$), is shown in Figure 5-8.

The two short vertical lines at 133 and 267 on the x-axis in Figure 5-8 identify the starting position and ending position of the impulse. It is apparent that the LLR values are relatively small compared to those generated from a successful decoding. In particular, the LLR values within the impulse noise duration have a high probability of getting very large absolute values, i.e., a large variance. It is therefore fairly easy to identify the range of the impulse noise. However, the large difference between the LLR values within the impulse duration and LLR values outside the impulse duration disappears when the variance of impulse samples becomes smaller. Figure 5-9 shows the LLR pattern for the same binary turbo decoder containing an impulse noise with a variance of 5. The impulse range is no longer so obvious as that shown in Figure 5-8.
Figure 5-7 – LLR pattern resulted from a successful turbo decoding

Rate-1/3 turbo code, \( K=1024 \), BPSK transmission, MAP decoding, 10 iterations

Figure 5-8 – Typical LLR pattern resulted from an error turbo decoding

Rate-1/3 turbo code, \( K=1024 \), BPSK transmission, impulse length of 400 samples, impulse starting from the 401\(^{th}\) sample and ending at 800\(^{th}\) sample, \( N_0=1.0 \), \( N_t=20 \), MAP decoding, 10 iterations.
Nevertheless, we can still observe that there is an impulse noise in the current turbo block and an error event happened in the turbo decoding. Backup methods can then be employed in communication systems. A retransmission might be performed, or else, an approximate impulse range can be estimated and the received symbols in this range can be declared as erasures. Consequently, another turbo decoding can be applied to the symbol block with erasures, which, as shown in section 5.4.2, can give a much better performance.

Figure 5-9 – Typical LLR pattern resulted from an error turbo decoding

Rate-1/3 turbo code, K=1024, BPSK transmission, impulse length of 400 samples, impulse starting from the 400th sample and ending at 800th sample, N₀=1.0, Nᵦ=5, MAP decoding, 10 iterations.

5.4.4. Error pattern from binary turbo decoder using erasure turbo decoding

In this section, another advantage of using erasure turbo decoding is introduced. It is observed that erasure turbo decoding generates a short error pattern when the erasure sequence is not very long. For a rate-1/3 turbo code, the LLR pattern and error pattern
given by the turbo decoder using erasure decoding for a turbo block with an impulse noise of 400-bit long are shown in Figure 5-10.

![Output LLR pattern](image1)

![Output error pattern](image2)

Figure 5-10 – Typical LLR pattern and error pattern resulted from erasure turbo decoding Rate-1/3 turbo code, K=1024, BPSK transmission, impulse length of 400 samples, impulse starting from the 400th sample and ending at 800th sample, N₀=1.0, erasure turbo decoding with CSI, MAP decoding, 10 iterations.

Apparently, the LLR values within the erasure area are relatively small compared to the non-erasure section. Furthermore, the decoding errors occur mainly inside the erasure area, which results in a much shorter error burst.

With this error pattern, if an outer RS code is used to correct the burst error output from the turbo decoder, the requirements on the outer RS code and the associated interleave depth is much smaller.

This advantage disappears for longer erasures. It is shown by simulation that an erasure longer than 800-bit results in an error pattern randomly distributed all over the
turbo code block. It is actually an error burst of a length equal to the length of the turbo block.

Similar simulations over rate-1/2 turbo codes give the results shown in Figure 5-11. This time, however, to keep a low probability of long error burst, the erasure length has to be less than 200-bit, which is only half the length for rate-1/3 turbo code.

![Output LLR pattern](image)

![Output error pattern](image)

Figure 5-11 – Typical LLR pattern and error pattern of erasure turbo decoding $L_{imp}$=200
Rate-1/2 turbo code, $K$=1024, BPSK transmission, impulse length of 200 samples, impulse starting from the 401$^\text{th}$ sample and ending at 600$^\text{th}$ sample, $N_0$=0.75, erasure turbo decoding with CSI, MAP decoding, 10 iterations

To give a clearer picture of the output error pattern, the number of error bytes in each error-decoded turbo code word is obtained from the simulations and presented in Figure 5-12. It is apparent that most of the erroneously decoded turbo blocks have less than 10
error bytes, while only about 1/10 have more than 10 error bytes and few blocks have more than 30 bytes in error. Compared to the cases without erasure, where on average 90 bytes are in error in a turbo block, the number of output bytes is reduced significantly. An RS code with a smaller interleave depth or smaller redundancy could be used to decrease either the system delay or the bandwidth redundancy.

![Number of bytes per turbo block](image)

Figure 5-12 – Number of error bytes resulted from error turbo decoding

Rate-1/2 turbo code, \(K=1024\), BPSK transmission, impulse length of 150 samples, \(N_0=0.70\), erasure turbo decoding with CSI, MAP decoding, 10 iterations

The probability density function of the number of bytes in error is calculated and shown in Figure 5-13. Apparently, erasure turbo decoding gives less than 10 error bytes in most of the cases.

This advantage will disappear when the length of the erasure sequence increases. Figure 5-14 gives the probability distribution of error byte number for an erasure of length 300-bit.
Figure 5-13 – Probability distribution of the number of error bytes per turbo block
Rate-1/2 turbo code, K=1024, BPSK transmission, impulse length of 150 samples, $N_0=0.7$, erasure turbo decoding with CSI, MAP decoding, 10 iterations

Figure 5-14 – Probability distribution of error byte number per turbo block
Rate-1/2 turbo code, K=1024, BPSK transmission, impulse length of 300 samples, $N_0=0.75$, erasure turbo decoding with CSI, MAP decoding, 10 iterations
The background noise plays an important role here. Simulation results showed that the smaller the background noise is, the more likely the error sequence will be limited within the impulse duration. However, this shorter error sequence is achieved at the cost of an increase in the signal-to-background noise ratio.

5.5. **Impulse Noise in High Speed QAM Transmission with TTCDM**

In this section, we present the simulation results of QAM transmissions with TTCDM, which can be applied to estimate the performance of turbo coded ADSL DMT systems. The impulse noise model employed in this section is the generalized Gaussian burst model. The simulation results presented below can therefore be used to evaluate the effect of impulse noise on TTCDM systems in various applications, with impulses having various characteristics.

We will focus on the error performance of the turbo coded bits in the TTCDM structure, since uncoded bits have a much better protection against impulse noise compared to the turbo coded bits. Further protection can be provided by applying an additional high-rate RS code to the uncoded bits. Since impulses cause relatively short error bursts on the uncoded bits if the turbo-coded bits are decoded correctly, there should be small burst error correction capability requirement on this RS code. In a multicarrier system, since the receiver transforms the short high-peak impulse into a long low-peak impulse, the protection provided by the constellation mapping will hopefully be enough to combat the impulse noise.

Since impulse noise comes in addition to the background AWGN noise, our simulations of turbo-coded systems are performed with a reasonable background AWGN variance. This AWGN variance guarantees a BER of $10^{-5}$ when there is no impulse noise.

<table>
<thead>
<tr>
<th>Channel</th>
<th>AWGN channel, no ISI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbo code</td>
<td>Rate-1/2 turbo code</td>
</tr>
<tr>
<td>Turbo code interleaver</td>
<td>1024-bit</td>
</tr>
<tr>
<td>Decoding algorithm</td>
<td>Binary MAP, 10 iterations</td>
</tr>
<tr>
<td>Modulation</td>
<td>64QAM, 4 information bits per symbol</td>
</tr>
<tr>
<td>Impulse noise model</td>
<td>Burst Gaussian model</td>
</tr>
</tbody>
</table>
5.5.1. Performance of TTCM in impulse noise environment

Performance of TTCM in an impulse noise environment with different impulse noise variances and different impulse lengths are shown in Figure 5-15.

![BER vs. impulse noise variance graph](image)

Figure 5-15 – BER performance of 64QAM TTCM in impulse noise environments

Rate-1/2 turbo code, K=1024, 64QAM transmission, 4 information bits per symbol, $N_0=0.75$, binary MAP decoding, 10 iterations, turbo-coded bits only.

It is observed that impulses, even the very short ones, cause devastating effect to the TTCM decoding. The impulse length has a significant effect on the turbo decoding results. The impulse noise variance also has a major effect on the performance. The background noise variance of 0.75 in the simulation is on the edge of providing a satisfactory performance of $10^{-5}$ for the turbo code without impulse noise. This gives a $\gamma_b$ value close to the end of “water-fall” region of the turbo code, which is the desired high-coding gain area.
Three methods can be employed to improve the performance of TTCM against impulse noise: using an additional overall interleaving, performing erasure turbo decoding and adding an outer RS code.

5.5.2. Performance improvement by employing an additional interleaver

Employing an additional interleaver to spread the consecutive impulse samples over one turbo code word could possibly improve the performance, since an error path is more easily chosen by the decoder if the received code word contains a sequence of consecutive unreliable symbols. If the unreliable symbols are apart from each other, the reliable symbols and the coding structure could possibly make up for the effect of the unreliable symbols. In [13], an interleaver is used at the output of the turbo encoder to improve the performance of bandwidth efficient turbo coding in fading channels. Since such an interleaver is used to separate the impulse samples as far from each other as possible, a regular interleaver (block interleaver, convolutional interleaver) is sufficient. Table 5-8 shows the BER performance of 64QAM with TTCM using an additional block interleaver. Performance improvement could only be obtained for very short impulses. When the impulse is moderate or long, adding this interleaver will only degrade the performance. The cost of the performance improvement (for short impulses) is an additional delay resulted from the additional interleaving and deinterleaving.

Table 5-8 – Effect of adding an additional interleaver in 64QAM TTCM

<table>
<thead>
<tr>
<th>( L_{sep} )</th>
<th>( \sigma^2 )</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>w/o int</td>
<td>( 2 \times 10^{-4} )</td>
<td>( 10^{-3} )</td>
<td>( 6 \times 10^{-3} )</td>
<td>( 1.1 \times 10^{-2} )</td>
</tr>
<tr>
<td></td>
<td>w. int.</td>
<td>( 6.4 \times 10^{-5} )</td>
<td>( 10^{-5} )</td>
<td>( 4.5 \times 10^{-5} )</td>
<td>( 1.3 \times 10^{-4} )</td>
</tr>
<tr>
<td>30</td>
<td>w/o int</td>
<td>0.016</td>
<td>0.0525</td>
<td>0.0714</td>
<td>0.0811</td>
</tr>
<tr>
<td></td>
<td>w. int.</td>
<td>0.03</td>
<td>0.07</td>
<td>0.1</td>
<td>0.11</td>
</tr>
<tr>
<td>50</td>
<td>w/o int</td>
<td>0.086</td>
<td>0.1177</td>
<td>0.1289</td>
<td>0.1392</td>
</tr>
<tr>
<td></td>
<td>w. int.</td>
<td>0.11</td>
<td>0.13</td>
<td>0.14</td>
<td>0.16</td>
</tr>
</tbody>
</table>
5.5.3. Utilizing erasure turbo decoding

It was shown in previous sections that employing erasure turbo decoding could improve the performance of a turbo coded BPSK transmission. Since our proposed TTCM with simplified decoding utilizes a binary turbo decoder, this technique can be applied to the TTCM directly to obtain the same performance improvement.

5.5.3.1. Performance improvement by utilizing erasure turbo decoding

Since impulse noise samples have a very large noise variance, they might provide negative information to the turbo code decoder. However, if the receiver knows exactly which samples containing the impulse noise, instead of trying to perform the turbo decoding based on these very unreliable symbols, it could mark them as erasures (zeros that provide no information).

In multilevel transmissions with TTCM, each channel symbol usually contains several turbo-coded bits. Therefore, a short impulse could result in a long erasure bit sequence. In the proposed QAM transmissions with TTCM, each QAM symbol contains at most four coded bits. The actual erasure bit sequence is therefore shorter than four times the impulse length in samples. Simulation results of turbo coded QAM transmissions with erasure turbo decoding are shown in Table 5-9.

Table 5-9 – Performance of 64QAM TTCM with erasure decoding against impulse noise

Rate-1/2 turbo code, K=1024. 64QAM transmission, 4 information bits per symbol, erasure turbo decoding with CSI. N₀=0.75, MAP decoding, 10 iterations, turbo-coded bits only.

<table>
<thead>
<tr>
<th>σ²</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>BER No erasure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.17</td>
<td>0.188</td>
<td>0.197</td>
<td>0.2</td>
<td>0.22</td>
</tr>
<tr>
<td>50</td>
<td>0.086</td>
<td>0.1177</td>
<td>0.1289</td>
<td>0.1392</td>
<td>0.1443</td>
</tr>
<tr>
<td>30</td>
<td>0.016</td>
<td>0.0525</td>
<td>0.0714</td>
<td>0.0811</td>
<td>0.0889</td>
</tr>
<tr>
<td>BER Erasure with CSI</td>
<td>100</td>
<td>0.0437</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>5.67\times10^{-3}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>7.6\times10^{-3}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Two observations are made from Table 5-9. First, impulses as short as 30 samples result in BERs higher than 10^{-2}. Second, erasure turbo decoding with CSI produces much better performance. However, perfect CSI in impulse noise environment is very hard to obtain, especially for QAM transmissions with high peak-to-average power ratio.
Again, a block interleaver can be applied for further performance improvement when the impulse is short. If there are too many erasures, adding this interleaver will degrade the performance because of the large multiplicities of mid-weight error words in the turbo code. In Table 5-10, simulation results on the effect of adding this additional interleaver under different background noise variances are shown.

Table 5-10 – Effect of adding an additional interleaver in 64QAM TTCM with erasure turbo decoding, under different background noise conditions

Rate-1/2 turbo code, K=1024, 64QAM transmission, 4 information bits per symbol, erasure turbo decoding with CSI, MAP decoding, 10 iterations, turbo-coded bits only

<table>
<thead>
<tr>
<th>( L_{\text{emp}} )</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_0 ) is</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75 w/o int</td>
<td>( 5\times10^{-4} )</td>
<td>( 5.67\times10^{-3} )</td>
<td>( 1.62\times10^{-2} )</td>
<td>( 5.07\times10^{-2} )</td>
</tr>
<tr>
<td>0.75 w. int.</td>
<td>( 6.2\times10^{-4} )</td>
<td>( 4.1\times10^{-3} )</td>
<td>( 6.1\times10^{-2} )</td>
<td>0.1349</td>
</tr>
<tr>
<td>0.7 w/o int</td>
<td>( 3\times10^{-4} )</td>
<td>( 5\times10^{-3} )</td>
<td>( 1.18\times10^{-2} )</td>
<td>( 2.73\times10^{-2} )</td>
</tr>
<tr>
<td>0.7 w. int.</td>
<td>0</td>
<td>( 5.48\times10^{-4} )</td>
<td>( 1.6\times10^{-2} )</td>
<td>0.105</td>
</tr>
<tr>
<td>0.6 w/o int</td>
<td>0</td>
<td>( 4.845\times10^{-3} )</td>
<td>( 1.12\times10^{-2} )</td>
<td>( 2.07\times10^{-2} )</td>
</tr>
<tr>
<td>0.6 w. int.</td>
<td>0</td>
<td>0</td>
<td>( 3.42\times10^{-3} )</td>
<td>( 1.2\times10^{-2} )</td>
</tr>
</tbody>
</table>

It is observed that without the additional external interleaver, the background noise variance has little influence on the BER performance. However, the background noise variance plays an important role when the additional interleaver is employed. Improving the performance by adding this interleaver depends on recovering the lost information in the erasures by the trellis structure and the more reliable symbols corrupted only by background noise. The smaller is the background noise variance, the more reliable the unerased symbols are, and the easier it is to recover the erasures.

For large background noise, it is shown that the performance improvement with the additional interleaver is not significant. Degradation occurs for moderate impulse noise lengths of 75 samples or 100 samples. However, when the background noise is small, the performance improvement by adding this interleaver becomes significant. For example, with a background noise variance of 0.75, the performance improvement for impulse length of 50 samples is only marginal: from \( 5.67\times10^{-3} \) to \( 4\times10^{-3} \). For the same impulse length

\[17 \text{ "0" means that no errors were detected in the simulation. However, it is only safe to say that the BER is lower than } 5\times10^{-4}.\]
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length, for variance of 0.7, the performance is improved from $5 \cdot 10^{-3}$ to $5.5 \cdot 10^{-4}$. Further decreasing the background noise variance will give more performance improvements for short to moderate length impulses. However, decreasing the background noise variance is equivalent to increasing the transmission power. It is known that the coding gain of turbo code in BER floor region is not as good as in the water-fall region. Increasing the transmission power, i.e. the $y_b$, will easily put the system out of the water-fall region. The coding gain of the TTCM against stationary noises will then be less efficient. Therefore, a compromise exists and a good operating point of SNR must be chosen to provide satisfactory performance against both stationary noise and impulse noise.

The BER performances of TTCM employing rate-1/3 turbo code are shown in Table 5-11. It is observed that for rate-1/3 turbo code, employing the overall interleaver can significantly improve the performance of the turbo decoding in the presence of impulse noise.

Table 5-11 – Performance of 64QAM TTCM using erasure turbo decoding

<table>
<thead>
<tr>
<th>Impulse length</th>
<th>50</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o int</td>
<td>$9.5 \cdot 10^{-3}$</td>
<td>$8.4 \cdot 10^{-3}$</td>
<td>$3.6 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>w. int.</td>
<td>0</td>
<td>0</td>
<td>$3.1 \cdot 10^{-3}$</td>
</tr>
</tbody>
</table>

For rate-1/2 turbo codes, however, the performance is much worse for long erasure with length of 100 or 200. This is mainly because rate-1/2 turbo codes are obtained from punctured rate-1/3 turbo codes. Long erasures have a greater chance to make the received symbol sequence close to an erroneous code word. In the case of erasing 100 samples, systems employing rate-1/2 turbo codes showed much worse performance as expected. While even for 200-sample length erasure, TTCM with rate-1/3 turbo code can still achieve a much better BER by employing the external interleaver.

5.5.3.2. L.I.R distribution and output error pattern

In conventional turbo decoding with two SISO decoders, the first SISO decoder performs the decoding based on the received systematic symbols and the parity symbols
generated from the first CC. The second SISO decoder performs decoding based on the interleaved version of the received systematic symbols and the parity symbols from the second CC. There exists a consecutive set of branches in the decoding trellis for the first SISO where no information of both the systematic bits and parity bits is available. However, due to the interleaving of the systematic symbols before the second CC, there is little possibility that an interleaved systematic symbol and its corresponding parity symbol are erased at the same time.

Therefore, the first SISO decoder will provide unreliable information mainly for the bits contained in the erasure region. For the second SISO decoder, the information lost in the parity erasures is made up by the interleaved non-erased systematic symbols. The information lost in the erased systematic symbols is made up by the non-erased parity symbols. Furthermore, for non-erased systematic symbols, the corresponding parity symbols from the first CC are also non-erased. The extrinsic information output from the first SISO decoder helps to recover the information contained in the erased parity bits generated by the second CC. The shorter the erasure length, the better the SISO decoder can make up for the erasures.

In case of short erasures, the receiver has the information of non-erased systematic bits from the received systematic symbols, the parity symbols generated by the first CC and some non-erased parity bits generated by the second CC. For the erased systematic bits, the receiver only has the information from some non-erased parity symbols generated in the second CC. Therefore, the wrong decisions are most probably made on these erased systematic bits and result in a short burst error pattern.

When the erasure sequence is long, there will be some erased systematic symbols also falling into the parity symbol erasure region of the input sequence to the second decoder. The second decoder therefore has a similar weak decision region as that of the first SISO decoder. Because of the random interleaver between the two decoders, the resulted error words could have errors all over the turbo code word.

A typical output error pattern resulted from erasure turbo decoding is shown in Figure 5-16. This is at a $\gamma$ of 8.45 dB (against background noise) at which the TTCM system in stationary noise environment achieves a BER of $10^{-5}$. Impulse samples are located
between the two short vertical lines with negative values. It is noted that all of the errors fall into the impulse duration.

Figure 5-16 – Typical error pattern of QAM TTCM using erasure turbo decoding

Rate-1/2 turbo code, K=1024, 64QAM transmission, 4 information bits per symbol, impulse of length 75-sample, erasure turbo decoding with CSI, N₀=0.75, MAP decoding, 10 iterations, turbo-coded bits only.

It is observed by simulation that more than 90% of the error-decoded blocks give less than 13 erroneous bytes concentrated in the impulse duration. Therefore, an RS outer code capable of correcting 13 erroneous bytes (with interleaving) will successfully remove 90% of the impulses. On the other hand, without the erasure decoding, the average number of byte errors caused by a decoding error is 80 bytes. It has been shown in Table 5-9 that employing erasure turbo decoding significantly improves the BER performance. The second advantage of erasure turbo decoding is that the much shorter error pattern is generated from a decoding error. This results in much fewer error bytes when there is a decoding error and consequently a much lower interleave depth requirement when a concatenated RS-TTCM coding structure is employed.
The statistics of the number of byte errors resulted from a decoding error with various values of background noise variance and an impulse noise of 75 samples are shown in Figure 5-17 and Figure 5-18.

![Cumulative distribution, impulse length of 75](image)

Figure 5-17 – Cumulative distribution of the number of error bytes in one turbo block

- Rate-1/2 turbo code, $K=1024$.
- 64QAM transmission, 4 information bits per symbol.
- Impulse of length 75-sample erasure turbo decoding with CSI, $N_0=0.75$.
- MAP decoding, 10 iterations, turbo-coded bits only.

Longer erasures will cause more byte errors in one turbo block. For example, only 70% of error blocks have less than 30 byte errors when an impulse of 100 samples occurs for the same turbo code.

Increasing the transmission signal power, however, can significantly help concentrate the error bits inside the impulse duration and therefore reduce the number of byte errors. This is easily explained by the fact that more reliable information symbols are received, which help to recover the erased information.

It is observed in Figure 5-17 that when the noise variance is decreased from 0.75 to 0.7, i.e. an SNR increase of 0.3 dB, more than 98% of the error blocks have less than 13 error bytes that are concentrated in the impulse noise duration. For impulses of 100
samples, this 0.3 dB decrease in noise variance results in more than 90% decoding errors containing less than 25 erroneous bytes concentrated in the impulse duration.

![Density distribution, impulse length of 75](image)

Figure 5-18 – Probability distribution of the number of error bytes in one turbo block
Rate-1/2 turbo code, $K=1024$, 64QAM transmission, 4 information bits per symbol, impulse of length 75-sample, erasure turbo decoding with CSI, $N_0=0.75$, MAP decoding, 10 iterations, turbo-coded bits only.

5.5.4. RS-TTCM concatenated coding

A conventional method to deal with impulse noise is to use an outer RS code to remove the error burst generated from the turbo decoder. RS codes in Galois field GF(256) are used in our analysis since they are recommended in the ADSL standards. An $RS(N_{ri},K_{ri})$ code in GF(256) can correct $t$ byte errors when $t \leq (N_{ri}-K_{ri})/2$, where $K_{ri}$ is the number of information bytes in one RS code word and $N_{ri}$ is the total block length in bytes. To combat long error bursts, usually a pair of interleaver and deinterleaver is employed between the RS encoder and decoder to efficiently reduce the number of byte
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errors in each RS code word. A \(t\)-byte error correction RS code with an interleave depth of \(D\) can correct up to \(t \cdot D\) erroneous bytes. The statistics of byte errors for QAM transmission using TTCM are listed in Table 5-12. The entries are in the format of "average number of byte errors / more than 90% have byte errors less than"

Table 5-12 – Number of error bytes per turbo block with and w/o erasures

<table>
<thead>
<tr>
<th>(N_0)</th>
<th>0.75</th>
<th>0.73</th>
<th>0.70</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-erasure</td>
<td>79/88</td>
<td>77/89</td>
<td>76/88</td>
</tr>
<tr>
<td>Erasure with CSI</td>
<td>12/13</td>
<td>11/12</td>
<td>10/12</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-erasure</td>
<td>86/95</td>
<td>85/94</td>
<td>84/93</td>
</tr>
<tr>
<td>Erasure with CSI</td>
<td>30/66</td>
<td>24/52 (25 for 80%)</td>
<td>19/23</td>
</tr>
</tbody>
</table>

It is observed in Table 5-12 that for impulses with length shorter than or equal to 75-sample, erasure turbo decoding generates short bursts of length 13 bytes. For conventional turbo decoding, there are about 80 bytes spreading all over the turbo block, which is actually a burst error of length 128 bytes. The interleave depth is therefore decreased by at least 9 times, which means 1/9 of the previous delay and 9 times lower memory requirement.

For impulse noise with length of 100-sample, it is shown that erasure turbo decoding will decrease the interleave depth by less than twice for a background SNR per bit \(\gamma_b\) of 8.45 dB. However, sacrificing a background \(\gamma_b\) by 0.3 dB (a noise variance of 0.7) can decrease the interleave depth by at least 4 times.

If the RS code operates on both coded bits and uncoded bits instead of coded bits only, erasure turbo decoding helps in a similar way since the uncoded bit during the impulse noise duration are also very likely to be in error.

Erasure RS decoding can be applied to the turbo coded QAM transmissions to further lower the required interleave depth. In the example shown in Table 5-12, without erasure turbo decoding, an error turbo decoding causes 128 error bytes. Therefore, an interleave depth \(128/t\) is needed for correction of these errors, where \(t\) is the error correction
capability of the RS code. With erasure RS decoding, the interleave depth is reduced to 64/t.

To apply erasure RS decoding, the receiver has to know if an turbo decoding error occurs. A decoding error can be detected quite easily since it usually generates small and non-convergent LLR values. Extensive simulations of the 64QAM transmission with TTTCM, with and without erasure, showed no error event in which the resulted absolute LLR values have a mean larger than a quarter of the maximum value, which is \(46/4=11.5\) in our simulation. These simulation results also showed that when a decoding error occurs, there are no more than 10 out of the 1024 output LLRs having absolute values larger than 10. On the other hand, for correct turbo decoding, the average absolute LLR values are always larger than 40 and there are always at least 900 LLRs having absolute value larger than 40. Therefore, both the average absolute LLR value and the number of LLRs larger than a certain threshold are good indications of error-decoding detection. Using these error-decoding indications, the receiver will erase the whole turbo block whenever a decoding error is detected. An erasure RS decoding could be performed subsequently.

5.5.5. Simulation results using the Markov impulse noise model

Simulations using two-state Markov impulse model were also performed and the following simulation results were shown in Table 5-13. The other assumptions are the same as those shown in Table 5-7.

For an ADSL DMT system with 256 subchannels of 4 kHz bandwidth, the sample rate in the channel is about \(2\cdot10^6\) samples/second. With an assumption of one impulse every 10 seconds, \(p_a\) is calculated as \(5\cdot10^{-8}\). Therefore a \(p_a\) of \(5\cdot10^{-8}\) is employed in the simulation. The parameter \(p_b\) determines the average length of impulse noise. Since impulses are usually shorter than 100 \(\mu\)s, which covers less than 200 samples in such an ADSL DMT transmission system, values of 0.005 are used for \(p_b\) in the simulations.

It is observed that the BER performance depends heavily on the value of \(p_b\), which directly decides the average impulse length. A similar conclusion is that the impulse length plays the most important role in determining the performance.
Table 5-13 – BER of 64QAM TTCM with Markov channel model

<table>
<thead>
<tr>
<th>$N_0$</th>
<th>$P_k$</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>0.005</td>
<td>6.1·10^{-6}</td>
<td>7.2·10^{-6}</td>
<td>7.6·10^{-6}</td>
<td>7.8·10^{-6}</td>
<td>8.3·10^{-6}</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>3.1·10^{-6}</td>
<td>4.0·10^{-6}</td>
<td>4.3·10^{-6}</td>
<td>5.0·10^{-6}</td>
<td>5.3·10^{-6}</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>1.7·10^{-7}</td>
<td>2.2·10^{-7}</td>
<td>2.6·10^{-7}</td>
<td>2.8·10^{-7}</td>
<td>3.1·10^{-7}</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>4.9·10^{-7}</td>
<td>8.1·10^{-7}</td>
<td>1.0·10^{-6}</td>
<td>1.2·10^{-6}</td>
<td>1.4·10^{-6}</td>
</tr>
<tr>
<td>0.70</td>
<td>0.005</td>
<td>5.4·10^{-6}</td>
<td>6.5·10^{-6}</td>
<td>5.8·10^{-6}</td>
<td>7.6·10^{-6}</td>
<td>8.2·10^{-6}</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>3.4·10^{-6}</td>
<td>3.7·10^{-6}</td>
<td>4.3·10^{-6}</td>
<td>4.4·10^{-6}</td>
<td>4.5·10^{-6}</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>1.7·10^{-6}</td>
<td>2.1·10^{-6}</td>
<td>2.2·10^{-6}</td>
<td>2.5·10^{-6}</td>
<td>2.8·10^{-6}</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>3.5·10^{-7}</td>
<td>5.9·10^{-7}</td>
<td>8.1·10^{-7}</td>
<td>1.1·10^{-6}</td>
<td>1.4·10^{-6}</td>
</tr>
</tbody>
</table>

With the two-state Markov channel model, simulation results showed similar BER results and output error patterns as shown in the last section, when erasure turbo decoding is applied. However, the distribution of the number of byte errors is different. It is observed that erasure turbo decoding significantly lowers the BER, 10 times for short impulses. For longer impulses, the improvement by employing erasure turbo decoding is not so significant. Since in Markov channel model, the length of the impulses have a flat distribution as shown in Figure 5-19, and are not limited, the overall performance improvement by using erasure turbo decoding is not that significant.

Table 5-14 – BER of 64QAM TTCM with Markov channel model

<table>
<thead>
<tr>
<th>$N_0$</th>
<th>0.005</th>
<th>0.01</th>
<th>0.02</th>
<th>0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>w/o int</td>
<td>4.8·10^{-6}</td>
<td>2.1·10^{-6}</td>
<td>5.6·10^{-7}</td>
</tr>
<tr>
<td></td>
<td>w. int</td>
<td>5.0·10^{-6}</td>
<td>2.7·10^{-6}</td>
<td>9.4·10^{-7}</td>
</tr>
<tr>
<td>0.70</td>
<td>w/o int</td>
<td>4.0·10^{-6}</td>
<td>1.67·10^{-6}</td>
<td>4.5·10^{-7}</td>
</tr>
<tr>
<td></td>
<td>w. int</td>
<td>5.4·10^{-6}</td>
<td>2.3·10^{-6}</td>
<td>7.0·10^{-7}</td>
</tr>
</tbody>
</table>

The effect of applying an additional external interleaver is also shown in Table 5-14. Performance degradation is observed. This is also the result of the flat impulse length distribution.
5.6. **Turbo Coded ADSL Transmissions**

The discussions and simulation results presented so far are for conventional QAM transmissions with a generalized impulse noise model. To obtain a good performance evaluation of ADSL DMT transmissions in an impulse noise environment, the impulse noise model should have parameters as close as possible to the previous survey results. The major characteristics of the impulse noise in subscriber lines shown in various surveys include:

- Impulse samples have high amplitudes with relatively flat distribution, compared to a Gaussian distribution [42].
- Impulses have short impulse durations with an approximately double exponential distribution. Impulse length is usually less than 100 µs [42].
- The occurrence of impulses is unpredictable. Impulses with higher peak-values occur with a lower probability [42], [43], [47].
Combining these characteristics in the Gaussian noise model and Markov noise model will give close performance estimation of ADSL transmissions with TTCM in impulse noise environment. In the Gaussian noise model, the impulse length and impulse occurrence probability are easily adapted since these parameters are defined independently. In the two-state Markov channel model, the impulse occurrence probability is related to the impulse length through the two parameters $p_a$ and $p_b$. It shows an inherent compliance to the statistical characteristics of the impulse length and impulse occurrence shown in the literature. Therefore, both of them are used in our simulation.

The following assumptions are made about the impulse noise in subscriber lines for the performance estimation of ADSL transmissions with TTCM:

- Impulses are shorter than 100 µs.
  Impulse noise observed from all previous surveys have lengths shorter than 100 µs. Furthermore, the impulses for testing ADSL systems defined in [11] also have lengths shorter than 100 µs.

- Impulse samples in one impulse event have the same variance.

- Impulse samples have a variance of 5, 10, 15, 20 and 25 with a well-defined distribution.

In [45] and [47], the occurrence rate of impulse noise is shown to be approximately reverse proportional to the square of the peak impulse sample amplitude. Using as a further approximation that the square of the peak impulse voltage is directly proportional to the impulse sample variance, the occurrence rate of impulse noise is therefore inversely proportional to the impulse sample variance. This distribution is shown in Table 5-15 and will be incorporated into the performance analysis in this section. Furthermore, we will use a uniform distribution of the impulse occurrence probability as a worst-case scenario. Corresponding to the uniform distribution, we call the first distribution the “reverse variance distribution” in the following sections.

<table>
<thead>
<tr>
<th>$\sigma_i^2$</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reverse variance distribution</td>
<td>0.44</td>
<td>0.22</td>
<td>0.15</td>
<td>0.11</td>
<td>0.08</td>
</tr>
<tr>
<td>Uniform distribution</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>
• An impulse comes every 10, 30 or 50 seconds.
  The impulse occurrence frequency depends heavily on the site of measurement and very different values have been obtained in various surveys. For simplicity, we only use the three values: 10, 30 and 50 seconds. For the impulse noise inter-arrival duration, we are using one impulse every 10 seconds as the worst case and one impulse every 50 seconds as the best case.  

5.6.1. Effect of impulse noise on single carrier ADSL transmissions

In this simulation, we still use the 64QAM-TTCM as the one used in section 5.5. In this section, we only consider the performance of the turbo-coded bits. This is because of the fact that with correct turbo decoding, the uncoded bits are protected by the set partitioning and additional non-turbo coding techniques.

The performance estimation was performed based on the two ADSL transmissions with the transmission rates shown in Table 5-16.

Table 5-16 – Two ADSL transmission test cases, 64QAM TTCM

<table>
<thead>
<tr>
<th>Test cases</th>
<th>Transmission rate</th>
<th>Sample rate per second</th>
<th>Sample duration, (μs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.0 Mbps</td>
<td>500 kbps</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>4.0 Mbps</td>
<td>1 Mbps</td>
<td>1</td>
</tr>
</tbody>
</table>

An impulse of duration 100 μs covers 50 samples in the Test case 1 and less than 100 samples in Test case 2. The BERs caused by the impulse noise in these test cases are calculated according to the simulation results based on the Gaussian burst model and are shown in Table 5-17. It is shown that the impulse noise causes a BER of around $10^{-5}$ in the case of one impulse every 10 seconds. Employing erasure turbo decoding could lower the BER to $10^{-6}$. Even with erasure turbo decoding, the performance still does not satisfy the BER requirement of $10^{-7}$ of the ADSL transmissions.

With a lower background noise variance and for impulses shorter than 50 samples, employing an external overall interleaver in combination with erasure turbo decoding could further improve the performance. It was shown in Table 5-10 that, for a $N_0$ of 0.7 and impulses of 50 samples, erasure decoding with the additional interleaver gives a BER

---

18 An impulse inter-arrival time of 50 seconds is defined in the system testing part of ADSL standard [11].
of 5.5·10^{-4} for each error decoded turbo code word. This can be translated into a BER of 5.6·10^{-8}, 1.84·10^{-8} and 1.12·10^{-8} for impulse inter-arrival durations of 10, 30 and 50 seconds respectively, which meet the ADSL’s BER requirement.

Table 5-17 – Effect of impulse noise in single carrier ADSL transmissions with TTCM

<table>
<thead>
<tr>
<th>Inter-arrival time (seconds)</th>
<th>10</th>
<th>30</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>BER</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Test case 1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conventional decoding</td>
<td>1.28·10^{-5}</td>
<td>4.24·10^{-6}</td>
<td>2.56·10^{-6}</td>
</tr>
<tr>
<td>Erasure with CSI</td>
<td>5.8·10^{-7}</td>
<td>1.92·10^{-7}</td>
<td>1.2·10^{-7}</td>
</tr>
<tr>
<td>BER</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Test case 2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conventional decoding</td>
<td>1.0·10^{-7}</td>
<td>3.36·10^{-8}</td>
<td>2.0·10^{-8}</td>
</tr>
<tr>
<td>Erasure with CSI</td>
<td>2.24·10^{-6}</td>
<td>7.44·10^{-7}</td>
<td>4.5·10^{-7}</td>
</tr>
</tbody>
</table>

If the Markov burst channel model is used for performance estimation, the parameters are calculated as shown in Table 5-18 and the BER estimations are shown in Table 5-19.

Table 5-18 – Markov model parameters

<table>
<thead>
<tr>
<th>Case 1</th>
<th>2·10^{-7}</th>
<th>0.05</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Average impulse length</td>
<td>50</td>
<td></td>
<td>L_{imp}&lt;50 with 90%</td>
<td></td>
</tr>
<tr>
<td>Case 1.1</td>
<td>2·10^{-7}</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average impulse length</td>
<td>50</td>
<td></td>
<td>L_{imp}&lt;100 with 90%</td>
<td></td>
</tr>
<tr>
<td>Case 2</td>
<td>10^{-7}</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average impulse length</td>
<td>50</td>
<td></td>
<td>L_{imp}&lt;100 with 90%</td>
<td></td>
</tr>
<tr>
<td>Case 2.1</td>
<td>10^{-7}</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average impulse length</td>
<td>100</td>
<td></td>
<td>L_{imp}&lt;200 with 90%</td>
<td></td>
</tr>
</tbody>
</table>

In Table 5-18, for the Test case 1 (Test case 2), the impulses are chosen to have an average impulse length of 20-sample (50-sample) where impulses have a possibility of 90% to be shorter than the 50-sample (100-sample) in the worst case. Test case 1.1 is a more conservative case, where the impulse average length is set to the 50-sample (100-sample) in the worst case. In this case, impulses have a probability of more than 30% to be longer than the worst case.

Test case 1 and 2 give better performance than those obtained using the Gaussian burst model. This is because the impulses have a larger probability of having shorter length. For the more conservative test cases (Test case 1.1 and 2.1) the performance is worse than those obtained by using the Gaussian burst model because impulses have large probability of being longer than the worst cases used in the Gaussian burst model simulations. The performance estimations are somewhat pessimistic.
Table 5-19 – BER performance estimation with Markov impulse model

<table>
<thead>
<tr>
<th>Inter-arrival time (seconds)</th>
<th>10</th>
<th>30</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>BER Test case 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conventional decoding</td>
<td>3.67·10^{-6}</td>
<td>1.22·10^{-6}</td>
<td>7.34·10^{-7}</td>
</tr>
<tr>
<td>Erasure with CSI</td>
<td>1.8·10^{-7}</td>
<td>6.0·10^{-8}</td>
<td>4.5·10^{-8}</td>
</tr>
<tr>
<td>BER Test case 1.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conventional decoding</td>
<td>10^{4}</td>
<td>3.3·10^{4}</td>
<td>2.1·10^{4}</td>
</tr>
<tr>
<td>Erasure with CSI</td>
<td>2.24·10^{4}</td>
<td>7.5·10^{4}</td>
<td>4.5·10^{4}</td>
</tr>
<tr>
<td>BER Test case 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conventional decoding</td>
<td>8.55·10^{-6}</td>
<td>1.67·10^{-6}</td>
<td>10^{6}</td>
</tr>
<tr>
<td>Erasure with CSI</td>
<td>1.12·10^{-6}</td>
<td>3.73·10^{-7}</td>
<td>2.24·10^{-7}</td>
</tr>
<tr>
<td>BER Test case 2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conventional decoding</td>
<td>4.15·10^{-6}</td>
<td>1.38·10^{-6}</td>
<td>8.3·10^{-7}</td>
</tr>
<tr>
<td>Erasure with CSI</td>
<td>8.55·10^{-6}</td>
<td>2.85·10^{-6}</td>
<td>1.71·10^{-6}</td>
</tr>
</tbody>
</table>

For a general estimation of ADSL transmission performance in impulse noise environment, the Markov model is preferred because it inherently provides a good impulse length distribution compliant to those reported in the literature. Furthermore, it takes into account the cases where one impulse affects two turbo blocks, whereas this case is simply ignored in the Gaussian burst model.

However, Markov model doesn’t provide a hard limit on the impulse length. In the Gaussian noise model, there is usually a hard limit on the maximum impulse noise length, which comply with previous survey results. Impulses with lengths longer than the worst case will not be considered in the Gaussian noise model.

In the cases where some specific impulse lengths and impulse occurrence distributions are required, the Gaussian burst model is obviously a better choice since it provides the maximum flexibility of parameter selection.

5.6.2. Effect of impulse noise in ADSL DMT systems

It has been shown that applying the analysis and simulation results obtained for QAM transmissions with TTCM to single-carrier ADSL transmissions is straightforward. However, in DMT transmissions, the received symbols are input into a DFT for demodulation, which averages the impulse noise energy into all subchannels in the affected DMT symbol, even though the impulse might only have an effect on a few channel symbols. Therefore, a high-power short-duration impulse gives the effect of an equivalent low-power long-duration impulse having the length of one DMT symbol. The variance of this equivalent impulse is calculated as shown in Eq. 5-39.
With zero-mean impulse samples, \( i_k \), from the channel, the equivalent impulse noise samples in the subchannels, \( I_k \), also have a zero mean. The variance of \( I_k \), however, becomes \((l/N_{\text{fit}}) \cdot \text{Var}\{i_k\}\), which depends mainly on the impulse variance and the impulse length, \( l \). The smaller is the impulse noise variance, the shorter is the impulse, the smaller the \( \text{Var}\{I_k\} \) is. Because impulse noise is characterized by short-length and high-amplitude, the DMT system therefore averages its impact over all the subchannels. Furthermore, it has been shown in section 5.3.3 that the impulse contributions in the subchannels can be viewed as independent Gaussian samples.

Therefore, an evaluation of ADSL DMT transmission in impulse noise environment needs only the impulse occurrence probability, impulse sample variance and the distribution of the number of impulse samples in one DMT symbol. It is a major advantage of DMT systems that the performance estimation only needs the impulse sample variance. The exact distribution of time-domain impulse samples is no longer important for the performance estimation.

The following assumptions are made to evaluate the effect of impulse noise to DMT transmissions.
- The DMT system has 256 subchannel and \( N_{\text{fit}}=512 \)
- Each subchannel has a bandwidth of 4.0 kHz

The two examples shown in Table 5-16, with 2 Mbps and 4 Mbps information rate, are used again in this section. Each DMT symbol should therefore carry 500 bits and 1000 bits. A subchannel could carry a constellation of any size from 4QAM to as large as \( 2^{15} \)QAM. Let us assume that, on the average, the parity bits use 1/3 of total transmitted bits (same as the 64QAM with TTCM for single-carrier ADSL transmissions), the DMT symbols are therefore required to carry 750 bits and 1500 bits in these two examples. Reasonable estimations of the employed subchannels in these two cases can be made as 100 subchannels and 200 subchannels for these two test cases. The number of useable subchannels could be smaller than the estimated values because lower-frequency subchannels usually carry very large QAM constellations. Therefore, 75 and 150 will be used as the general cases.
5.6.2.1. Performance estimation with Gaussian burst model

In ADSL DMT systems with TTCM, a direct result of the bit allocation operation is a specific number of QAM symbols contained in each DMT symbol. In the proposed TTCM structure, each QAM symbol contains 4 coded bits, with a 1024-bit interleaver, one turbo block contains 512 QAM symbols. For a DMT transmission where 75 subchannels are actually carrying data, there are 7 DMT symbols covered by one turbo block, where for another DMT transmission with 200 usable subchannels each turbo block covers only 2.5 DMT symbols. The result is a different delay in the turbo encoder and decoder. The more DMT symbols contained in one turbo block, the longer the delay required by the turbo encoding and decoding processes.

BER performance of ADSL DMT systems in impulse noise environment can be obtained based on the analysis shown in the last section and the simulation results shown in section 5.5. After the DFT demodulation in the receiver, each impulse is transformed into an equivalent impulse noise with a length of one DMT symbol and a variance calculated as in Eq. 5-39 and shown in Table 5-20. The BER performances are shown in Table 5-21.

<table>
<thead>
<tr>
<th>$L_{\text{mp}}$</th>
<th>$\sigma_i^2$</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>0.73</td>
<td>1.46</td>
<td>2.2</td>
<td>2.92</td>
<td>3.65</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.98</td>
<td>1.96</td>
<td>2.97</td>
<td>3.92</td>
<td>4.9</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>1.46</td>
<td>2.92</td>
<td>4.38</td>
<td>5.84</td>
<td>7.3</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>1.95</td>
<td>3.90</td>
<td>5.85</td>
<td>7.8</td>
<td>9.75</td>
<td></td>
</tr>
</tbody>
</table>

Table 5-20 – Equivalent impulse variances

Table 5-21 – BER performance of ADSL DMT transmissions with TTCM

Rate-1/2 turbo code, $K=1024$, 64QAM transmission, 4 information bits per symbol, $N_0=0.75$, MAP decoding, 10 iterations, turbo-coded bits only, Gaussian burst model, one impulse per 10 seconds

<table>
<thead>
<tr>
<th>$L_{\text{mp}}$</th>
<th>$\sigma_i^2$ distribution</th>
<th>Uniform distribution</th>
<th>Reverse variance distribution</th>
<th>Erasure decoding with CSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>$1.2\cdot10^{-5}$</td>
<td>$7.10^{-6}$</td>
<td>$4.13\cdot10^{-6}$</td>
<td>$1.66\cdot10^{-6}$</td>
</tr>
<tr>
<td>100</td>
<td>$1.27\cdot10^{-5}$</td>
<td>$1.27\cdot10^{-5}$</td>
<td>$9.2\cdot10^{-6}$</td>
<td>$5.2\cdot10^{-6}$</td>
</tr>
<tr>
<td>150</td>
<td>$10^{-5}$</td>
<td>$10^{-5}$</td>
<td>$9.0\cdot10^{-6}$</td>
<td>$8.3\cdot10^{-6}$</td>
</tr>
<tr>
<td>200</td>
<td>$1.2\cdot10^{-5}$</td>
<td>$1.4\cdot10^{-5}$</td>
<td>$1.14\cdot10^{-5}$</td>
<td>$1.17\cdot10^{-5}$</td>
</tr>
</tbody>
</table>
5.6.2.2. Performance estimation with Markov burst model

As discussed before, in ADSL DMT systems, the short-duration high-amplitude impulses are transformed into long-duration low-amplitude impulses with a fixed impulse length. Let's assume that $N_{ch}$ subchannels are used in each DMT symbol, where $N_{ch} \in [75, 100, 150, 200]$. If an impulse occurs every $T$ seconds, the equivalent impulse also occurs every $T$ seconds, with a fixed length of $N_{ch}$-sample.

The most important difference between Markov burst model and Gaussian burst model is that the Markov burst model provides an impulse length distribution. In ADSL DMT systems, this impulse length distribution is translated into an equivalent impulse variance distribution after the DFT demodulation in the receiver.

In the ADSL DMT transmission, one DMT block contains 512 samples with a sample rate of 2.048 Msps. In an impulsive channel described by a Markov burst model with the parameters $p_a$ and $p_b$, the probability of an impulse of length $l$ occurring in one DMT block is calculated by Eq. 5-14 and Eq. 5-15. The noise variance of the equivalent impulse after the DFT operation is calculated by Eq. 4-31 with $N_{fft}=512$. In the case of $p_a=5 \times 10^{-8}$ (one impulse per 10 seconds) and $p_b=0.01$ (an average length of 100-sample), the average $Var(I_k)$ according to the uniform impulse variance distribution and the reverse variance distribution shown in Table 5-15 are plotted in Figure 5-20. The cumulative distribution of the equivalent impulse variance is plotted in Figure 5-21.

According to the distribution of the impulse lengths shown in Figure 5-20, the distribution of the equivalent impulse variance is calculated and shown in Table 5-22. To simplify the simulation, we divide the equivalent impulse noise variance into four ranges, each having its probability. The simulations were performed with these four variances. The final BER performance is the sum of the BERs obtained with these four equivalent impulse variances weighted by their probabilities. The BER performances are calculated and presented in Table 5-23.
Figure 5-20 – Probability density function of the distribution of \( \text{Var} \{ l_k \} \)

DMT system with 256 subchannels, 512-point IFFT and FFT is performed, 2-state Markov channel model, \( p_a = 5 \times 10^{-8} \), \( p_b = 0.01 \)

Figure 5-21 – Cumulative distribution function of \( \text{Var} \{ l_k \} \)

DMT system with 256 subchannels, 512-point IFFT and FFT is performed, 2-state Markov channel model, \( p_a = 5 \times 10^{-8} \), \( p_b = 0.01 \)
Table 5-22 – Distribution of the equivalent impulse noise variance

DMT system with 256 subchannels, 512-point IFFT and FFT is performed, 2-state Markov channel model, $p_a=5\cdot10^{-8}$, $p_b=0.01$

<table>
<thead>
<tr>
<th>Equivalent Variance</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(\sigma^2&lt;\text{Var})$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uniform distribution</td>
<td>0.55</td>
<td>0.25</td>
<td>0.12</td>
<td>0.08</td>
</tr>
<tr>
<td>Reverse variance distribution</td>
<td>0.67</td>
<td>0.23</td>
<td>0.07</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 5-23 – BER performance of ADSL DMT system with Markov channel model

DMT system with 256 subchannels, 512-point IFFT and FFT is performed, 2-state Markov channel model, $p_a=5\cdot10^{-8}$, one impulse per 10 seconds

<table>
<thead>
<tr>
<th>$p_b$</th>
<th>1/75</th>
<th>1/100</th>
<th>1/150</th>
<th>1/200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform distribution</td>
<td>9.7\cdot10^{-6}</td>
<td>1.45\cdot10^{-5}</td>
<td>9.4\cdot10^{-5}</td>
<td>1.1\cdot10^{-4}</td>
</tr>
<tr>
<td>Reverse variance distribution</td>
<td>8.7\cdot10^{-6}</td>
<td>1.4\cdot10^{-5}</td>
<td>9.1\cdot10^{-5}</td>
<td>1.06\cdot10^{-4}</td>
</tr>
<tr>
<td>Erasure decoding with CSI</td>
<td>1.66\cdot10^{-6}</td>
<td>5.2\cdot10^{-6}</td>
<td>8.3\cdot10^{-6}</td>
<td>1.17\cdot10^{-5}</td>
</tr>
</tbody>
</table>

It is observed that the performance of an ADSL DMT system with TTCM in the presence of impulses longer than 75 samples is usually in the range of $10^{-4}$ to $10^{-5}$. This is mainly due to the fact that a short impulse is converted into a fixed-length long-duration impulse. Since impulse length plays a significant role in the turbo decoding performance, it is very hard to improve the performance by employing the erasure turbo decoding. However, increasing the size of the turbo code block is expected to improve the BER performance significantly, especially in the case when erasure turbo decoding is used. A slight sacrifice in the signal-to-background-noise ratio can also significantly improve the erasure turbo decoding performance. The price is the additional delay introduced by the longer turbo code interleaver.

Performance of 64QAM transmission with TTCM using a 4096-bit interleaver is shown in Table 5-24. For 100-sample erasures, it was observed by simulation that the BER is lowered by almost 40 times, down to 0.0012, for turbo coded bits in an ADSL DMT system if a turbo code interleaver of length 4096-bit is used instead of the one of length 1024-bit. This suggests that turbo codes with interleaver length of 4096-bit should be employed to efficiently combat impulse noise in turbo coded ADSL DMT systems.
Table 5-24 – Performance of 64QAM TTCM in impulse noise environments with and without erasure turbo decoding

Rate-1/2 turbo code, $K=4096$, 64QAM transmission, 4 information bits per symbol, erasure turbo decoding with CSI, $N_0=0.75$, simplified TTCM decoding, MAP decoding, 10 iterations, turbo-coded bits only

<table>
<thead>
<tr>
<th>$N_s$</th>
<th>1</th>
<th>4</th>
<th>7</th>
<th>10</th>
<th>15</th>
<th>Erasure with CSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 samples</td>
<td>0</td>
<td>0.0006</td>
<td>0.026</td>
<td>0.0359</td>
<td>0.0404</td>
<td>0.0012</td>
</tr>
<tr>
<td>150 samples</td>
<td>0</td>
<td>0.0175</td>
<td>0.0572</td>
<td>0.0698</td>
<td>0.0884</td>
<td>0.0028</td>
</tr>
<tr>
<td>200 samples</td>
<td>0</td>
<td>0.0622</td>
<td>0.1004</td>
<td>0.1159</td>
<td>0.1279</td>
<td>0.0051</td>
</tr>
<tr>
<td>250 samples</td>
<td>0</td>
<td>0.1008</td>
<td>0.1313</td>
<td>0.1418</td>
<td>0.1542</td>
<td>0.0084</td>
</tr>
</tbody>
</table>

5.6.3. Discussion

It has been shown that erasure turbo decoding significantly improves the QAM transmission performance. However, it is not a simple task for the receiver to detect the exact position of the impulse samples and perform the erasing. In a single-carrier ADSL transmission, locations of impulse noise samples could be obtained by observing the received signal amplitudes. Single-carrier transmission never uses QAM constellations larger than 64QAM. However, impulse samples in subscriber lines usually have much higher amplitudes. The receiver can therefore decide that there is an impulse noise when it receives several high-amplitude symbols in a short period. This short period should include some time duration before and after these high-amplitude samples. Furthermore, it has been shown that when high-amplitude impulses occur, the LLR values during the impulse duration for a turbo decoding error are significantly higher than other LLR values. This can also be used as an indication for impulse location detection.

Impulse detection based on the received time-domain signal amplitudes is especially difficult in DMT transmissions, where the transmitted channel symbols are obtained by performing DFT over a block of QAM symbols, as shown in section 2.1. When the number of DFT-points is large, the resulted transmission symbols have a Gaussian distribution with a large peak-to-average power ratio. Therefore, it is hard for the receiver to tell if a large value received signal is a valid signal or an impulse sample.

However, detection of impulse noise can be performed in the frequency domain. For DMT systems, an impulse gives almost equal effect to all the subchannels in one DMT symbol. Some subchannels, especially the subchannels that carry small constellation QAM symbols, could be used to determine whether there is an impulse. Subchannels
supporting smaller constellations are good candidates for this because at the receiver, with equal background noise variance, the subchannels have almost equal minimum inter-symbol distance. Impulse noise also tends to have an equal effect on each subchannel. In this case, it is much easier to tell if there is an abnormal high amplitude impulse by using small constellations than by using large constellations. Usually, there are always some subchannels carrying 4QAM signals. Using a majority rule on these subchannels will give us a reliable detection of impulse noise.

5.7. Summary

In this chapter, we investigated the performance of ADSL DMT systems with the proposed TTCM in the present of impulse noise.

- In section 5.1, a review on impulse noise in subscriber lines was presented. Impulse noise in subscriber lines is characterized by its high-amplitude, short-duration, and small occurrence probability. It is one of the major impairments in high-speed subscriber line transmissions.

- In section 5.2, we presented a survey on various impulse statistical characteristics, which were obtained by several groups through extensive on-site measurements. The distributions of the impulse peak amplitude, the impulse length and impulse occurrence are the most important statistical characteristics of impulse noise.

- Two simple, yet flexible, mathematical models are proposed to investigate the performance of turbo coded systems in the presence of impulse noise: the Gaussian burst model and the two-state Markov burst channel model. A Gaussian burst model gives us the maximum flexibility in characterizing the impulse noise. However, certain assumptions have to be made in the performance analysis of the turbo coded systems with this impulse model. Furthermore, all of its parameters are defined independently, where in reality, these parameters are correlated. A two-state Markov channel model reflects some of the relationship between the different characteristics of impulse noise. However, the flexibility of this model is limited because all the characteristics have to be determined by the two state transition probabilities.
A performance analysis was performed in section 5.3, based on these impulse noise models, for turbo coded BPSK transmission, turbo coded QAM transmission and turbo-coded ADSL DMT systems.

In section 5.4, simulation results of the effect of impulse noise to turbo coded BPSK transmissions were presented. It was observed that impulse noise, even the very short ones, could cause devastating effects to a turbo decoding. Two methods were proposed to improve the performance: using an external interleaver or erasure turbo decoding. It was shown that the external interleaver only works when the impulse is very short. The erasure, however, is a very effective method for performance improvement. Furthermore, if an external RS code is employed to improve the system performance, using erasure turbo decoding can significantly reduce the interleave depth requirement from the RS code. It was also observed that by sacrificing the turbo code coding gain slightly against the background AWGN noise, the performance of erasure turbo decoder could be improved significantly. Simulations were performed on Gaussian burst model only.

In section 5.5, simulation results of effect of impulse noise to turbo coded QAM transmissions were presented. It was observed that impulse noise, even the very short ones, could cause devastating effect to a turbo decoding. The two methods proposed for turbo coded BPSK transmissions were also considered and simulated for performance improvement. Erasure turbo decoding was again shown to provide better performance and short delay in a concatenated RS-TTCM structure. Simulations were performed with both the Gaussian burst model and the two-state Markov channel model.

In section 5.6, the performance of the proposed TTCM in practical ADSL systems were investigated. Simulation results were presented for both single-carrier ADSL transmissions and ADSL DMT transmissions. It was observed that erasure turbo decoding provides better performance in single-carrier transmissions. For ADSL DMT systems, there was a BER floor at about $10^{-6}$. This BER floor can be lowered either by increasing the turbo code interleaver size or by using an external RS code. Erasure turbo decoding could be employed to reduce the interleaving requirement for the external RS code.
Chapter 6.

Conclusions and Recommendations for Future Work

Conclusions

In this thesis, we proposed a TTCM structure to be applied in ADSL DMT systems. To reduce the decoding complexity, a simplified TTCM decoding utilizing a conventional binary turbo decoder was proposed. The basic idea is to obtain the reliability information of the turbo-coded bits from the received multi-level symbols and perform the binary turbo decoding. For best performance with this structure, Gray mapping was employed in the constellation mapping. It is shown that with Gray mapping, the performance of the simplified TTCM decoding of a QAM TTCM is at least as good as that of a turbo-coded BPSK transmission over the same AWGN channel, as long as the QAM and the BPSK constellations have the same minimum constellation distance.
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It was observed by simulations that, in a stationary noise environment, applying our proposed TTCM to ADSL DMT systems provides a coding gain of 5.4 dB at a BER of $10^{-5}$. By adding an outer RS code, a 7 dB coding gain could be obtained without any bandwidth expansion at a BER of $10^{-7}$. Performance of using the simplified TTCM decoding is only 0.2 dB worse than that obtained when the optimum SMAP decoding algorithm is used.

Large interleave depth for the outer RS code with a concatenated RS-TTCM is required in order to lower the BER floor of the turbo decoder. A Serial-Parallel-Concatenated-RS-TTCM is shown to reduce the interleave depth requirement significantly. Furthermore, erasure RS decoding is shown to be a promising technique to decrease the interleave depth.

The simulations were performed with a turbo code interleaver length of only 1024 bits because of the delay involved in the interleaving and deinterleaving process. The performance can be improved by increasing the size of the turbo code interleaver. However, this also increases the delay. The performance can also be improved by using a SISO decoding that tries to minimize the parity bit error probability during the decoding process (in addition to minimizing the systematic bit error probability).

In the second part of this thesis, we performed a thorough investigation on the performance of ADSL DMT systems with the proposed TTCM in the presence of impulse noise. To obtain reasonable performance evaluation results, two simple, yet practical impulse noise models were proposed.

The effects of impulse noise on turbo decoding were presented. It was shown that even very short impulses could cause devastating effect to the turbo decoding performance. Erasure turbo decoding was found to be an efficient way to combat impulse noise. It was shown that erasure turbo decoding provides much better performance for short and moderate impulse lengths. Furthermore, erasure turbo decoding was shown to result in much shorter error bursts compared to a conventional turbo decoding. Therefore, it can reduce the interleaving requirement from the outer RS code significantly.

The performances of practical ADSL transmission were presented, with and without erasure turbo decoding. It was shown that the turbo coded ADSL DMT systems always give a BER of $10^{-5}$ to $10^{-6}$. This is because the short duration impulse noise is converted
into a long duration impulse by the DFT demodulation at the DMT receiver. An effective way to combat this is to use a longer turbo code interleaver. Another method is to slightly sacrifice the signal-to-background-noise ratio to obtain better erasure turbo decoding performance.

The erasure detection could be performed by monitoring the received symbol sequence in a single-carrier transmission or by monitoring some low-rate subchannels in DMT systems.

Contributions

The list of contributions of this thesis (in order of presentation, not in order of importance) can be summarized as follows.

- We proposed a flexible bandwidth efficient turbo trellis coded modulation structure for ADSL DMT transmissions. A low complexity implementation was proposed which utilizes a conventional binary turbo decoder. Performance of the proposed TTCM was investigated and presented.
  - A survey over the existing bandwidth efficient turbo coded modulation schemes was performed. Comparisons between these turbo-coded modulations were made based on the performance, the implementation complexity, and the flexibility of being implemented in a multicarrier system.
  - A practical bandwidth efficient turbo trellis coded modulation structure is designed based on Benedetto’s TTCM scheme that fits directly in current ADSL DMT systems.
  - A simplified decoding structure was proposed to significantly reduce the decoding computational load with only minor performance degradation. Most importantly, the proposed decoding structure is based on the utilization of a standard binary turbo decoder, for which commercial ASIC chipsets are already available.
  - Gray mapping was proposed in the constellation encoding process. It was proved that with the simplified TTCM decoder, using Gray mapping provides a
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performance at least as good as a turbo coded BPSK transmission with the same turbo decoder over the same AWGN channel, as long as the BPSK transmission and the QAM transmission have the same minimum constellation distance.

- A theoretical performance evaluation of the proposed TTCM in QAM transmissions and ADSL DMT transmissions was performed.

- A BER upper bound is derived for QAM transmissions using the proposed TTCM, based on the use of a uniform interleaver.

- The performance of QAM transmissions with the proposed TTCM was estimated based on the best binary turbo code performance reported in the literature.

- Design criteria of the turbo codes used in the proposed TTCM were discussed. It was shown that our propose TTCM complies with the optimum multi-level coding design criteria, i.e., design with equivalent channel capacities.

- Gray mapping provides an unequal error protection structure. It was shown that careful allocation of turbo-coded bits during the constellation mapping could also provide further performance improvement.

- Simulation results of using the proposed TTCM in QAM transmissions were presented. It was shown that about 5.3 dB coding gain could be obtained with an interleaver length of 1024-bit. Using the simplified TTCM decoding degrades the coding gain performance only by 0.2 dB.

- Simulation results of concatenating the TTCM with an outer RS code were obtained and presented. This concatenated coding structure achieves 7.0 dB coding gain at a BER of $10^{-7}$. This coding gain is at least 1.5 dB better than the current channel coding scheme defined in ADSL DMT standard.

- In order to provide satisfactory performance, the outer RS code has to correct long error burst output from the turbo decoder. A discussion on the requirements on the outer RS code was presented. It was shown that the outer RS code has to be used with an interleaver with a large interleave depth, which, unfortunately, results in a large system delay. Several methods to reduce the delay were presented, including employing erasure RS decoding and using a Serial-Parallel-Concatenated RS-TTCM structure.
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- It was proved that all the simulation and analysis results could be applied directly to ADSL DMT systems.
- Furthermore, various existing techniques to further improve the TTCM decoding performance were introduced, including using a SISO that also tries to minimize the parity bit error probability and using a combined design of the constituent codes and the interleaver.
- We performed an investigation on turbo coding performance in the presence of impulse noise. Two impulse noise models were proposed and employed in the performance evaluation. Performance evaluation of turbo coded ADSL DMT systems was performance from the simulation and analysis.
- A survey of impulse noise in subscriber lines was performed. Important characteristics of impulse noise were reviewed. Two simple, yet practical impulse noise models were proposed to be used in our later simulations.
- The performance analysis of turbo coded BPSK and QAM transmission systems in the presence of impulse noise was performed and theoretical expressions were presented.
- Simulation results of the effect of impulse noise on turbo decoding were presented. It was shown that impulses, even very short ones, could have a devastating effect on turbo decoding. It was observed that impulse noise sample amplitude, impulse length and impulse occurrence frequency all play important roles in the turbo decoding performance.
- An analysis of the effect of impulse noise on turbo-coded ADSL DMT system was presented. It was proved that the DMT demodulation converts a short-duration, high-amplitude impulse into a relatively long-duration, low-amplitude impulse. Effectively, the demodulation process averages the effect of impulse noise into all subchannels. This long-duration, low-amplitude impulse is much harder to correct.
- The performance evaluation of employing turbo coding in practical ADSL systems were performed and simulation results were presented. It was shown that by using erasure turbo decoding, single-carrier ADSL transmissions are more robust against impulse noise. ADSL DMT systems always give a BER at around
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK

$10^6$. An additional outer RS code will be necessary to lower the BER to the required $10^7$. Employing a longer turbo code interleaver could be another solution, with the price of large system delay.

- We proposed several techniques to improve the performance of turbo coded system, including adding an additional interleaver, employing erasure turbo decoding, using erasure RS decoding and employing a concatenated RS-TTCM.
  - It was proposed to improve the turbo decoding performance by adding an external interleaver. This technique works well for very short impulses.
  - Erasure turbo decoding was proposed to improve the turbo decoding performance in the presence of impulse noise. It was further shown that erasure turbo decoding usually results in a short error burst that is limited to the impulse duration. This can significantly reduce the interleave depth requirement for the outer RS code if a concatenated RS-TTCM (or RS-Turbo code) structure is employed. By increasing the signal-to-background noise ratio slightly, the performance of erasure turbo decoding is significantly improved and the output error pattern has much better chance to be a very short burst. This advantage disappears for long impulses (long erasures).
  - Several erasure detection methods were proposed. First of all, in BPSK transmissions and single-carrier QAM transmissions, erasure detection can be implemented by monitoring the received signal amplitude. Secondly, in DMT systems, it was shown that monitoring multiple low-rate subchannels can give accurate impulse noise detection. Then the whole DMT symbol containing the impulse noise could be erased. Furthermore, LLR values output from a turbo decoder can also be used as an accurate indication whether there is an impulse noise in current turbo block or not.
  - The requirements on the external RS code in an RS-TTCM (RS-turbo code) system against impulse noise were present. It was observed that by employing erasure turbo decoding, the interleave depth requirement is significantly reduced.
Conclusions and Recommendations for Future Work

Recommendations for Future Work

1. Performance of employing the TTCM in ADSL DMT systems is evaluated through
   the simulation result obtained from turbo coded single-carrier QAM transmissions
   and theoretical analysis. However, the best way to test the performance of the
   proposed TTCM in a practical ADSL DMT system is to perform simulations of a
   practical turbo coded ADSL DMT transmission with practical loop model, bit
   allocation algorithm and crosstalk noise models.

2. Gray mapping provides unequal protection in the TTCM. Is there a way of utilizing
   this unequal error protection to improve the decoding performance? It would be an
   interesting topic to investigate the optimum bit assignment of the bits position in one
   turbo block with the Gray mapping. The effective minimum free Euclidean distance
   can be increased by proper bit assignment.

3. A BER upper bound of using TTCM has been derived and presented in section 4.2.2.
   It would be interesting to derive a BER upper bound of TTCM in an impulse noise
   environment using a reasonable impulse model in subscriber line transmissions.

4. Can we find a practical TTCM structure where the decoding provides no BER floor
   before $10^{-7}$ on the turbo-coded bits? In this case, only an RS code would be needed
   for un-turbo-coded bits. What would be the minimum length of the turbo code
   interleaver to meet this requirement?

5. It has been shown by Benedetto that his TTCM in a 16QAM transmission with rate-
   1/2 turbo code achieves a BER floor lower than $10^{-7}$. However, the decoding was
   based on SMAP algorithm. It is possible to derive the 2-bit symbol reliability from
   the received QAM symbols and then use SMAP. Will this decoding structure provide
   optimum performance? What is the minimum requirement on the interleaver length?

6. It would be an interesting project to find the optimal compromise of the turbo code
   parameters in a turbo coded ADSL DMT systems, such as the implementation
   complexity, the system delay, the performance against stationary noise and the
   performance against impulse noise.
Appendix A. Turbo Code Components

A.1 Recursive Systematic Convolutional Codes

The performance of a turbo code is determined by its weight distribution, which again depends mainly on both the weight distributions of the CC's and the interleavers. Therefore, the choice of the constituent convolutional codes plays an important role in turbo codes. The better is the performance of each constituent code, the better the performance of the turbo codes is. Simulation results in [14] showed that, for high SNR, significant performance improvement could be achieved by increasing the constraint length of the CC's. An improvement of about 6 dB is reported by increasing the constraint length from 2 states to 16 states for both block length of 100 bits and 1000 bits. This can help in situations where the system delay must be kept low, in the sense that interleaver length (and thus delay) can be traded with CC's complexity.

Recursive systematic convolutional codes were proved necessary in achieving the outstanding performance of turbo codes. A recursive systematic convolutional code is a convolutional code in which the next state and current output depends not only on the current state and the current input, but also on the previous output, as shown in Figure A-1. Any non-recursive non-catastrophic systematic convolutional encoder (NRSC) is equivalent to an RSCC in that they possess that same set of code sequences [51]. The
difference between them is the mapping from the data sequence to the code sequence. It was shown in [1] that there is a slight difference between the performance of the NRSCs and RSCCs. However, it will be shown in the following that using RSCCs is necessary for turbo codes to achieve their exceptional performance.

With an NRSC, whose code generator is $G_{NR}(D)=[g_1(D), g_2(D)]$, a corresponding RSCC can be obtained by the generator

$$G_R(D) = \begin{bmatrix} 1 & \frac{g_2(D)}{g_1(D)} \end{bmatrix}$$

Eq. A-1

From (Eq. A-1), it is clear that only the error sequence, which can be divided by $g_1(D)$ will produce finite-weight coded bit sequence. Turbo codes are still linear codes, so it is valid to make the assumption that the all zero sequence is transmitted and that any error sequence will be a valid non-zero data sequence. From [51], the following important factors are given as,

Figure A-1 – Rate \( \frac{1}{2} \) recursive systematic convolutional encoder structure
A weight-1 input sequence produces an infinite weight output, because such an input is never divisible by a polynomial \( g_1(D) \). Whereas, weight-1 input produces low weight output in both CC's if they are NRSC codes. This explains why using NRSC in turbo codes will not give much coding gain improvement.

For any non-trivial \( g_1(D) \), there exists a family of weight-2 inputs of the form \( D' (1 + D'^{-1}) \), \( j \geq 0 \), which produce finite weight outputs, i.e., which are divisible by \( g_1(D) \). When \( g_1(D) \) is a primitive polynomial of degree \( m \), \( q = 2^m \), otherwise, \( q \) is the size of the splitting field of \( g_1(D) \). By using primitive polynomial \( g_1(D) \), the number of weight-2 input sequences that will give finite weight outputs is greatly decreased.

With careful design of interleavers, the number of weight-2 information sequences that give finite weight code word can be set to zero, which could improve the performance of the turbo codes. However, some side effects may occur, for example, the number of weight-3 data words that give finite weight code words may increase, which may cancel off the improvement.

As a conclusion, using RS CC is necessary for the excellent performance of turbo codes.

### A.2 Interleaver Design

Using a proper interleaver between the two parallel-concatenated RS CCs is one of the most important reasons of the excellent performance of turbo codes. The weight distribution of the code words out of this parallel concatenation depends on how the code words from one of the component encoders are combined with code words from the other encoder(s). Intuitively, we would like to avoid pairing low-weight code words from one encoder with low-weight codewords from the other encoder. Many such pairings can be avoided by proper design of the interleaver. It was shown in [1], [52], [53] and [54] that an interleaver that permutes data in a random fashion provides better performance than the conventional interleavers (block and convolutional interleavers) [55]. This is because conventional interleavers are very inefficient in breaking up the error patterns that give the shortest distance in turbo codes. In [54], it is shown that using conventional interleavers also causes severe correlation between the extrinsic information used in the iterative decoding of turbo code, which will, in turn, degrade the decoding performance.
Therefore, *non-conventional interleavers* are always used in turbo codes. The *non-conventional interleavers* used in turbo codes should meet two conditions. Firstly, they should give a good *spreading factor*, which will set the distance between two adjacent bits before interleaving as far as possible after interleaving. Secondly, the interleavers should have a large *dispersion factor*, which means that the distribution of pair-wise distance spectrum of the interleaved sequence should be as dispersive as possible. Large dispersion will lower the probability of having certain error patterns that cause low weight output by both CCs.

*Pseudo-random interleavers* are known to give very high *dispersion factor*, which actually approaches 1. However, they also give zero *spreading factor*. *Conventional interleavers* will give good *spreading factors*, but with very low *dispersion factor*, which is always less than 1%. Therefore, the performance of using either *pseudo-random interleavers* or *conventional interleavers* is not expected to be very good. One solutions of designing interleavers in turbo codes is the so-called ‘*S-random*’ interleavers. An ‘*S-random*’ interleaver is a randomly generated interleaver with a designed *spreading factor*, S, which is called the *S-parameter*. This interleaver is always found by computer search.

Another solution is given in [54], where the interleaver design is based on the correlation property of *extrinsic* information at the output of soft-output decoders. Simulations have shown that both of them can achieve excellent results. In this thesis, ‘*s-random*’ interleavers are used. Table I gives the parameters of the *s-random* interleavers that are employed in the simulations.

<table>
<thead>
<tr>
<th>Interleaver length</th>
<th>S-parameter</th>
<th>Dispersion ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>6</td>
<td>0.82</td>
</tr>
<tr>
<td>200</td>
<td>9</td>
<td>0.8130</td>
</tr>
<tr>
<td>400</td>
<td>11</td>
<td>0.8019</td>
</tr>
<tr>
<td>800</td>
<td>13</td>
<td>0.6810</td>
</tr>
<tr>
<td>1024</td>
<td>17</td>
<td>0.8109</td>
</tr>
<tr>
<td>2048</td>
<td>19</td>
<td>0.8130</td>
</tr>
<tr>
<td>4096</td>
<td>22</td>
<td>0.8135</td>
</tr>
</tbody>
</table>

The performance of turbo codes can be divided into two phases along the SNR range. At low SNR, the BER of turbo codes decreases very fast, which is called ‘waterfall’ region of turbo codes in [56]. However, it is shown in [1] that the slope of the BER vs.
SNR curve becomes much smaller after a BER of $10^{-6}$. The SNR range after this point is referred to as BER floor region. Therefore, after $10^{-5}$, the coding gain performance will not be so significant. It can be concluded that turbo codes provide excellent performance for moderate BER requirements. The BER floor in the turbo codes can be lowered by carefully designed constituent codes and interleavers. In [56], different CCs are used to lower the 'error floor' at the cost of a worse performance in the 'waterfall' region. In [57], the combined turbo codes and interleaver design achieves BER floor after BER values lower than $2 \cdot 10^{-7}$. 
Appendix B. SISO Algorithms

B.1. Symbol-by-symbol MAP algorithm

The MAP algorithm for trellis codes was proposed simultaneously by Gahl, Cocke, Jelinek, and Raviv in [19] and by McAdam, Welch, and Weber in [58]. In [1], the algorithm was adapted to systematic convolutional codes. In this algorithm, the information bits are processed in blocks. The algorithm is based on maximizing the a posteriori probability (APP) of the bits in each block, with the information provided by the trellis structure of the convolutional code. The soft output, i.e., the reliability information of bit $d_k$ is the log-likelihood ratio $L(d_k)$, which is defined as:

$$L(d_k) = \log \frac{Pr\{d_k = 1/R\}}{Pr\{d_k = 0/R\}}$$

Eq. B-1

where $R$ is the observed sequence at the receiver. The decision is forced to a ‘1’ if the log-likelihood ratio (LLR) is positive, and ‘0’ if the LLR is negative. $Pr(.)$ is the APP’s of $d_k$ equals to one and zero.

The LLR is calculated in the summation form as the following equation,
\[ L(d_k) = \log \frac{\Pr[d_k = 1, R]/\Pr(R)}{\Pr[d_k = 0, R]/\Pr(R)} \]
\[ = \log \frac{\sum_{m} \sum_{m'} \Pr\{d_k = 1, S_k = m, S_{k-1} = m', R_{i-1}^{k'}, R_{k}', R_{k+1}'\} \Pr\{d_k = 0, S_k = m, S_{k-1} = m', R_{i-1}^{k'}, R_{k}', R_{k+1}'\}}{\sum_{m} \sum_{m'} \Pr\{d_k = 0, S_k = m, S_{k-1} = m', R_{i-1}^{k'}, R_{k}', R_{k+1}'\}} \]
\[ \text{Eq. B-2} \]

where, \( S_k \) is the state at the \( k^{th} \) instant, \( R_i \) is the vector from the \( i^{th} \) observation to the \( j^{th} \) observation.

Equation (Eq. B-2) can be further expressed as:
\[ \sum_{m} \sum_{m'} \Pr\{R_{i+1}^N / S_k = m\} \Pr\{S_{k-1} = m' / R_{i-1}^{k'}\} \Pr\{d_k = 1, S_k = m, R_i / S_{k-1} = m\} \]
\[ \Lambda(d_k) = \log \frac{\sum_{m} \sum_{m'} \Pr\{R_{i+1}^N / S_k = m\} \Pr\{S_{k-1} = m' / R_{i-1}^{k'}\} \Pr\{d_k = 0, S_k = m, R_i / S_{k-1} = m\}}{\sum_{m} \sum_{m'} \Pr\{R_{i+1}^N / S_k = m\} \Pr\{S_{k-1} = m' / R_{i-1}^{k'}\} \Pr\{d_k = 0, S_k = m, R_i / S_{k-1} = m\}} \]
\[ \text{Eq. B-3} \]

With the following definitions:
\[ \alpha_i(m) = \Pr\{S_k = m / R_i\} \]
\[ \text{Eq. B-4} \]
\[ \beta_i(m) = \frac{\Pr\{R_{i+1}^N / S_k = m\}}{\Pr\{R_{i+1}^N / R_i\}} \]
\[ \text{Eq. B-5} \]

and
\[ \gamma_i(R_k, m', m) = \Pr\{d_k = i, S_k = m, R_i / S_{k-1} = m\} \]
\[ \text{Eq. B-6} \]

Then equation (Eq. B-3) can be expressed as
\[ \Lambda(d_k) = \log \frac{\sum_{m} \sum_{m'} \gamma_i(R_k, m', m) \alpha_{i-1}(m') \beta_i(m)}{\sum_{m} \sum_{m'} \gamma_o(R_k, m', m) \alpha_{i-1}(m') \beta_i(m)} \]
\[ \text{Eq. B-7} \]

The \( \alpha(i,m) \) and \( \beta(i,m) \) can be calculated iteratively by
\[ \alpha_k(m) = \frac{\sum_{m'=0}^{m-1} \gamma_i(R_k, m', m) \alpha_{k-1}(m')}{\sum_{m'} \sum_{m'=0}^{m-1} \gamma_i(R_k, m', m) \alpha_{k-1}(m')} \]
\[ \text{Eq. B-8} \]
$$\beta_k(m') = \frac{\sum_m \gamma_k(R_k, m, m') \cdot \beta_{k+1}(m)}{\sum_m \sum_{m'} \sum_{u_i} \gamma_k(R_{k+1}, m, m') \cdot \alpha_k(m)}$$

Eq. B-9

The convolutional encoder always starts from the zero state. Therefore, the following initial values for $\alpha_0(m)$, are used in the calculation,

$$\alpha_0(0) = 1; \quad \alpha_0(m) = 0 \quad \forall m \neq 0$$

Eq. B-10

As for $\beta_k(m)$, if the trellises of both CCs end at zero state, similar initial state will be used as for $\alpha_0(m)$, beginning from the last time instant though.

$$\beta_k(0) = 1; \quad \beta_k(m) = 0 \quad \forall m \neq 0$$

Eq. B-11

where, $K$ is the length of a block.

A simple way of initializing $\beta_k(m)$, in case of non-terminated encoder, is to assign a uniform value to all the possible states at the last time instance, where we have

$$\beta_{N}(m) = \frac{1}{N} \quad \forall m$$

Eq. B-12

Apparently, with condition (Eq. B-12), the last bits of each block are not taken into account because no reliable initial information is available for them.

The probability $\gamma_k(R_k, m', m)$ can be determined from the transition probabilities of the discrete Gaussian memoryless channel and the transition probabilities of the encoder trellis:

$$\gamma_k(R_k, m', m) = p(R_k/d_k = i, S_k = m, S_{k-1} = m') \cdot q(d_k = i/S_k = m, S_{k-1} = m') \cdot \pi(S_k = m/S_{k-1} = m')$$

Eq. B-13

where $p(/)$ is the transition probability of the discrete Gaussian memoryless channel, and $\pi(S_k = m/S_{k-1} = m')$ is the a priori probability of the current bit.

The final output of this SISO decoding algorithm is the LLR. However, in the iterative decoding, the whole LLR cannot be transferred to the next decoder as
independent a priori information, because the LLRs are dependent on the current systematic symbol. It has been shown in [1], [2], [51] and [59] that the using MAP, the LLR can be expressed as:

\[ L(d_i) = L_e(d_i) + L_{apri}(d_i) + L_x(d_i) \]

Eq. B-14

where, the \( L_e \) express the channel information of the current systematic channel symbol, the \( L_{apri} \) is the a priori value for the current bit and \( L_e \) is the extrinsic information obtained based on the trellis structure together with the other systematic symbol and the received parity symbols. If a proper interleaver is chosen, \( L_e \) will be only weakly correlated with the received systematic symbol. Therefore, it can be fed into the second decoder as additional information, because in the second decoder, the systematic symbols and only the parity symbols from the second encoder are used. Still, because the extrinsic information at time instance \( k \) from the first decoder is correlated to all the systematic symbols except the \( k^{th} \) systematic symbol, the output extrinsic information will be weakly correlated to every systematic symbol in the symbol block under consideration after the second iteration. The more iteration the decoder employs, the more correlation between the extrinsic information and the systematic symbols. This can explain the fact that until some point, performing more iteration will not give any additional coding gain performance improvement.

**B.2. Varieties of MAP algorithm** [20], [18]

We have shown that the LLR of the bits in one frame could be expressed as shown in equation Eq. B-7. However, implementation wise, it is too complex to be feasible. The calculation of the actual probabilities can be avoided by using the logarithm of probabilities and the approximation \( \log(e^{L_1} + e^{L_2}) \equiv \max(L_1, L_2) \). In this case, the algorithm works with \( \log \alpha_m(m'), \log \beta_k(m') \), and \( \log \gamma_k(m', R_k) \) and the summation in Eq. B-7, Eq. B-8 and Eq. B-9 are replaced by the corresponding maximization. This sub-optimal realization of the "symbol-by-symbol" MAP rule is named the Max-log-MAP rule realization. The performance shown in [17] illustrates a coding gain loss less than 1 dB for this complexity reduction.

In [17], a Log-MAP algorithm is proposed to improve the approximation by adding a correction term to the approximation made in the Max-log-MAP algorithm, with which
the near optimum performance can be achieved. This modification is obtained only by adding a look-up table, therefore, the complexity of the Log-MAP will be a little more than Max-Log-MAP, while still much less than MAP algorithm.

**B.3. SOVA – Soft-in/Soft-out Viterbi Algorithm**

Viterbi algorithm is known as the maximum-likelihood sequence estimation algorithm. However, the output of the traditional VA outputs hard-decisions only. In [21], a modified VA was proposed with soft output. The soft-output is calculated by use of the difference between the survivor and the discarded paths. The SOVA is described in details in the following, because it is the most attractive SISO in practical system design in implementation issue.

Assume that the soft Viterbi decoder makes a decision with delay $\delta$, $\delta$ being large enough so that all $2^r$ surviving paths have been merged with sufficiently high probability, where $2^r$ is the number of states in the trellis. The SOVA selects a survivor for state $s_k$ as conventional VA, $0 \leq s_k \leq S = 2^r - 1$ at time $k$. It does so by selecting the path with the smallest ML metric, which, for the AWGN channel, is

$$M_m = \frac{E_s}{N_0} \sum_{j=t-\delta}^{t} \sum_{n=1}^{N_r} (y_{jn} - x_{jn}^{(m)})^2, \quad m = 1, 2$$

Eq. B-15

where $x_{jn}^{(m)}$ is the $n$th bit of the $N_r$ bits on the branch of the $m$th path at time $j$, $y_{jn}$ is the received value at the same position, and $E_s/N_0$ is the SNR. It follows that

$$\text{Prob}(\text{path } m) = e^{-M_m}, \quad m = 1, 2$$

Eq. B-16

The path with the smaller metric is labeled by $m = 1$. This means that $M_1 \leq M_2$, which implies that the VA selects path 1 (neglecting ties). Therefore, the probability of selecting the wrong surviving path is

$$p_{sk} = \frac{e^{-M_2}}{e^{-M_1} + e^{-M_1}} = \frac{1}{1 + e^{M_1 - M_1}} = \frac{1}{1 + e^\Delta}$$

Eq. B-17

with $\Delta = M_2 - M_1 \geq 0$. $p_{sk}$ approaches 0.5 if $M_1 \equiv M_2$ and 0 if $M_2 - M_1 >> 1$. The $p_{sk}$ is the probability that the VA has made errors in all the $e$ positions where the information bits of path 2 differ from path 1; in other words, if
\[ u_j^{(1)} = u_j^{(2)}, \quad j = j_1, j_2, \ldots, j_e \]

Eq. B-18

Positions where \( u_j^{(1)} = u_j^{(2)} \) are not affected by the survivor decision. Let \( \delta_m \) be the length of those two paths until they merge. There are \( e \) different information values, and \( \delta_m \leq e \) nondifferent values. Assume that the probabilities \( \hat{p}_j \) of pervious erroneous decisions with path 1 have been stored. Under the assumption that path 1 has been selected the probabilities for the \( e \) differing decisions on this path are modified according to

\[ \hat{p}_j \leftarrow \hat{p}_j \cdot (1 - p_{ak}) + (1 - \hat{p}_j) \cdot p_{ak}, \quad j = j_1, \ldots, j_e \]

Eq. B-19

where \( 0 \leq \hat{p}_j \leq 0.5 \).

This formula requires statistical independence between the random variables \( \hat{p}_j \) and \( p_{ak} \), which is approximately true for most of the practical codes. The recursion could be directly performed on the log-likelihood ratio

\[ \hat{L}_j = \frac{1}{\alpha} \log \frac{1 - \hat{p}_j}{\hat{p}_j}, \quad 0 \leq \hat{L}_j \leq \infty \]

Eq. B-20

Using Eq. B-17, Eq. B-19 and Eq. B-20, the following is obtained after some calculation

\[ \hat{L}_j \leftarrow f(\hat{L}_j, \Delta) = \frac{1}{\alpha} \log \frac{1 + e^{(\alpha \hat{L}_j + \Delta)}}{e^{\Delta} + e^{\alpha \hat{L}_j}} \]

Eq. B-21

with \( \Delta = M_2 - M_1 \geq 0, j = j_1, \ldots, j_e \). The function \( f(\hat{L}_j, \Delta) \) should be tabulated with \( \hat{L}_j \) and \( \Delta \) as input variables and need not to be calculated at each step. The factor \( \alpha \) prevents overflow with increasing SNR. A proper choice to achieve asymptotically \( E[\hat{L}_j] = 1 \) is

\[ \alpha = 4d_{\text{free}} \frac{E_s}{N_0} \]

Eq. B-22

where \( d_{\text{free}} \) is the free distance of the code. A good approximation of Eq. B-21 is
\[ f(\hat{L}_j, \Delta) = \min(\hat{L}_j, \Delta/\alpha) \]

Eq. B-23

which requires neither a table nor the SNR.

In [60], a modification is made to the traditional SOVA talked above to improve its performance. The soft decisions of the nondifferent bits along the two paths entering one state node are also changed after the metric comparison, according to the following:

\[ \hat{L}_{j,\text{new}} = \min \{ \hat{A} + \hat{L}_j^2, \hat{L}_j^1 \} \]

Eq. B-24

This equation is base on the fact that, for the nondifferent bits, \( \hat{L}_j^2 \) is the metric difference between path 2 and a previously discarded path in the trellis, which has a different bit decision corresponding to the \( j^{th} \) position in path 2. Therefore, it also has different bit decision at this position with path 1. This path, now, should be taken into account as the most likely path with the different decision on this bit. Therefore, the soft decision of this bit should be updated again in a similar way presented in Eq. B-21, of which the simplified form is shown as Eq. B-24.

To implement the SOVA algorithm, some modifications must be made to the traditional VA, which will increase the complexity. The soft-output will also take additional bits to be represented, which also requires more memory.

It is shown in [17] that the complexity of SOVA is less than one half of the Max-log-MAP algorithm. It is also shown in [17] that the performance of SOVA is approximately 1 dB less than MAP algorithm, a little less than Max-Log-MAP. However, it is proved in [61] that after the modification in Eq. B-24, the SOVA algorithm provides exactly the same soft information as the Max-Log-MAP algorithm.

### B.4. Soft decoding algorithm comparisons

VA is known to give the ML performance on sequence estimation. However, it doesn’t necessary provide minimum symbol (bit) error probability for each symbol (bit). On the other hand, symbol-by-symbol MAP algorithm described in [19] is an algorithm for minimum symbol error probability. The modified version of this algorithm was used in [1] iteratively to perform the turbo decoding, which is still referred to as MAP algorithm. Max-Log-MAP is an approximation of the MAP algorithm by using some mathematical approximations to reduce the huge algorithm of MAP. It is thus a
suboptimal soft-decoding algorithm. SOVA is a modified version of VA, which could provide soft output for each decoded bit. It is also only suboptimal in the sense of minimizing the symbol error probability.

Using a binary code as an example, the performance difference can be explained by the decoding operations of these decoding algorithms. First of all, MAP searches both forward and backward along the trellis structure. At each stage of the trellis, it finds out the sum of all state transition for both situations of input ‘0’ or ‘1’. Apparently, it takes into account of all of the paths across the trellis. Max-Log-MAP makes the simplifications that at each stage, it only computes the probability of the best state transition for the inputs of ‘0’ and ‘1’, and neglects the other paths. It is proven in [61] that the modified SOVA provides exactly the same performance of Max-Log-MAP algorithm. It is also worth noting that the performance difference we are looking at here is only several tenths of a dB.

The complexities of these three algorithms are very different. The MAP algorithm, which is usually performed in logarithm form to reduce the complexity, performs the forward recursion and backward recursion; then calculates the LLR values of the block of bits under processing. The Max-Log-MAP replaces the sum over \( K \) with taking the MAX operation in the MAP algorithm, which also performs two-way recursion. SOVA only gives some additional computation to VA and uses some more memory units to save the soft output. It only needs a one-way recursion. Apparently, for the same turbo code block length, SOVA requires the minimum complexity. Furthermore, there has been well-defined implementation of VA in the literature for a long time.
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