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Abstract

The transport equation for the probability density function (p.d.f.) of a scalar is applied in conjunction with the vortex-in-cell (VIC) method developed by Abdolhosseini and Milane (1998), to predict the passive scalar field in a two-dimensional spatially growing mixing layer. The VIC method predicts the instantaneous velocity field. Then the turbulent flow characteristics such as mean velocity, the root-mean-square (r.m.s.) longitudinal and lateral velocity fluctuations and the Reynolds shear stress are calculated. The scalar field is represented through the transport equation for the scalar p.d.f. and is solved using the Monte Carlo technique. In the p.d.f. equation, turbulent diffusion is modeled using the gradient transport model, wherein the eddy diffusivity is computed using Boussinesq’s postulate and using the Reynolds shear stress and gradient of mean velocity from the VIC solution. The molecular mixing term is closed by a modified Curl model, and the convection term uses the mean velocity from the VIC solution.

The computational results were compared with available two-dimensional experimental results. The predicted turbulent flow characteristics, i.e., mean velocity and r.m.s. longitudinal fluctuation in the simulations’ region of similarity, show a good agreement with the experimental measurements. Mixing statistics of the passive scalar are also in reasonable agreement with the experimental measurements. Comparison between the mean concentration profile and the mean velocity profile shows the scalar mixing region extends further into the free stream than does the momentum mixing region, indicating enhanced transport of scalars over momentum. The r.m.s. concentration profiles exhibit
mixing asymmetry, with high speed fluid mixing at a faster rate than the low speed fluid. The asymmetry in the present work, however, is found to be due to the selection of the value of the centre of the tangent hyperbolic profile, used as inflow boundary condition in the scalar field simulation. The p.d.f. shape of the passive scalar shows higher mixed fast stream fluid probabilities over a larger cross-stream extent of the mixing layer as compared with the slow stream fluid. The effect of Schmidt number, mixing models, and variation of mixing frequency is also evaluated.
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Chapter 1

Introduction

1.1 Turbulent Mixing Layer Flow

Turbulence is a universal phenomenon of fluids. Most aspects of nature, as well as engineering, involve turbulent flows. These flows are very efficient at mixing fluids. Turbulent flows, instead of being simply laminar or smooth, are highly irregular and complex, containing many co-existing vortices, eddies, or swirling motions of different sizes and shapes. The physics of turbulent flows, notably the ability of turbulence to stir fluids across many scales simultaneously, results in accelerated fluid mixing which occurs much faster compared to simple molecular diffusion. Humans interact with turbulence in many contexts. Examples include flow past cars, flow around and inside aircraft, flow in propulsion engines, flow in the atmosphere, flow of blood in arteries, and flow generated by a golf ball. Turbulence is, in essence, a problem in statistical dynamics. It is a superposition of an irregular eddying motion on a mean stream whose detailed configuration is neither reproducible from one experiment to the next nor predictable theoretically, but whose statistical properties are significant (Phillips, 1969).
Turbulent flows can be defined by a set of characteristics. These flows have a disorder which is not reproducible in detail. They mix efficiently and they have vorticity fluctuations in three dimensions. Turbulent flows are three-dimensional, but something like turbulent motion can occur in two dimensions. Large-scale weather systems and the flow in a plane mixing layer have some of this character. However, in a two-dimensional flow, vorticity behaves as a scalar, and there is no vorticity production by vortex filament stretching. Another basic concept in defining turbulence is the "cascade". Turbulent flows are composed of eddies, also known as vortices, in a broad range of sizes. The largest eddies are produced by the forces driving the flow. These large groups of fluid particles move laterally or longitudinally in the flow field. While undergoing these motions, an eddy can change its shape or stretch, and rotate or break into two or more eddies. Large eddies break down into smaller ones, which break down into yet smaller eddies, and so on. This process continues until eventually molecular viscosity suppresses further cascading and dissipates the eddies. One of the main characteristics of the eddies is vorticity, which may be distributed throughout the entire fluid, but often the vorticity is very large only in a thin thread of fluid while the remaining fluid is virtually without vorticity. Therefore, a simplified approach is to view all the vorticity lumped into a concentrated vortex filament around which the fluid spins. The mutually-induced velocities of these vortex filaments cause some of them to stretch, and this stretching produces turbulence with smaller eddies and higher vorticity.

Turbulent mixing governs the flow field in combustion chambers and flow reactors whose size or efficiency depends on the rate of mixing. Often in combustion devices one works to increase the turbulence level of the flow to increase mixing and therefore, have
more efficient burning. In any real fluid the action of the viscosity causes the dissipation of the kinetic energy, and in the absence of any external source the turbulent motion will decay. One of the simplest ways of producing and maintaining turbulence is using mean shear flow. The plane mixing layer where two initially separated parallel flows come into contact and mix is one of the simplest conceivable free shear flows, and a generic mixing configuration for many practical applications. The fundamentals of plane mixing layers have been the subject of extensive theoretical and experimental investigations due to their apparent simplicity, common technological occurrences, and significant importance in mixing processes, often combined with chemical reactions and combustion. The plane mixing layer is representative of the mixing and reaction zones that exist in real combustion devices. The engineering applications of the mixing layer are found in gas turbine combustors, chemical lasers, flow behind inlet valves in internal combustion engines, and many others.

The governing equations of turbulent flows are known, namely those of conservation of mass, momentum and energy. Due to the complexity of turbulent flows most of the information about the characteristics of turbulent flows is obtained from experiments. Recent advances in computer technology have made feasible the numerical simulation of turbulent flows. Following is a brief explanation of various methods of computing turbulent flows.

1.2 Direct Numerical Simulation

Direct numerical simulation (DNS) of turbulent flow employs a grid fine enough so that all scales of motion in the flow can be calculated directly from the Navier Stokes equations.
Since DNS resolves all scales of motion, no additional modeling is needed to account for the effects of turbulence. In this approach, rather than averaging the equations first, a time and space resolved flow field is computed, and then an ensemble average is taken to enable comparison with the experiments. The only errors made in the DNS approach are numerical ones. The DNS is then the most attractive approach, but computationally very demanding. The range of scales or size of whirling eddies, in turbulence, can vary 1000 fold or even more. The computational grid for DNS must be fine enough to resolve the smallest eddies, but large enough to encompass all the large scale motions. The scales of motion increase rapidly with the increase in Reynolds number, therefore, the application of the DNS approach is limited to low Reynolds numbers. Examples of DNS calculations can be found in Shirani et al. (1981), Feiereisen et al. (1981), Rogallo (1981), Corcos and Sherman (1984) and Riley et al. (1986).

1.3 Reynolds Averaged Equations

In this method, the Navier-Stokes equations are averaged over the scales of turbulent fluctuations. Averaging may be over time or homogeneous directions in the flow. When the averaging is performed, the equations of motion contain averages of products of fluctuating velocities, and the number of unknowns is more than the number of equations. This is the well-known "closure problem", because the set of equations can never be closed by further averaging. To close the problem, empirical models must be constructed to relate the additional variables to the old ones. The Reynolds Averaged Navier-Stokes (RANS) method
is one of the most affordable methods of computing turbulent flows because velocity fluctuations are not calculated, and all turbulent scales are modelled. The weakness of RANS is that it is not an appropriate method for a Lagrangian type simulation of turbulent flows, because, when the velocity fluctuations are not calculated, a Lagrangian element cannot be traced at each time step. In other words, RANS methods may be applied for the numerical simulation of the shear flows using an Eulerian approach.

1.4 Large Eddy Simulation

A method that lies between DNS and RANS is the Large Eddy Simulation (LES). The dynamics of turbulence are largely determined by the large scale eddies. Experimental observation indicate that the large scale motions differ from one flow to another, but the small scale motions are almost universal. The large eddies contains the most energy and are responsible for setting the rate of energy transfer to smaller eddies through the energy cascade. The small eddies are relatively passive, taking the energy that is cascaded down from larger scales and dissipating that energy through molecular viscosity into internal energy. The small scale eddies tend to be approximately isotropic (Rogallo and Moin 1984). This means that modeling of the small scale turbulence is significantly easier than modeling all the scales of a turbulent flow since the large scale eddies are usually highly anisotropic. In LES the large scale eddies in the flow are fully resolved while the small scale eddies are modeled using a turbulence model. A spatial filter function can be employed to filter a range of small scales (subgrid scales) in the momentum or vorticity equations. In these filtered
equations, the terms representing the large scale structures are separated from those representing the small scale motions, Leonard (1974). The effect of the small eddies is then introduced using subgrid scale models. As a result, large eddy motions of the resolved scales are simulated by solving the filtered Navier-Stokes equations. This approach was first used by Smagorinski (1963), followed by Lilly (1967). Other examples can be found in Leslie and Quarini (1979), Bardina et. al. (1980), Antonopoulous (1981), Rogallo and Moin (1984), Lin and Pratt (1987), Lesieur (1995), Milane and Nourazar (1995 and 1997).

1.5 Vortex Methods

Vortex methods are a tool for the direct numerical simulation of incompressible viscous flows; however, large eddy simulation using vortex methods has also been done (Lin and Pratt 1987). Vortex methods offer an alternative to finite difference and spectral methods for high resolution numerical solutions of the Navier Stokes equation. Unlike other numerical methods, such as finite difference and finite elements, the vortex methods are fundamentally linked to the physics they aim to produce (Koumoutsakos 1999). Vortex methods are based on the discretization of the vorticity field and the Lagrangian description of the governing equations that, when solved, determine the evolution of the computational elements. Vortex methods have been used extensively to simulate incompressible flows, especially two-dimensional problems. In the pure Lagrangian approach, the basic idea is the application of the Biot-Savart law of interaction between vortices. The Biot-Savart law can be derived mathematically from the conservation of mass for a potential flow assuming an
incompressible fluid. It determines kinematically the instantaneous velocity field related to a given vorticity field. In this technique only fluid particles with concentrated vorticity (vortex points or blobs) need to be tagged and traced. As time proceeds, the change of vorticity distribution within a blob is governed by the vorticity transport equation. This method was first introduced by Rosenhead in 1931, prior to the availability of digital computers. Aided by computers, Abernathy and Kronauer (1962) used the point vortex method to simulate vortex streets. Chorin (1973) solved the two-dimensional problem through the use of vortex blobs. He also introduced a three-dimensional solution using a filament method. Ashurst (1979) applied Chorin's method to a two-dimensional mixing layer. The downstream evolution of the large scale structures were almost similar to Brown and Roshko's experiment (1974). A description of direct numerical simulation using vortex methods can be found in many papers, such as Leonard (1980), Inoue (1985), Ng and Ghoneim (1985), Ghoneim and Ng (1986), Inoue and Leonard (1987). The large eddy simulation using vortex methods can be found in Lin and Pratt (1987), and Milane and Nourazar (1995, 1997), amongst others. Also, the reviews of Clements and Maull (1975), Saffman (1981), and Sarpkaya (1994) give a complete description of the vortex methods.

Another approach which has been developed for calculating vortex problems is known as the vortex-in-cell(VIC) or the cloud-in-cell(CIC) method. This method combines some of the best features of both Lagrangian and Eulerian approaches. In the VIC method vortex markers are treated in a Lagrangian fashion, but these markers move through an Eulerian mesh system. In this method, the velocity field is calculated from Poisson's equation, and the vorticity distribution is obtained from the Laplacian of the stream function.
In the VIC method the Eulerian scheme is used to calculate the velocity field and the Lagrangian scheme to track the vortices. Examples of calculations employing the VIC method can be found in Christiansen (1973), Baker (1979), Aref and Siggia (1980). In addition, the reviews of Leonard (1980) and Sarpkaya (1994), provide a description of this technique.

1.6 Probability Density Function Methods

The evident importance of turbulent flows involving mixing and reaction has stimulated a wide variety of theoretical approaches. The aim of these approaches is to calculate the important properties of the flow field. For inert flows, the turbulence closure problem makes this a difficult task and, for reactive flows, the difficulty is compounded by non-linear reaction rates and large density variations. The pdf methods overcome the most important of these closure problems, some of which are discussed in later paragraphs. Also, in comparison to conventional turbulence models, the pdf methods derive their advantage from their more complete representation of the turbulent flow field (Pope 1985). Taking for example, a flow involving three scalar quantities. With a two-equation turbulence model (e.g. the k-ε model), this turbulent reactive flow is represented by eight quantities at each point (Lauder and Spalding 1972). In the pdf method, on the other hand, this flow is represented by the joint pdf of the three velocities and the three scalars. At each point, this is a function of six independent variables. The six-dimensional joint pdf will then contain much more information than the eight quantities considered in the conventional turbulence model.
approach (Pope 1985).

The pdf methods are well suited to flows with complex thermochemistry, and most of the work on the pdf's has been applied to reactive flows. However, compared to conventional turbulence models, the pdf methods also have many advantages for non-reactive flows. A modelled pdf equation was first solved by Lundgren (1969). He derived, modelled, and solved a transport equation for the joint pdf of velocity, in which convective transport appears in closed form. In mean flow closures a model is needed for the Reynolds stresses (which transport momentum), and in Reynolds stress closures a model is needed for the triple velocity correlations (which transport the Reynolds stresses). These transport processes are usually modelled by gradient diffusion, but in the velocity pdf equation these processes do not have to be modelled and so the gradient diffusion assumption is avoided.

Dopazo and O'Brien (1976), and Pope (1976) derived, modelled, and solved the transport equation for the composition joint pdf, that is, the joint pdf of a set of scalars (e.g. mass fractions and enthalpy). In this equation complicated reactions can be treated without approximation. This is in marked contrast to conventional turbulence models in which the mean reaction rate can be determined only in special circumstances, that is, when the reaction rate is linear or when it is either very fast or very slow compared with the turbulent time scales.

The modelled composition joint pdf equation has been solved for a variety of flows, demonstrating its ability to handle non-linear reactions. There have also been several solutions of the transport equation for the pdf of a conserved scalar. While the composition-pdf equation overcomes the closure problem associated with non-linear reaction rates, it does
not address the problem of determining the turbulent flow field. In most of the composition pdf calculations, the standard k-ε turbulence model is used to determine the mean velocity and turbulence fields. In the present work, the mean velocity, turbulent diffusivity and mixing frequency in a mixing layer are computed by the vortex-in-cell method, which predicts the instantaneous velocity field. The mean velocity, turbulent diffusivity and mixing frequency are then used as inputs to the transport equation for the pdf of a passive scalar. The turbulent transport is modelled by gradient diffusion.

Pope (1980), devised a Monte Carlo method to solve the composition joint pdf equation. For problems with large number of independent variables, Monte Carlo methods provide a feasible alternative means of obtaining numerical solutions. The pdf equations can be solved by either Eulerian or Lagrangian methods. The present study adopts the Lagrangian approach.
Chapter 2

Literature Survey

2.1 Mixing Layer Experiments

The fundamentals of plane mixing layers have been the subject of extensive theoretical and experimental investigations due to their apparent simplicity, common technological occurrences, and significant importance in mixing processes, often combined with chemical reactions and combustion. The plane mixing layer is representative of the mixing and reaction zones that exist in real combustion devices. In spite of extensive experimental and theoretical studies, the understanding of mixing and chemical reactions in these flows is incomplete, as evidenced by the discrepancies between experimental observations and predictions from current turbulent reacting flow models.

Konrad (1976) studied experimentally the extent of mixing in a mixing layer between two streams of fluid with equal density and a velocity ratio of 0.3. Nitrogen was used as the high speed gas and a mixture of argon and helium having the same density as nitrogen was used as the low velocity gas. He reported results for Reynolds numbers which were lower and higher than the Reynolds number (Re) corresponding to the mixing transition. The
results showed that the mixing process is strongly affected by the Reynolds number. In a mixing layer, the mixing transition is a region where the small scales are generated. The amount of mixing is found to be small at Re below the mixing transition Re, and the mixing increases drastically for Re higher than the mixing transition Re. The probability density function (p.d.f.), also denoted as pdf and PDF in this text, showed the same values for the most probable concentration across the mixing layer.

Batt (1977) investigated experimentally the mixing of passive scalars and chemically reacting species in a gaseous mixing layer (jet) flow. The p.d.f. data showed peaks of preferred (most probable) concentration, with marching behavior across the mixing layer. The p.d.f.s have been observed to fall into two classes: marching p.d.f.s, in which the most probable value of the scalar varies across the layer, with the most probable value on each side of the layer being closer to the free stream value of that side, and non-marching p.d.f.s, in which the most probable value of the scalar is substantially independent of the position in the layer (Rogers and Moser 1994). The results of Batt (1977) also showed a nearly Gaussian distribution for the p.d.f. for the middle 50% of the mixing layer, i.e., around the centerline region. On the other hand, a deviation from the Gaussian shape was evident near the lateral edges of the layer. The r.m.s. of the passive scalars (concentration and temperature) showed a bimodal behavior, i.e., a dip in the r.m.s. profile.

Masutani & Bowmann (1986) examined the structure of a chemically reacting, gas phase, two stream plane mixing layer. They also conducted non-reacting flow experiments to establish the entrainment and mixing characteristics of the layer. This investigation provides information on the concentration structure and data on a pre-mixing transition
mixing layer, under both non-reacting and reacting flow conditions. Observations were made of the probability density functions (p.d.f.s) and associated statistical quantities of the conserved and reactive scalars. Based on their experimental data, Masutani & Bowmann (1986) have suggested that fluid in the mixing layer exists in three states: tongues of unmixed free-stream fluid which on occasion stretch across the layer, finite thickness interfacial diffusion zones of mixed fluid which border the parcels of unmixed fluid, and regions comprising fluid of nearly homogeneous composition. The results of this experiment also confirm previously reported asymmetry in the entrainment rates from the two feed streams. This study indicates that, for the conditions of this experiment, the layer entrains and subsequently mixes high speed fluid at approximately twice the rate of low speed fluid.

Lucht et al. (2001) realizing the inability of most passive scalar measurement techniques to resolve the smallest mixing scales, present resolution independent measurements of molecular mixing in a fully developed gaseous planar mixing layer. In their experimental work, the probability density functions (p.d.f.) of low and high speed fluid revealed new details regarding the entrainment process. Pure fluid from the low speed free stream was not typically transported across the entire width of the mixing layer, as shown by the p.d.f.s. By contrast, the p.d.f.s of high speed fluid showed marching behaviour on the low speed side, with significant regions of mixing layer at a preferred high speed fluid mixture fraction. Lucht et al. (2001) also emphasize the fact shown by a number of studies, that certain initial conditions, such as velocity ratio, initial turbulence level, initial momentum thickness, shredding frequency, splitter plate thickness (i.e. wake effects), and artificial forcing can have significant effects on shear layer mixing and development. This makes it
difficult to compare the results from various experimental and numerical investigations.

2.2 Mixing Layer Simulations

2.2.1 Vortex Methods

There has been an increased effort to simulate two-dimensional turbulent mixing layer flow using the vortex method. Works by Ashurst (1979), Leonard (1980), Inoue (1985), Ng and Ghoneim (1985), Ghoneim and Ng (1986), Lin and Pratt (1987), Milane and Nourazar (1995) and Abdolhosseini and Milane (1998) are among the numerous numerical simulations of two-dimensional mixing layers that utilize the vortex method. A detailed review of mixing layer simulations is given by Ho and Huerte (1984). Ashurst (1979) used blobs and the random walk technique (Chorin, 1973) to simulate the mixing layer and concluded that the roll-up of a pair of lumps is the primary growth mechanism of mixing layers and is responsible for the entrainment of the surrounding non-turbulent fluid. His first calculation with constant core radius blobs at a low Reynolds number gave a Reynolds shear stress twice the experimental value, while r.m.s. longitudinal and lateral velocity fluctuations were in good agreement with the experiment. By including the use of an exponentially spreading blob, he obtained results consistent with the experiment. Inoue (1985) attributed the entrainment of the non-turbulent fluid into the mixing layer region partly to the vortex pairing and mostly to the vertical velocity induced by the Biot-Savart law.

Aref and Siggia (1980) simulated a temporally growing mixing layer in which the velocities of the flows above and below the splitter plate are in opposite directions. They
calculated the roll-up of a two-dimensional mixing layer using the vortex-in-cell method. The results for the r.m.s. longitudinal and Reynolds shear stress were in agreement with the experiment, whereas the r.m.s. lateral velocity fluctuations indicated much larger values than the experimental results. Aref and Siggia attributed this discrepancy to the effect of viscosity and vortex stretching, which is due to the non-negligible effect of three-dimensionality. Inoue (1985) reasoned that the disagreement between Aref and Siggia's results and the experimental observations is due to the use of fourth order integral scheme rather than the attributed effects. In his work, Inoue (1985) used a first order Euler scheme for time integration with larger time steps. His results showed that the r.m.s. lateral fluctuations are smaller than the r.m.s. longitudinal fluctuations which was in reasonably good agreement with the experiments.

The effect of forcing on the structure of mixing layers has also been studied. Inoue (1985) and Ng and Ghoneim (1985) simulated unforced layers, while Inoue and Leonard (1987) and Ghoneim and Ng (1986) reported the effect of harmonic forcing on the formation of large structures in mixing layers. Their results for the forced mixing layer were in excellent agreement with experiment, while the r.m.s. lateral velocity fluctuations for unforced mixing layer simulation was twice the experimental values. They concluded that the differences between the experimental and numerical results were mainly due to the neglect of the effect of the third dimension in calculations. Since forcing has a suppressing effect on the third dimension, a forced mixing layer can be considered a two-dimensional flow, but the unforced mixing layer is three-dimensional (Oster and Wygnansky, 1982).

Mansour (1985) used a two-dimensional hybrid scheme for a spatially growing
mixing layer. He divided the computational domain into two regions and solved the vorticity equation by different methods. He applied a two-dimensional vortex-in-cell method in the upstream region immediately after the splitter plate where the turbulent eddies are small relative to the size of grids and an Eulerian method (finite difference) in the downstream region where the eddies are larger than the grids. His results showed that the r.m.s. longitudinal velocity fluctuations were over-predicted, whereas the r.m.s. lateral velocity fluctuations were about the same as the experimental values. In two-dimensional simulations, the r.m.s. lateral velocity component is expected to be greater than the experimental results, because the energy transfer from the streamwise component is only to the cross-stream component. Kuwahara and Takami (1983) investigated the amalgamation of two eddies by using first order and fourth order schemes for the time integration. They concluded that for the first order scheme, there is a built-in eddy-viscosity modeling due to the larger numerical errors. They also concluded that introducing more viscosity has a suppressing effect on the roll-up and vortex pairing processes. In addition, results of Nakamura et al. (1982) showed that the effective viscosity for first order Euler scheme with small time steps is the same as fourth order Runge-Kutta with the larger time steps.

2.2.2 Probability Density Function of Scalar

The probability density function (pdf) method has been widely used to solve turbulent flows for over five decades (Hawthorne (1949) and Lockwood et al. (1975)). Lundgren (1969) derived, modeled, and solved a transport equation for the joint pdf of velocity, in which
convective transport appears in closed form. This is in contrast with the momentum equation in which, the convective terms have been solved using classical mean flow closure models or Reynolds stress closure models. In mean flow closures the Reynolds stresses transporting momentum need to be modeled (Launder and Spalding 1972), and in Reynolds-stresses closures the triple velocity correlations transporting the Reynolds stresses need to be modeled (Lumley 1978). But in the velocity pdf equation these processes do not have to be modeled and so the gradient diffusion assumption is avoided. Pope (1976) derived, modeled, and solved the transport equation for the composition joint pdf, that is, the joint pdf of a set of scalars. The standard k-ε turbulence model is used to determine the mean velocity and turbulence fields. The mean velocity, turbulent diffusivity and frequency are then used as inputs to the modeled transport equation, which is solved using the Monte-Carlo technique. The turbulent transport is modeled by gradient diffusion.

Kollmann and Janicka (1982) simulated a two-dimensional gaseous mixing layer flow using a classical two equation turbulence model. The results of the pdf showed good agreement with the experiment of Batt (1977) mentioned in section 2.1. The calculated pdf of Kollmann and Janicka (1982) showed peaks of preferred concentration, with marching behavior across the mixing layer.

Lin and Pratt (1987) used Monte-Carlo technique to solve the time dependent conservation equation for the pdf of a scalar in conjunction with a sub-grid scale vorticity model. The pdf did not show any preferred concentration across the mixing layer. Their results for statistical quantities such as the mean velocity, the growth rate, the r.m.s. velocity fluctuations and the Reynolds shear stress are quantitatively in agreement with experiments,
except for the r.m.s. lateral velocity fluctuations which were over-predicted. The discrepancies between their results and experimental values were attributed mainly to the non-negligible three-dimensionality effect. Lin and Pratt (1987) estimated the mixing frequency in Curl’s coalescence/dispersion model by using Broadwell and Breidenthal’s (1982) theory of micromixing, which involves Schmidt number. The results of Lin and Pratt’s (1987) study found that the mean concentrations were insensitive to Schmidt number, whereas the concentration fluctuations for the higher Schmidt number fluid (liquid) were greater than those in the lower Schmidt number (gas).

Sandham and Reynolds (1989) used a DNS approach to simulate a two-dimensional mixing layer at low Reynolds number. They investigated the effect of the wake shed from the splitter plate on the development of a forced mixing layer, and suggest that the splitter plate wake effect is the most probable cause for the large initial asymmetry of entrainment, which has also been observed experimentally by Masutani and Bowmann (1986). The results for the pdf showed a preferred concentration across the mixing layer with non-marching behavior.

Vanormelingen and Bulck (1999) simulated an inert plane mixing layer for predicting the scalar transport. The free stream velocities correspond to Batt’s (1977) experiment for a jet inlet. They applied finite volume procedures to obtain the velocity field, with the k-ε closure used to describe the turbulent transport. The scalar field is represented through the modeled evolution equation for the scalar pdf and is solved using a Monte-Carlo simulation. This study found that the bimodal shape of the root-mean-square (r.m.s.) scalar fluctuations can be numerically reproduced only by Monte-Carlo pdf method using a micro-mixing
model, whereas standard gradient diffusion calculations do not predict this effect. Vanormelingen and Bulck (1999) found that the pdf shape of passive scalar were best predicted by using the Least Mean Square Estimation (LMSE) mixing model. The results were compared with the experiment of Batt (1977). The study also links the bimodal behaviour to existence of non-u variations of mixing frequency with lateral distance.

Bilger (2000) in his review of progress in turbulent combustion outlines the issues of current interest and makes forecasts on approaches that are likely to lead to significant advances. Modeling approaches such as Conditional Moment Closure and Monte-Carlo Simulation of the transport equation for the probability density function are said to be enjoying considerable success and have the most promise for pollutant prediction in non-premixed systems, and also in partially premixed systems. For swirling flows and non-stationary premixed systems, Large Eddy Simulation is predicted to be the best choice in near future.

2.3 Objectives

The objective of this thesis is to apply the transport equation for probability density function (pdf) of a scalar in conjunction with the vortex-in-cell (VIC) to predict the passive scalar field in a two-dimensional spatially growing mixing layer. The vortex-in-cell (VIC) method, along with the computer code was developed and validated by Abdolhosseini (2000). For the present study, some additions have been made in the VIC code to compute eddy diffusivity and mixing frequency. The scalar pdf approach used in conjunction with
the k-ε turbulence model to determine the mean velocity, turbulence characteristics, and the scalar field, is a Reynolds Averaged Navier-Stokes (RANS) approach (Pope 1985). By contrast, when the k-ε turbulence model is replaced by the VIC, which is essentially a DNS approach, the prediction of the scalar field may be improved because the instantaneous velocity field is predicted rather than the average quantities pertaining to the velocity field. Specifically, in the present work the mean velocity, Reynolds stresses, turbulent diffusivity and mixing frequency will be computed by the vortex-in-cell method (DNS approach). These quantities will then be used as inputs to the transport equation for the pdf of a passive scalar, which is solved by the Monte Carlo technique (Lagrangian approach). In the pdf equation the turbulent transport term will be split into turbulent diffusion and convection due to turbulent diffusion. The convection due to turbulent diffusion is governed by the gradient of the eddy diffusivity. The gradient transport will be used to model the turbulent diffusion, wherein the eddy diffusivity will be computed using the Boussinesq’s postulate and related to the scalar diffusivity using the turbulent Schmidt number. The molecular mixing term will be closed by a modified Curl model, and the convection term will use the mean velocity from the VIC solution.

The computational results will be compared with two-dimensional experimental results of Masutani and Bowmann (1986) because the two-dimensionality of the flow was carefully maintained and verified, but keeping in mind the fact that comparisons between experiments and computational results are difficult because of the high sensitivity of the mixing layer to initial conditions and free stream turbulence phenomenon. To counter the
influence of these effects, inflow boundary conditions are used in the present numerical simulation. Comparison is made with experimental data, for the predicted turbulent flow, such as, mean velocity, r.m.s. longitudinal fluctuation, momentum thickness, and for the mixing statistics of the passive scalar, in the simulations’ region of similarity. Observation will be made of any asymmetry in root-mean-square (r.m.s.) scalar fluctuations, and how the scalar mixing region extends into the free stream compared to the momentum mixing region. The pdf shapes of the passive scalar will be looked at to evaluate entrainment behaviour, and any bias in favour of high-speed fluid. The effect of Schmidt number, mixing models, and variation of mixing frequency will also investigated.
Chapter 3

Formulations and Numerical Schemes (VIC)

3.1 Vorticity equation and Two-Dimensional Formulation

A mixing layer contains rotational flow with high levels of fluctuating vorticity. Therefore, vorticity is one of the main features that characterizes the level of turbulence in such flows. In performing numerical computation of viscous and incompressible flow by vortex methods, the governing equation solved is the vorticity transport equation.

The vorticity transport equation for an incompressible and viscous fluid flow is,

\[
\frac{\partial \omega_i}{\partial t} + u_j \frac{\partial \omega_j}{\partial x_j} = \omega_j \frac{\partial u_j}{\partial x_j} + \nu \frac{\partial^2 \omega_j}{\partial x_j \partial x_j} \tag{3.1}
\]

where \( \omega_i \) represents the components of the vorticity vector \( \omega \), \( u_i \) and \( u_j \) represent the components of the velocity vector \( \mathbf{u} \), and \( \nu \) is the kinematic viscosity. The left-hand side of equation (3.1) includes the rate of change of vorticity in time and due to convection, respectively. The first term on the right-hand-side (R.H.S.) of the equation is the vortex stretching term, and the second term on the R.H.S. is the viscous diffusion.

The stretching term vanishes in two-dimensional cases, because the vorticity vector
\( \omega \) is perpendicular to the gradient of \( \mathbf{u} \). Thus, the vorticity transport equation reduces to

\[
\frac{\partial \omega_i}{\partial t} + u_j \frac{\partial \omega_i}{\partial x_j} = \nu \frac{\partial^2 \omega_i}{\partial x_j \partial x_j}
\] (3.2)

Assuming a flow parallel to the \( xy \)-plane, i.e. the velocity vector \( \mathbf{u} = u(x, y, t) \), the vorticity vector reduces to one component in the \( z \)-direction perpendicular to the \( xy \)-plane (the plane of the motion),

\[
\omega_z = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y}
\] (3.3)

where \( u \) and \( v \) are respectively the \( x \) and \( y \) components of the velocity. Since the divergence of the velocity is zero because of the continuity equation,

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0
\] (3.4)

the components of the velocity \( \mathbf{u} \) can be expressed as the gradients of a scalar, i.e. gradients of the stream-function \( \psi \),

\[
\mathbf{u} = \frac{\partial \psi}{\partial y}, \quad v = -\frac{\partial \psi}{\partial x}
\] (3.5)

Combining equations (3.3) and (3.5), Poisson's equation is obtained as
\[ \nabla^2 \psi = -\omega_z \tag{3.6} \]

Equations (3.5) and (3.6) can be used to determine the velocity field knowing the vorticity field \( \omega_z \).

In the vortex method, equation (3.2) is split in two fractional steps:

\[
\frac{\partial \omega_z}{\partial t} + u \frac{\partial \omega_z}{\partial x} + v \frac{\partial \omega_z}{\partial y} = 0
\tag{3.7}
\]

\[
\frac{\partial \omega_z}{\partial t} = \nu \left( \frac{\partial^2 \omega_z}{\partial x^2} + \frac{\partial^2 \omega_z}{\partial y^2} \right)
\tag{3.8}
\]

The first fractional step in eq. (3.7) describes the interaction of the vortices. The second fractional step in eq. (3.8) handles the diffusion of vorticity. The solution of equation (3.7) is equivalent to solution of the Poisson equation (3.6) together with the Lagrangian movement of the vortices described by the VIC method. The essence of applying the fractional step in the vorticity transport equation is that in one fractional step the flow is considered inviscid, so that the theorem of conservation of vorticity and circulation can be applied. Using the second fractional step, the viscosity effect is handled. This technique is well suited for slightly viscous flows.

### 3.2 Vortex-In-Cell Method

The method has been developed and described together with the computer code, in
Ab dolhosseini (2000), and a brief description is given here. The VIC method is a mixed Eulerian-Lagrangian approach, with vorticity moved back and forth between point vortices moving with the flow and nodes of a fixed grid. The vorticity field is discretized into N point vortices, such that the total circulation of the field is given as,

\[
\sum_{n=1}^{N} \Gamma_n = \int \omega \, dA
\]  

(3.9)

where \( \Gamma_n \) is the circulation of the vortex element \( n \), and \( A \) the areas shown in figure (3.1a). The circulation \( \Gamma_n \) is the same for all vortices and will be denoted by \( \Gamma \), as given in section (3.3). The vorticity from the point vortex (i.e., the Lagrangian element) is distributed to the four neighbouring nodes surrounding each vortex using the area-weighting scheme (Baker, 1979) as,

\[
\omega_{ij} = \frac{(\Delta x-dx)(\Delta y-dy) \Gamma_n}{(\Delta x \Delta y)^2} = \frac{A_i}{A^2} \Gamma_n
\]

(3.10-a)

\[
\omega_{i+1,j} = \frac{dx(\Delta y-\Delta y) \Gamma_n}{(\Delta x \Delta y)^2} = \frac{A_j}{A^2} \Gamma_n
\]

(3.10-b)

\[
\omega_{i,j+1} = \frac{(\Delta x-dx)dy \Gamma_n}{(\Delta x \Delta y)^2} = \frac{A_j}{A^2} \Gamma_n
\]

(3.10-c)

\[
\omega_{i+1,j+1} = \frac{dxdy \Gamma_n}{(\Delta x \Delta y)^2} = \frac{A_i}{A^2} \Gamma_n
\]

(3.10-d)

where \( dx \) and \( dy \) are as shown in figure (3.1a), \( \Delta x \) and \( \Delta y \) are the grid sizes. The total vorticity at each nodal point is obtained by summing the contributions of all the surrounding vortices. Then the Poisson equation (3.6) is solved in order to obtain the streamfunction \( \psi(i,j) \) at each node \((i,j)\) of the computational domain (figure 3.1b) using the extrapolated...
Liebmann’s method (Chow, 1979). The components of the velocity at the nodes are then determined using a central difference scheme as

\[ u(i,j) = \frac{\psi(i,j+1) - \psi(i,j-1)}{2\Delta y} \]  
\[ v(i,j) = \frac{\psi(i+1,j) - \psi(i-1,j)}{2\Delta x} \]  

The point vortices are connected using the velocity \( \boldsymbol{u}_n = (u_n, v_n) \) acting on the \( n^{th} \) vortex, calculated using the velocities of the neighbouring nodes employing a bilinear interpolation (Baker, 1979) as:

\[ u_n = \left( \sum_{k=1}^{4} u(k) A_k \right) / \Delta x \Delta y \]  
\[ v_n = \left( \sum_{k=1}^{4} v(k) A_k \right) / \Delta x \Delta y \]  

The notation of Figure 3.1a has been used in eqs. (3.12a) and (3.12b), where \( k = 1,2,3,4 \) and \( u(k) \) and \( v(k) \) are components of the velocity at the nodes. In the first fractional step the position \( \chi = (x_n, y_n) \) of the \( n^{th} \) vortex is calculated by integrating,

\[ \frac{d\chi}{dt} = \boldsymbol{u}_n(\chi(x,y,t)) \]  

using a first-order Euler scheme to yield,

\[ x_n(t+\Delta t) = x_n(t) + u_n \Delta t \]  
\[ y_n(t+\Delta t) = y_n(t) + v_n \Delta t \]  
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where $\Delta t$ is the time-step, and $x_n$ and $y_n$ are the coordinates of the $n$th vortex.

For the second fractional step in eq. (3.8), the effect of diffusion is simulated using the random walk method (Chorin, 1979). This is handled by superimposing the random walk on the motion due to convection of the vortices from the first fractional step:

\[
x_n(t + \Delta t) = x_n(t) + u_n \Delta t + \eta_1
\]

\[
y_n(t + \Delta t) = y_n(t) + v_n \Delta t + \eta_2
\]

where, $\eta_1$ and $\eta_2$ are obtained from a Gaussian distribution with zero mean and standard deviation $(2v \Delta t)^{1/2}$. The above-mentioned interpolation and area-weighting schemes are applied back and forth between the Lagrangian particles and the Eulerian mesh system. It is noted that in Eulerian techniques, such as finite difference and finite element methods, computation is affordable but numerical dissipation is inherent. Lagrangian techniques such as vortex methods (Sarpkaya, 1994), are immune from numerical dissipation but they are computationally expensive. The mixed Lagrangian-Eulerian vortex-in-cell (VIC) method, combines the best features of Lagrangian and Eulerian methods, i.e. the numerical dissipation is reduced relative to the purely Eulerian method, and the computational time is reduced relative to the Lagrangian method.
3.3 Boundary and Initial Conditions

The computational domain in figure (3.1b) consists of a uniform rectangular grid with grid sizes $\Delta x = \Delta y = \Delta$. The lower left corner of the grid system is located at $x = l$ and $y = l$. The Neumann conditions apply to the inflow and outflow boundaries. The inflow and outflow boundary correspond to a hyperbolic tangent velocity profile (Monkewitz and Huerre 1982) as,

$$(\partial \psi / \partial y)_{N,j} = (\Delta U/2) \tanh \left( \frac{2(y-y_{av})}{\delta_w} \right) + U_c$$

(3.16)

where subscript $j$ corresponds to the grid in the $y$-direction, $U_H$ and $U_L$ are the velocities of the high-speed side and the low-speed side respectively, $\Delta U = U_H - U_L$ is the velocity difference across the layer, $U_c = (U_H + U_L)/2$ is the average velocity, $y_{av}$ is the $y$ coordinate of the centre of the profile, and $\psi = 0$ at $y = 0$. The vorticity thickness $\delta_w$, defined in eq. (3.20), is based on the maximum slope of streamwise mean velocity and is a measure of the spread of the mean velocity. The following expression for vorticity thickness has been deduced from the mixing layers experiments.

$$\delta_w = 0.181 (x-x_v) \Delta U/U_c$$

(3.17)

where $x_v$ is the virtual origin. The hyperbolic tangent profile has been used in the inviscid linear stability of 2D mixing. However, experimental measurements indicate that the mean velocity profile is closer to an error function, so an error function could also be used for the
inflow boundary condition. The effect of using a convection outflow condition will be discussed in section 5.1.2. Slip conditions are assumed for the top and bottom boundaries. The Dirichlet condition is used for the bottom boundary at \( y=1 \), consistent with \( \psi_{L,0}=0 \) at \( y=0 \), as

\[
\psi_{L,i} = y_L \times U_L \tag{3.18}
\]

where \( y_L = 1 \) and for the top boundary

\[
\psi_{L,N} = U_L y_{sp} + U_H (y_{L,N} - y_{sp}) \tag{3.19}
\]

Initially, the velocity discontinuity across the splitter plate is simulated using a vortex sheet, discretized into a row of point vortices as shown in figure 3.1b. At time \( t=0 \), the point vortices are equidistant, and separated by a distance \( d = H/N \), where \( N \) is the number of vortices and \( H \) is the computational domain length. The vortex closest to the edge of the splitter plate is moved vertically a small distance \( 0.5d \) to initialize the Helmholtz instability. The total circulation in the computational domain is \( H(U_H - U_L) \). The circulation is equally distributed among the \( N \) vortices as \( \Gamma = H(U_H - U_L)/N = d(U_H - U_L) \). Then the vorticity at the nodes is calculated using the area-weighting scheme (Baker, 1979) as discussed in section (3.2). In this scheme the vorticity of each vortex, calculated as \( \Gamma/\Delta x \Delta y \), is assumed to be uniformly distributed within the grid that surrounds the vortex element. Typically, several vortices are in one cell at a given time, especially in the region of the mixing layer at the level of the splitter plate. Diffusion effects, i.e. the second fractional step, may be simulated either by random walk motion (Chorin, 1973) or by modifying the circulation of the point vortices keeping their location fixed (Sarpkaya, 1994). The former
approach has been adopted in this study.

Initially, the vorticity is nil at all nodes, except for the nodes that are at the level of the splitter plate. Furthermore, if at the end of each time step $\Delta t$, defined as the characteristic time $\Delta t = d/U_c$, a vortex with circulation $\Gamma$ is introduced at the trailing edge of the splitter plate, the vorticity generation rate is $\Gamma/\Delta t = (U_H - U_i)/U_c$ and therefore the Kutta condition is satisfied. The oldest vortex (i.e. the largest residence time) is discarded from the calculations when a new vortex is introduced at the edge of the splitter plate. The time step is $\Delta t = d/U_c$, and the strength of vortices does not decay with time. Therefore, by keeping the total number and strength of vortices constant throughout the simulation, the conservation of circulation and vorticity is satisfied. Furthermore, the vortices can move freely in and out through the outflow boundary to avoid the collection of vortices at the end of the computational domain, and their effect is disregarded when they are outside the domain.

3.4 Solution Procedure

The solution procedure consists of the following steps:

a. Initializing by equidistant vortices at the level of the splitter plate, and by assuming initial values for $\psi$ at internal nodes together with the boundary conditions in eq. 3.17 to 3.19.

b. Distributing the vorticity to the four neighbouring nodes using the area-weighting scheme.

c. Solving Poisson’s equation for $\psi$, using Gauss-Seidel iteration, with left-to-right sweep of the grid points and bottom-to-top sweep of the lines. The iterations are conducted until the difference between consecutive values of $\psi$ is less than 0.001%.
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d. Computing the velocities $u$ and $v$ at the nodes using equation 3.5.

e. Calculating the velocities at the location of each vortex $(u_n, v_n)$ using a bilinear interpolation given by eq. (3.12a and 3.12b).

f. Updating the coordinates of the vortices using eq. (3.15a and 3.15b).

g. Introducing a new vortex at the edge of the splitter plate, and discarding the oldest one.

h. Computing the vorticity thickness and eddy viscosity, as discussed in sections 3.5 and 3.6.

i. Marching in time by repeating the calculations from step b through g.

### 3.5 Vorticity Thickness

The vorticity thickness is computed as

\[
\delta_\omega = \frac{\Delta U}{(\partial \overline{U} / \partial y)_{\text{max}}} \tag{3.20}
\]

where $\Delta U = (U_H - U_L)$ is the velocity difference between fast $U_H$ and slow $U_L$ free streams, and $(\partial \overline{U} / \partial y)_{\text{max}}$ is the maximum lateral change of the mean velocity $\overline{U}$. The growth of the layer vorticity thickness $\delta_\omega \cdot \cdot = d\delta_\omega / dx$ from the simulation is compared in the results section, with Brown & Roshko's (1974) empirical relation for vorticity thickness growth rate,

\[
\delta_\omega \cdot \cdot = 0.181 \left( \frac{1-r}{1+r} \right) \tag{3.21}
\]

where $r = U_L / U_H$ is the velocity ratio.
3.6 Eddy Viscosity

Eddy viscosity $\nu_T$ is computed using Boussinesq's postulate,

$$\nu_T = -\frac{\overline{u'v'}}{\overline{\partial U/\partial y}}$$  \hspace{1cm} (3.22)

where $\overline{U}$ is the streamwise mean velocity, $y$ is the cross-stream direction, and $-\overline{u'v'}$ is the Reynolds shear stress. The Reynolds shear stress is calculated as $\overline{(U-\overline{U})(V-\overline{V})}$, where $U$ and $V$ are the streamwise and cross-stream instantaneous velocities respectively, and $\overline{V}$ is the cross-stream mean velocity. The maximum value of $\nu_T$ can be validated by establishing a relation with vorticity thickness $\delta_w$. Re-writing eq. (3.22) in terms of maximum values,

$$\nu_{T_{\text{max}}} = -\frac{\overline{(u'v')}_{\text{max}}}{(\partial \overline{U}/\partial y)_{\text{max}}}$$ \hspace{1cm} (3.23)

and multiplying both sides of eq. (3.23) by $\Delta U^2$ and rearranging,

$$\nu_{T_{\text{max}}} = \Delta U \frac{-\overline{(u'v')}_{\text{max}}}{\Delta U^2} \frac{\Delta U}{(\partial \overline{U}/\partial y)_{\text{max}}}$$ \hspace{1cm} (3.24)

Now $\Delta U$ is constant, and the maximum values of the cross-stream correlation $-\overline{(u'v')}_{\text{max}}$ normalized by $\Delta U^2$ are constant because of similarity:

$$[- \frac{\overline{(u'v')}_{\text{max}}}{\Delta U^2}] = \text{Constant}$$ \hspace{1cm} (3.25)
Equation (3.24) therefore can be written as

\[ \nu_{\tau_{\text{max}}} = \text{Constant} \times \delta_w \]  

(3.26)

or,

\[ \nu_{\tau_{\text{max}}} \propto \delta_w \]  

(3.27)

The relation between maximum eddy viscosity and the vorticity thickness is shown and discussed in the results section.
Figure 3.1 (a) Two dimensional area-weighting scheme in the VIC method. 
(b) Computational domain, rectangular grid, initial position of the vortices, 
and boundary conditions.
Chapter 4

Formulations and Numerical Schemes (PDF)

4.1 The Passive Scalar Joint pdf Transport Equation

The probability density function (pdf) is the relative frequency density of a realization over an ensemble. A transport equation can be derived for the pdf of a passive scalar, using the fine-grained pdf. The corresponding equation for the pdf of the mixture fraction $\xi$ (Dopazo 1994, Pope 2000) is,

$$\frac{\partial P}{\partial t} + \frac{\partial (\overline{U}_j P)}{\partial X_j} + \frac{\partial}{\partial X_j}(<U'_j|\xi>P) = -\frac{\partial^2}{\partial \xi^2}<D|\frac{\partial \xi}{\partial X_j}|^2|\xi>P \quad (4.1)$$

where, $\overline{U}_j$ and $U'_j$ are the mean and velocity fluctuation respectively, $t$ is time, $X$ is the space variable, and $D$ is the diffusivity. The symbol $<U'_j|\xi>$ indicates the expected value of $U'_j$ conditional on the satisfaction of the constraint $\xi$. The mixture fraction $\xi$ has been chosen as the conserved scalar and is defined as,

$$\xi = \frac{c - c_U}{c_L - c_U} \quad (4.2)$$

where $c$ is the concentration of passive scalar, and $c_U = 0$ and $c_L = 1$ are respectively the
concentrations of the upper and lower bounds of the variable $c$.

The first term on the L.H.S. of eq. (4.1) is the transient term and the second is the convection term. The two are in closed form. The third term representing the turbulent transport is not closed, and the model is discussed in the following section (4.1.1). The first term on the R.H.S., the molecular dissipation or the molecular mixing term, is also not closed. The closure requires the joint statistics of $\xi$ and its gradients, for which several models have been proposed [Dopazo (1994), Pope (2000)]. The two mixing models used to close the molecular mixing term are the Curl and modified Curl models. These models are discussed in sub-section (4.1.2).

4.1.1 Turbulent Transport Term

The closure of the turbulent transport term requires knowledge of the expected value of the velocity fluctuation conditioned to $\xi$. This term is only known when the joint statistics of $U$ and $\xi$ are known, i.e. when $P$ is their joint pdf. In this study $U$ is not included in $P$, and the turbulent transport term is modeled with the conventional gradient model,

$$
\frac{\partial}{\partial X_j} (\langle U_j | \xi \rangle P) = - \frac{\partial}{\partial X_j} (v_r \frac{\partial P}{\partial X_j})
$$

(4.3)

This term may also be viewed as

$$
\frac{\partial}{\partial X_j} (\langle U_j | \xi \rangle P) = - v_r \frac{\partial^2 P}{\partial X_j^2} - \frac{\partial v_r}{\partial X_j} \frac{\partial P}{\partial X_j}
$$

(4.4)
In the two dimensional simulation the second of the two terms on the right hand side of eq. (4.4) is interpreted as convection with a velocity which has components \(-\frac{\partial y}{\partial x}, -\frac{\partial y}{\partial y}\), where x and y are stream-wise and cross-stream directions respectively.

The turbulent eddy diffusivity \(\nu_T\) is related to diffusivity of the scalar \(\gamma_T\) as,

\[
\gamma_T = \frac{\nu_T}{S_{e_T}}
\]  \hspace{1cm} (4.5)

where \(S_{e_T}\) is the turbulent Schmidt number. The turbulent eddy diffusivity \(\nu_T\) is computed using Boussinesq’s postulate,

\[
\nu_T = -\frac{\bar{u}'\bar{v}'}{\partial \bar{U}/\partial y}
\]  \hspace{1cm} (4.6)

where, y is the cross-stream direction. The Reynolds stress \(-\bar{u}'\bar{v}'\) and the streamwise mean velocity \(\bar{U}\) are given by the vortex-in-cell solution of the mixing layer.

### 4.1.2 Molecular Mixing Models

Every molecular mixing model must satisfy several requirements during mixing (Pope 2000). A satisfactory model that fulfills these requirements has yet to be developed. In the particle implementation, i.e. the Monte-Carlo technique, the Curl and the modified Curl models satisfy the conservation of the mean values of scalar, the exponential decay in time of the scalar variance, and the boundedness condition upon mixing. The Curl mixing model, Curl
(1963), is based on an analogy between the mixing and break-up of parcels of fluids in a turbulent single-phase flow.

In the particle implementation, the pdf evolves by selecting randomly particles in pairs,

$$n_m = \beta \omega \Delta t$$  \hspace{1cm} (4.7)

Here \( n_m \) denotes number of pairs of particles that will mix, \( \omega \) is the mixing frequency and coefficient \( \beta \) is a function of the mixing model. After mixing, the concentrations of the two particles in a mixing pair is given by, (see for example Craig and Milane 2000)

$$c_1^* = [(1 - \alpha)c_1 + \frac{\alpha(c_1 + c_2)}{2}]$$  \hspace{1cm} (4.8a)

$$c_2^* = [(1 - \alpha)c_2 + \frac{\alpha(c_1 + c_2)}{2}]$$  \hspace{1cm} (4.8b)

where \( c_1 \) and \( c_2 \) denotes the concentrations of the two particles before mixing, and \( c_1^* \) and \( c_2^* \) denotes the concentrations after mixing. The variable \( \alpha \) is specified by a distribution function describing the mixing model. For the Curl model \( \alpha=1 \) and \( \beta=2 \), Pope (2000). When employing the modified Curl model, \( \beta=3 \) and \( \alpha \) is varied randomly between 0 and 1 according to the flat pdf, \( P(\alpha)=1 \).
4.1.3 Mixing Frequency

Like most mixing models, the Cural and the modified Cural models require an externally supplied "scalar dissipation or mixing frequency". For a non-reactive flow the mixing frequency $\omega_f$ is related to the flow field as

$$\omega_f = C_\phi (\epsilon/k)$$  \hspace{1cm} (4.9)

The ratio $\epsilon/k$ is the inverse of the turbulent integral time scale. Pope (1985) assigned a value of 2 for the constant $C_\phi$. However, $C_\phi$ can vary from 0.6 to 3.1, depending on the flow geometry. Sensitivity of the results to $C_\phi$ is assessed in the results section. Furthermore, the proportionality constant $C_\phi$ in equation (4.9) relates the decay of the turbulent velocity fluctuations to the decay of concentration fluctuations, and hence, in a non-reactive flow the choice of the mixing frequency is related to the scalar field topology.

The turbulent kinetic energy $k$ is obtained by,

$$k = \frac{1}{2} \left[ (u'_{rms})^2 + (v'_{rms})^2 \right]$$  \hspace{1cm} (4.10)

where $u'_{rms}$ and $v'_{rms}$ are the root-mean-square values of the longitudinal and lateral velocity fluctuations. If the Reynolds number is very large, it is estimated that $\epsilon$, the dissipation rate of $k$, is approximately equal to $v\Omega^2_{rms}$, where $v$ is the kinematic viscosity, (Tennekes and Lumley 1977), and $\Omega_{rms}$ is the root-mean-square of vorticity fluctuations. Considering the proportionality to $\epsilon \sim \Omega^2_{rms}$, the mixing frequency is computed as,
\[
\omega_f = C \rho \Omega^2_{rms} / \frac{1}{2} [(u'_{rms})^2 + (v'_{rms})^2]
\]  

(4.11)

The parameters \( \Omega_{rms}, u'_{rms}, v'_{rms} \), come from VIC solution of the mixing layer.

### 4.2 Monte-Carlo Simulation

The passive scalar pdf transport equation (4.1) is solved using the Monte Carlo method. A finite-difference mesh is first generated for the computational domain. At each node, an ensemble of \( N \) particles is created. Each particle is identified by a representative value of the scalar concentration \( c \). The particles in an ensemble are subjected to changes due to convection, turbulent transport, and molecular mixing. The turbulent transport term is split between turbulent diffusion, and convection due to turbulent diffusion (eq. 4.4). The four processes describe the four fractional steps by which eq. (4.1) is solved at each node, for each time step \( \Delta t \). The first three processes involve particle exchange between two adjacent nodes, and the last involves mixing between pairs of particles at a node. The four fractional steps are summarized as follows:

**Convection due to mean flow**

The first fractional step is implemented by the Lagrangian displacement of \( n_x \) particles within the computational domain between the neighbouring nodes with,

\[
n_{ex} = \Delta t \frac{\overline{U}_x}{\Delta x} N \\
\text{and} \\
n_{exy} = \Delta t \frac{\overline{V}_y}{\Delta y} N
\]

(4.12)
in $x$ and $y$ directions respectively. Here $U$ and $V$ are respectively, the stream-wise and the cross-stream mean velocities, $\Delta x$ and $\Delta y$ are the respective grid sizes, and $N$ is the total number of particles at each node. The particles are displaced in the direction of the velocity components.

**Convection due to turbulent diffusion**

The second fractional step is implemented by the Lagrangian displacement of $n_t$ particles within the computational domain between the neighbouring nodes with,

$$n_{cex} = |\partial y_T/\partial x| \frac{\Delta t}{\Delta x} N \quad \text{and} \quad n_{cye} = |\partial y_T/\partial y| \frac{\Delta t}{\Delta y} N \quad (4.13)$$

in $x$ and $y$ directions respectively. The gradients of eddy diffusivity $-\partial y_T/\partial x$ and $-\partial y_T/\partial y$, are interpreted as velocity components in $x$ and $y$ directions, respectively. The particles are displaced in the direction of the velocity components.

**Turbulent Diffusion**

The third fractional step is implemented by the Lagrangian displacement of $n_d$ particles within the computational domain between the four neighbouring nodes with,

$$n_{dx} = \gamma_T \frac{\Delta t}{\Delta x^2} N \quad \text{and} \quad n_{dy} = \gamma_T \frac{\Delta t}{\Delta y^2} N \quad (4.14)$$

in $x$ and $y$ directions respectively, where $\gamma_T$ is the eddy diffusivity at the node.

**Mixing**

The fourth fractional step is implemented by mixing pair of particles at each node. The
number of mixing pairs is given by,

$$n_m = \beta \omega_f N \Delta t$$  \hspace{1cm} (4.15)

where $n_m$ denotes the number of particle pairs, $\omega_f$ is the mixing frequency given by (eq. 4.11), and value of coefficient $\beta$ is a function of the mixing model (see section 4.1.2).

At the end of the time step, the nodes are updated for the particle concentrations that were transferred by the three transport steps and the mixing step. The particles convected outside the computational domain are discarded, and an equal number of particles is replenished at the corresponding node of the opposing boundary. Particles exit the top, bottom, and the outflow domain boundaries by convection due to mean flow and by convection due to gradient of diffusivity. Particles do not diffuse out of the computational domain.

### 4.3 Computation of Probability Density Function

As mentioned in section (4.2), an ensemble of $N$ particles is created at each node within the computational domain. Each particle is identified by a representative value of the concentration $c$. Now, the whole range of $c$ (0 to 1) is sub-divided into $W=100$ intervals or windows, so that any one particle belongs in an interval based on its value of $c$.

The probability of finding a particle having concentration $c$ within an interval $\psi_i \leq c \leq \psi_{i+1}$ is written as,

$$p(\psi) \Delta \psi_i = \frac{n_i}{N}$$  \hspace{1cm} (4.16)
where \( n_i \) is the number of elements in the interval \( \Delta \psi_i \). An ensemble is so created at a node that it represents the pdf at that point as \( N \) approaches infinity. With the Monte Carlo method simulating the changes of elements in an ensemble, the pdf is then obtained by eq. (4.16).

### 4.4 Time Criteria

Particles at a node are depleted by processes of stream-wise and cross-stream convection, and turbulent transport, described by the first three fractional steps. The resulting state at a node then undergoes mixing, described by the fourth fractional step. The number of particles that will deplete depends on the time step size \( \Delta t \), the total number of particles \( N \) at a node at the beginning of the time step, and the fractional step considered. Therefore, the time step \( \Delta t \) may not be so large that a process removes more particles than there exist at the node or even completely deplete the node. On the other hand, an arbitrarily selected small \( \Delta t \) may lead to an unnecessarily long computation time. The criterion also ensures that the number of particles that mix will not be more than the total number that exist at the node. The time criteria applied to compute \( \Delta t \) are explained below. The time step size is derived from the equations for convection, diffusion, and mixing, described in section (4.2).

The number of particles convected is given by eq. (4.12). In order to have a number of convected particles \( n_c \) less than total number of particles \( N \) at the node, i.e. \( n_c < N \), the conditions \( \Delta t_c < \frac{\Delta x}{U} \) and \( \Delta t_c < \frac{\Delta y}{|V|} \) must be met. The minimum of the two values is selected as \( \Delta t_c \):
\[ \Delta t_c < \min \left( \frac{\Delta x}{\overline{U}}, \frac{\Delta y}{|\overline{V}|} \right) \]  

(4.17)

where \( \Delta x \) and \( \Delta y \) are the grid size, and \( \overline{U} \) and \( \overline{V} \) are stream-wise and cross-stream mean velocities, respectively.

Convection due to turbulent diffusion moves particles from a node in compliance with eq. (4.13). The condition \( n_c < N \) is obtained by ensuring that \( \Delta t_c < \frac{\Delta x^2}{|\partial \gamma_p/\partial x|} \) and \( \Delta t_c < \frac{\Delta y^2}{|\partial \gamma_p/\partial y|} \), i.e.,

\[ \Delta t_c < \min \left[ \frac{\Delta x^2}{|\partial \gamma_p/\partial x|}, \frac{\Delta y^2}{|\partial \gamma_p/\partial y|} \right] \]

(4.18)

where gradients of eddy diffusivity \( \partial \gamma_p/\partial x \) and \( \partial \gamma_p/\partial y \), are interpreted as velocity components.

By turbulent diffusion, the particles move in four directions from a node, in compliance with eq. (4.14). In order to satisfy \( n_d < N \), the conditions \( \Delta t_d < \frac{\Delta x^2}{\gamma_T} \) and \( \Delta t_d < \frac{\Delta y^2}{\gamma_T} \) must be assured. i.e.,

\[ \Delta t_d < \min \left[ \frac{\Delta x^2}{\gamma_T}, \frac{\Delta y^2}{\gamma_T} \right] \]

(4.19)

where, \( \gamma_T \) is the eddy diffusivity.

The number of particles that will mix is given by eq. (4.15). The number of mixing pairs \( n_m \) must be less than half the total number of particles at the node. Therefore, for \( n_m < \frac{1}{2} N \) the condition
\[ \Delta t_m < 1 / (2 \beta \omega_f) \]  \hspace{1cm} (4.20)

must be satisfied. Here it is recalled that \( \omega_f \) is mixing frequency given by eq. (4.11), and the value of coefficient \( \beta \) is a function of the mixing model (see section 4.1.2).

The minimum of the four values determines the time step size,

\[ \Delta t = \min \left[ \Delta t_c, \Delta t_{ct}, \Delta t_d, \Delta t_m \right] \]  \hspace{1cm} (4.21)

Furthermore, the time-step \( \Delta t \) used in the calculations is divided by four, as a conservative estimate.

### 4.5 Boundary and Initial Conditions

The computational domain for the Monte Carlo simulation consists of a rectangular grid, with uniform grid sizes \( \Delta x = \Delta y = \Delta \). The fast stream above the splitter plate has an initial concentration of \( c_0 = 0.0 \), and the lower slow stream has an initial concentration of \( c_L = 1.0 \).

A boundary condition at the inlet is described by a hyperbolic tangent concentration profile, in order to include the effects of the splitter plate. Similar to the inflow velocity profile in eq. (3.16), the inlet boundary condition for concentration is given by,

\[
c(y)_{i,j} = \left( \Delta c/2 \right) \tanh \left\{ 2(y-y_{oc}) / \delta_y \right\} + c_c \]  \hspace{1cm} (4.22)

where subscript \( j \) corresponds to the grids in the \( y \)-direction, \( \Delta c = c_L - c_0 \) is the concentration difference across the layer, \( c_c = (c_c + c_0) / 2 \) is the average concentration, and \( y_{oc} \) is the \( y \)
coordinate of the centre of the profile. Similar to the experimental expression for the vorticity thickness in eq. (3.17), the expression $\delta_c = 0.181 \left( x - x_c \right) \Delta c/c_c$ is used for concentration, where $x_c$ is the virtual origin. The outflow boundary condition is not specified because the displacement of concentration due to streamwise convection is very high, as compared to the displacement of concentration due to backward diffusion and gradient of diffusion. Therefore, the concentration values in the downstream flow do not have any effect upstream.

Concentrations are allowed to exit the top, bottom, and the outflow domain boundaries by convection due to mean flow and by convection due to the gradient of diffusivity. The domain is replenished at the corresponding nodes of the boundary opposing the boundary of the particle exit. At the inlet the replenished concentrations are defined by the inlet B.C., and at the top and bottom the concentrations assume the fast and slow free stream values of 0 and 1, respectively. Concentrations do not leave the domain by the third fractional step of diffusion. This is allowed, because there is no diffusion near the top and bottom boundaries. Also, streamwise displacement of concentration due to diffusion is negligible compared to displacement due to streamwise convection.

### 4.6 Solution Procedure

The solution procedure consists of the following steps:

a. Initialize the number of particles at each node in the computational domain.

b. Assign each particle the initial concentration. A value of 0 and 1 above and below the splitter plate respectively is used, together with the boundary condition (eq. 4.22).
c. Read-in the flow-field parameters given by the vortex-in-cell solution of the mixing layer.
d. Apply the time criteria (eq. 4.17 to 4.21) to compute the time step size $\Delta t$.
e. Displace the particles (concentrations) on random basis, using (eq. 4.12 to 4.14).
f. Update the nodes for the new state, i.e. the number of particles and associated concentrations.
g. At each node, carry out mixing using eq. (4.15), and update for post-mixing concentrations.
h. Allow the field to develop in the first 1000 time-steps. Between step 1000 and 4000, the mean concentration is computed. The r.m.s. of concentration, and unmixedness are then computed from step 4000 to 12000. The details are discussed in section 5.2.
i. March in time by repeating steps d to h, with step h performed only within the defined range of time steps.
Figure 4.1: (a) Computational domain for Monte-Carlo, (b) Monte-Carlo Simulation
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Results

The experimental mixing layer data published by Masutani & Bowmann (1986), also denoted by M&B in the text, is used to validate the computational results because the two-dimensionality of the flow was carefully maintained and verified. It is to be noted that comparisons between experiments and computational results are difficult because of the high sensitivity of the mixing layer to certain initial conditions such as initial turbulence level, shedding frequency, splitter plate thickness (i.e. wake effects), and other effects like free stream turbulence phenomena. To counter the influence of these effects, it is important to consider appropriate inflow boundary conditions in numerical simulation of mixing layers.

Masutani & Bowmann (1986) indicated that the growth of their layer was about 15-20% larger than the value measured by the majority of other experiments. This may be due to an acoustic field established within the experimental rig (acoustic forcing can enhance the growth of the shear layer by initiating early roll-up and pairing, Ng and Ghoneim (1987)). The effect of difference in the growth rates will appear in all comparisons; for example, the experimental velocity profiles are expected to spread into the free streams faster than the predicted profiles. Masutani & Bowmann (1986) have also stated that, while their flow cannot be considered to be fully developed, the mean velocity and concentration profiles
relaxed to equilibrium distributions and the mean characteristics of the layer stabilized by x=7.0 cm. The grid length for the experiment is not stated; however results are reported up to x=18 cm. The mean velocity and concentration profiles for present simulation reach self-similarity by downstream location x=18 cm. for a computational domain length of 32 cm. The results of the numerical simulation are presented in the region of self-similarity, which is from x= 18 cm. to 24 cm., i.e. 0.56 ≤ x/H ≤ 0.75. The result at x=13 cm., i.e. x/H=0.41, a location in the region of non-similarity is also reported. The results will be qualitatively compared with the Masutani & Bowmann (1986) experiment.

5.1 Flow Field and Numerical Parameters

Results reported in this work are for the simulation with a velocity ratio \( r = \frac{U_L}{U_H} = 0.5 \) (velocity ratio of the lower velocity side of the splitter plate to the higher velocity side). The uniform velocities used for the present simulation are \( U_H = 600 \text{ cm/s} \) and \( U_L = 300 \text{ cm/s} \), similar to the parameters used in the experiment of Masutani and Bowmann (1986). Therefore, the velocity difference is \( \Delta U = U_H - U_L = 300 \text{ cm/s} \) and the average velocity is \( U_c = 450 \text{ cm/s} \). The reported results are for a viscous flow condition with \( \nu = 1.45 \times 10^{-2} \text{ cm}^2/\text{s} \) (the kinematic viscosity of air at 18 °C). The centre of the hyperbolic tangent profile \( y_{av} \), discussed in section 3.3, is set as 16.99 cm. for inflow and as 16.95 cm. for outflow boundary conditions, respectively. The results for the mean velocity, the root-mean-square (r.m.s.) longitudinal and lateral velocity fluctuations, and Reynolds shear stress are obtained by averaging the unsteady solution over a period of time. The results for statistics are reported.
at downstream locations, $0.41 \leq x/H \leq 0.75$, where $H=32\text{cm}$ is the computational domain length of the simulation.

A base run using a $256 \times 256$ grid system with uniform grid size $\Delta x = \Delta y = 0.125 \text{ cm}$ is chosen for this work. At the level of the splitter plate, the shear layer is discretized into a layer of $M=19800$ equidistant vortex elements. Therefore, the circulation of each vortex is $\Gamma = \Delta U \cdot d = 4.85 \times 10^5 \text{ m}^2/\text{s}$, where $d$ is the initial spacing between the vortices. The time step used for the simulation is calculated as $\Delta t = d/U_v$, where $U_v = (U_H + U_L)/2$. Accordingly, for the simulation using 19800 vortex elements the time step is $3.59 \times 10^6 \text{ sec}$. The simulation is run for 36 residence times, i.e. $36M = 712,800$ time-steps. Turbulent characteristics are obtained by averaging the last 25M time-steps. The computational time of the present run using the VIC method is 28 hours on a DEC Alpha.

### 5.1.1 Streamwise mean velocity profile

The streamwise mean velocity normalized as $(U - U_L)/(U_H - U_L)$ is shown in Figure 5.1 as a function of the similarity variable $\eta_v$ at four downstream locations, where $U$ is the mean velocity, $\eta_v = (y-y_0)/(x-x_c)$, and $y_0$ is the ordinate of the velocity centerline. The agreement with the experiment of Masutani and Bowmann (1986) is adequate. However, the slower free stream is reached at $\eta_v = -0.06$ in the simulation, which is earlier than $\eta_v = -0.07$ for the experiment. Self-similar profiles are obtained for $0.56 \leq x/H \leq 0.75$. The velocity centerline, defined as the locus of locations with the average velocity $U_v$, is tilted toward the low-speed side. Its slope, obtained from a linear curve-fit of the streamwise centerline points, is equal
to -0.013. The virtual origin, defined as the x-location at the intersection of the velocity centerline with the horizontal line at the level of the splitter plate, is \( x_v = 4.21 \) cm., that is, 3.21 cm. from the edge of the splitter plate, in the coordinate system shown in Figure 3.1b.

### 5.1.2 Momentum Thickness

The time averaged momentum thickness \( \theta \) is evaluated as,

\[
\theta = \frac{\Sigma^{M}_{m=1} \int_{-\infty}^{\infty} \left( \frac{1}{4} - \left( \frac{u - U_e}{\Delta U} \right)^2 \right) dy}{M}
\]  

(5.1)

where \( M \) is the number of time steps, and \( u \) is the instantaneous velocity (see e.g. Schlichting (1968) for details). Figures 5.2a and 5.2b show the momentum thickness \( \theta \) and the streamwise momentum thickness growth rate \( d\theta/dx \) respectively, as a function of \( x/H \). Figure 5.2b shows the region of nearly linear growth between \( 0.25 < x/H < 0.65 \), where the slope is equal to about 0.0162. This value of the slope is close to the experimental value 0.0165 of Masutani and Bowmann (1986), as deduced by Ghoniem et. al. (1990). Between \( 0.65 < x/H < 0.95 \), the growth rate becomes faster. Then after \( x/H > 0.95 \), the growth rate decays and the momentum is adjusted by the experimentally prescribed outflow boundary condition.

Abdolhosseini and Milane (1998) investigated and found that the outflow boundary does not have any bearing on the momentum thickness development in the region of linear growth. They also compared the results obtained using the tanh outflow boundary condition in equation (3.16) with the ones obtained with the velocity profile based on Gortler's error
function as suggested by the experimental investigation of Spencer and Jones (1972). The results showed no significant difference. Abdolhosseini and Milane (1998) also conducted numerical experiments using a reflection boundary condition, i.e. a convection outlet condition, rather than specifying an outflow boundary condition for the stream-function. The authors found that the momentum thickness was not too different up to $x/H = 0.25$ cm., after which the momentum thickness growth rate is faster when the reflection boundary condition is used. The tanh outflow boundary condition has been adopted in this study because it constrains the growth rate of the momentum thickness, and yields a slope for the linear growth region, i.e. $0.25 < x/H < 0.65$, in close agreement with the experiment. Therefore, it is concluded that the need to prescribe the outflow boundary condition when the VIC method is used, highly restricts the prediction of the general flows where an outflow boundary condition is not a priori known.

5.1.3 Reynolds Stresses

The r.m.s. longitudinal (r.m.s. $u'$) and lateral (r.m.s. $v'$) velocity fluctuations normalized with $\Delta U$ are shown in Figures 5.3(a(i)) and 5.3a(ii). Self-similar profiles are obtained for $0.56 < x/H < 0.75$. The Reynolds shear stress $(-u'v')$ normalized with $\Delta U^2$ is shown in Figure 5.3a(iii). The r.m.s. $u'$ from simulation is shown against data from the Masutani and Bowmann (1986) experiment in Figure 5.3a(i). Opposite to the trend observed in the experimental data, the values for the r.m.s. $u'$ in the simulation slightly increase along the streamwise direction. Similar behaviour is found in the numerical work of Ghoniem (1990), who explains that
velocity fluctuations should decrease at later stages of the mixing layer, as dissipation due to molecular diffusion becomes important. This anomaly may be investigated in detail in a future study. The data for r.m.s. $v'$ and $\langle -u'v' \rangle$ is not reported in the M&B experiment. The comparison for r.m.s. $v'$ and $\langle -u'v' \rangle$ is made in Figure 5.3b, with data from the experiment of Oster & Wygnanski (1982) conducted at velocity ratio of 0.6, which is slightly different than the value of 0.5 for the present simulation. The experiment of Oster & Wygnanski (1982) is also referred to as O&W in this text. The statistics in Figure 5.3b are given against $(y - y_0)/\theta$, as used by O&W for similarity. Here, $y_0$ is the ordinate of the velocity centerline and $\theta$ is the momentum thickness.

In the present study the simulation is run for 36 residence times, i.e $36M = 712,800$ time-steps, and turbulent characteristics obtained by averaging the last 25M time-steps. The Reynolds shear stress $\langle -u'v' \rangle$ requires more time-steps, because it includes the contributions from pairs of clusters of vortices of various stages of rotation and amalgamation, as discussed in Aref and Siggia (1980). The negative cross-stream correlation $\langle -u'v'/\Delta U^2 \rangle$ is believed to be well predicted, because it is linked to the mean flow by the mean momentum and the mean flow is in good agreement with the experiment, as indicated by Figure 5.1

5.1.4 **Vorticity Thickness and Eddy Viscosity**

Figure 5.4 shows the plot for the vorticity thickness. The growth rate of the layer vorticity thickness $\delta_{\omega}$, deduced from Figure 5.4, is about 0.062 for this simulation. This is less than
the value of $\delta_w' = 0.0706$ found by Masutani and Bowmann (1986), who have indicated that
the growth rate of their layer was 15-20% larger than the value measured by the majority of
other experiments. The vorticity thickness growth rate value from the simulation is closer to
the value of $\delta_w' = 0.0603$ from Brown & Roshko's (1974) empirical relation (eq. 3.18). Figure
5.5 shows the plot for eddy viscosity $\nu_T$ as a function of the similarity variable $\eta_w$, at
downstream locations $0.41 \leq x/H \leq 0.75$. The peak values of eddy viscosity $\nu_T$ increase with
the downstream position, as shown in Figure 5.6. This is consistent with the discussion of
eq. (3.27), which indicates that $\nu_T_{\max} \propto \delta_w$, and with the fact that $\delta_w$ grows in a nearly linear
fashion as shown in Figure 5.4.

### 5.2 Scalar Field and Numerical Parameters

The base run for the scalar field utilizes a rectangular computational domain with a 256x64
grid, in the streamwise and cross-stream directions, respectively. A shorter domain is used
in the cross-stream direction as compared to the flow field domain, to reduce the
computational time. This did not present any discrepancy because the flow field develops
well within the 64 grid points. The uniform grid size $\Delta x = \Delta y = 0.125$ cm. is the same as with
the flow field. The total number of particles $N$ at any grid point is initialized as 100. For each
of the particles, the concentration is initialized at time $t = 0.0$ as $c = 1.0$ in the low speed
stream and $c = 0.0$ in the upper high speed stream. The distribution of concentration
immediately downstream of the splitter plate is described by the hyperbolic tangent profile
in eq. (4.22). The centre of the hyperbolic tangent profile ($y_{oc}$ in eq. (4.22)), is set as 16.9 cm.
The p.d.f. solution requires specifying the constants $C_\phi$, $S_{CT}$, and the mixing model. The effect of the constants and the mixing models will be discussed in the following sections. For the base run, the modified Curl model is used with a value of the constant $C_\phi = 0.8$. The value of 0.8 is less than the $C_\phi = 2.0$ used by Pope (2000), but it falls within the range $C_\phi = 0.6 - 3.1$ suggested by the experiments. The Turbulent Schmidt number used is $S_{CT} = 0.3$, which is lower than the typical value of 0.5 to 1.0 used in the literature. This is done to enhance diffusion (turbulent transport), and therefore provide a better fit to the experimental data. The base run did not include the convection due to turbulent diffusion given by eq. (4.13), because it resulted in a deterioration of the fit between the experimental data and the model, as will be shown in section 5.2.7.

To achieve statistically stationary solutions, the Monte Carlo simulation is run for 12000 time-steps. The results are allowed to develop in the first 1000 time-steps, then steps 1000 to 12000 are used to compute ensemble averages and statistics. Between step 1000 and 4000, the mean concentration is computed. Initial test runs computed the mean concentration beyond step 4000, and the results clearly showed that the mean values of concentration become stationary, i.e. stop changing by step 4000. The r.m.s. of concentration, and unmixedness are computed from step 4000 to 12000. The number of time steps to be run were decided as a conclusion of several tests, with the program run up to a maximum of 20000 steps. The results converged adequately by step 12000. The time step, $\Delta t = 5.2 \times 10^{-5}$, is governed by convection due to streamwise mean velocity given by eq. (4.12). The results for the base run are discussed in sections 5.2.1 to 5.2.4, whereas the effects of constants $C_\phi$, $S_{CT}$, the mixing models, and constant mixing frequency are discussed in sections 5.2.5 to
5.2.8. The computational time of the base run is 26 hours on DEC Alpha.

## 5.2.1 Mean Concentration

The mean concentration $\bar{c}$ is shown in Figure 5.7, as a function of the similarity variable $\eta_c$,

$$\eta_c = \frac{(y - y_{oc})}{(x - x_c)} \quad (5.2)$$

where $y_{oc}$ is the concentration centerline location at any streamwise station, and $x_c$ is the x-location of the virtual origin for concentration, found to be 7.15 cm. from the edge of the splitter plate. The mean concentration profiles appear to have achieved reasonable similarity when plotted against $\eta_c$ downstream of $x_c$, and the agreement with the experiment is adequate. Figure 5.7 shows that the high speed free stream concentration, to the right of the concentration centerline $\eta_c = 0$, is reached later than the low speed free stream concentration. Taking for example, x-location 21 cm., the high speed concentration $c = 0$ is reached at about $\eta_c = 0.11$, whereas, the low speed concentration $c = 1$ is reached at about $\eta_c = -0.05$. This shows that the concentration values in the mixing layer are influenced more by the high speed fluid, and indicates that the layer entrains more of the high speed fluid. Comparison between the mean concentration profile and the mean velocity profile in Figure 5.8 shows that, the scalar mixing region extends further into the free stream than does the momentum mixing region, indicating enhanced transport of scalars over momentum. This fact is clarified further in section 5.2.4.
5.2.2 Root-Mean-Square Concentration

The root-mean-square (r.m.s.) of concentration $\xi_{rms}$ plot against $\eta_c$ at four downstream positions is shown in Figure 5.9. The r.m.s. profiles exhibit mixing asymmetry, with high speed fluid mixing at a faster rate than the low speed fluid. The lower r.m.s. on the high speed side of concentration centerline $\eta_c=0.0$ in Figure 5.9 is explained based on the variation of mixing frequency with lateral distance shown in Figures 5.10a and 5.10b. Whereas the mixing frequency shown in Figure 5.10b is symmetric about the velocity centerline $\eta_v=0.0$, it is asymmetric about the concentration centerline $\eta_c=0.0$, as shown in Figure 5.10a, with higher values on the high speed side. This simulation however, could not reproduce the bimodal behavior or the dip in the r.m.s. profile. The bimodal behavior is probably linked to diffusion. A test case with a small Schmidt number, $S_{C_T}=0.05$, was run to enhance turbulent diffusion $\gamma_T = \nu_T / S_{C_T}$. The result in Figure 5.14 shows that the dip in the r.m.s. profile becomes evident; however, other parts of the results have deteriorated as will be discussed in section 5.2.5. The absence of a dip in the profile may be attributed to the modeling of the turbulent transport term in eq. (4.1) with the conventional gradient diffusion model, or to inappropriate inflow boundary conditions. One approach to improve the results would be to use instantaneous velocity fluctuations in the turbulent transport term, $\frac{\partial}{\partial X_j} (<U'_j\xi>P)$.

The r.m.s. of concentration of the simulation is also given against the experiment of Batt (1977). This experiment is conducted with slow stream inlet velocity of 1.6 ft/s (49 cm/s) and fast stream inlet (jet) velocities of 23 ft/s (701 cm/s) and 50 ft/s (1524 cm/s). The corresponding velocity ratios are approximately 0.07 and 0.03 respectively. Batt (1977)
defines the similarity variable as $\eta_c^* = 12 (y - y_{oc}) / (x - x_c)$, where 12 is a spreading factor. To make a reasonable comparison the data in Figure 5.9b, i.e., for the present simulation, M&B (1986), and Batt (1977), is presented against $\eta_c^*$. Also, in the present simulation the positive $y$ (lateral axis) direction is towards the high speed side, and therefore, positive $\eta_c^*$ values represent the high speed side. Batt (1977) present their data, taking positive $y$ direction and therefore positive $\eta_c^*$ towards low speed side. In presenting Figure 5.9b, a reflection of Batt (1977) data is taken, so that positive $\eta_c$ represent high speed side for both the experiment of Batt (1977) and the present simulation. The r.m.s. concentration profile of Batt (1977) shows a higher spreading rate and much lower r.m.s. values compared to the simulation. Figure 5.9b also shows a bimodal trend in Batt (1977) data and an asymmetry with lower r.m.s. concentration values on the high speed side similar to the numerical study by Ghoniem & Heidarinejad (1990) and the experiment of Masutani & Bowmann (1986). These results confirm the existence of bimodal trend in the r.m.s. concentration profiles of mixing layer. The prediction of the data of the Batt (1977) experiment is left for future study.

5.2.3 Un-Mixedness

Non-reacting flow simulation is carried out to determine the mixing characteristics of the plane mixing layer. The established results may be used in interpretation of an isothermal reacting which is different than cold combustion. Therefore, it is important to know the degree of mixing that occurs in the layer. The root-mean-square value of concentration gives an estimate of the extent of mixing. However, a better measure is “un-mixedness“ UM, or
segregation index (Lin and Pratt 1987), defined by,

\[
UM = \frac{< c^2 >}{< c > (1 - < c >)}
\]  \hspace{1cm} (5.3)

where \( c \) and \( < c > \) are respectively, the instantaneous and average concentrations at a node. These equations though, become ill-defined near the edges of the mixing layer. Konrad (1976) proposed a better definition as

\[
UM = \frac{\int_{t_1} c < c > \, dt + \int_{t_2} (c - < c >) \, dt}{\int_{t_1} (1 - < c >) \, dt + \int_{t_2} < c > \, dt}
\]  \hspace{1cm} (5.4)

where \( t_1 \) is the time when \( c \geq < c > \), and \( t_2 \) is the time when \( c < < c > \).

Figure 5.11 shows UM plotted against \( \eta_c \) at four downstream locations. A direct comparison with the Masutani and Bowmann (1987) experiment can not be made because UM has not been reported by them. The trend of the UM profile however, seems correct in comparison with the experiment of Konrad (1977), and the numerical simulation of Lin and Pratt (1987). As with the r.m.s. profile, the bimodal behavior or the dip does not appear. A possible reason for which, as explained in the previous section 5.2.2, is the use of the gradient diffusion hypothesis to model the turbulent transport term, or the inflow boundary condition.

Figure 5.11 indicates that the un-mixedness is large, which suggests that large scale turbulent eddies are present in the flow. This is consistent with the streaklines of point vortices given in Abdolhosseini and Milane (1998), where the large eddies appear in the
mixing layer development.

5.2.4 Spread of Concentration and Velocity

The mixing layer at each downstream location is characterized by the region between the velocity values of $1.05U_L$ and $0.95U_H$, where $U_L = 300$ cm/s is the lower slow free stream velocity and $U_H = 600$ cm/s is the upper fast stream velocity. Similarly, the scalar fractions (concentrations) are characterized by the region between values of 0.05 and 0.95. Note that the concentration values in the upper and lower free streams are 0.0 and 1.0 respectively. The above definition enables a convenient comparison between the spreads of velocity and concentration. Figure 5.12 shows a higher spread for concentration, i.e. the scalar mixing region extends further into the free stream than does the momentum mixing region, indicating enhanced transport of scalars over momentum. The spread of concentration plots also allow one to see any effects of varying parameters $S_{CT}$, $C_\phi$, and mixing models on the scalar field, as will be shown in sections 5.2.5 to 5.2.7.

5.2.5 Effect of turbulent Schmidt number

The turbulent Schmidt number $S_{CT} = \nu_T/\gamma_T$, is inversely related to the scalar diffusivity $\gamma_T$. Numerous tests were performed to examine the effects of varying scalar diffusion by varying $S_{CT}$, with convection and mixing remaining constant. Figures 5.13 to 5.15 show the results of the tests with $S_{CT} = 0.7, 0.5, 0.3, 0.2, 0.05$. Figure 5.13 and 5.14 show that the results with
$S_{CT} = 0.2$ and $0.3$ are in closer agreement with the experiment than the results with $S_{CT} = 0.5$ and $0.7$. The values of $0.5$ and $0.7$ are reported because they have been used in previous literature. The mean concentration in Figure 5.13 shows that the scalar field for $S_{CT} = 0.2$ spreads further and reaches the fast stream at $\eta_c = 0.12$, whereas for $S_{CT} = 0.3$ the fast stream is reached at $\eta_c = 0.13$. Figure 5.15 confirms that as the diffusion is increased by reducing the $S_{CT}$, the concentrations spread further into the free stream. The results of the lowered $S_{CT}$ demonstrated a marked influence of higher diffusion on r.m.s. profiles, as shown in Figure 5.14. A case with a smaller $S_{CT} = 0.05$ was run to see if enhanced diffusion can lower the r.m.s. near concentration centerline $\eta_c = 0.0$ and create a bimodal shape, as found by the experiment of Masutani & Bowmann (1986). Figure 5.14 shows that a higher level of diffusion is a component in creating the bimodal shape, i.e., two levels of decay rates as the profiles develop from the low speed stream to the high speed stream. However, it is clear from the trend of the r.m.s. profile that a simple increase in diffusion is not adequate because the fit in the data has deteriorated. A different approach is required to model the turbulent transport term, as was discussed in section 5.2.2., or improve the inflow boundary condition.

The Figure 5.14b shows r.m.s. of concentration for $S_{CT} = 0.3$ and $S_{CT} = 0.7$ for the simulation and the experiment of Masutani & Bowmann (1986). The r.m.s. of concentration profile shown for the experiment is for the downstream location 15 cm., which is a location in the most developed region of the layer for which experimental data is available. The bars in Figure 5.14b represent the error of magnitude $\Delta z = 0.07$ given in the experiment of Masutani & Bowmann (1986) for the mean concentration (mixture fraction) values. The figure shows that, the r.m.s. values for simulation with $S_{CT} = 0.7$ are within the magnitude of
error at the center. At the edges, especially the high speed side the r.m.s. values are lower than the experiment.

5.2.6 Effect of mixing models and constant $C_\phi$

With all other factors like mixing frequency and diffusion kept the same, Figure 5.16 shows that the Curl model results in notably higher mixing than the modified Curl model, with r.m.s. concentration profile being lower for the Curl model. There is no visible difference in the effect of the two models on mean concentration and the spread of concentration, shown in Figures 5.17 and 5.18, respectively.

The results for the tests with modified Curl model carried out by varying the constant $C_\phi$, as discussed in section 4.1.3, are shown in Figures 5.19 to 5.21. As $C_\phi$ is increased, the mixing frequency is increased, and the r.m.s. of concentration in Figure 5.19 decreases. The mean concentration profiles in Figure 5.20 show a notable variation only for a high value of $C_\phi = 2$. The difference in the spread of concentration is visible in Figure 5.21, downstream of $x/H = 0.9$.

5.2.7 Effect of convection due to turbulent diffusion

Inclusion of the third fractional step of convection due to turbulent diffusion, i.e., due to the gradient of eddy viscosity, resulted in a deterioration of the fit between the experimental data and the model. Figure 5.22 for the mean concentration shows that, compared to the base run
in Figure 5.7, the fast free stream is reached earlier, whereas the slow free stream is reached much later, at about \( \eta_c = -0.07 \). The r.m.s. profiles in Figure 5.23 imply higher mixing on the high speed side, as is the case with base run, but the profiles in general show a deterioration in similarity. This point was not further investigated because the physical interpretation is unclear.

### 5.2.8 Effect of constant mixing frequency

In order to interpret the asymmetry in the r.m.s. concentration profiles, i.e. the lower r.m.s. on the high speed side, a numerical experiment was conducted using a constant mixing frequency \( \omega \) across the mixing layer. A numerical study by Vanormelingen and Bulek (1999) suggested high sensitivity of r.m.s. profiles to the variation in mixing frequency. The study showed that the asymmetry in mixing frequency, i.e. considerably higher mixing frequency on the high speed side, was responsible for a lower r.m.s. of concentration on the high speed side. The constant mixing frequency shown in Figure 5.24, is an average of the lateral variation shown in Figure 5.10a, at each streamwise location. In comparison with the base run, the mean profile in Figure 5.25 shows no notable difference, whereas the r.m.s. of concentration in Figure 5.26 show higher values indicating slightly less mixing. Therefore, the uniformity of the mixing frequency across the mixing layer does not explain the asymmetry in the r.m.s. profile. The asymmetry with lower r.m.s. values on the high speed side are due to the inflow boundary condition for concentration. In the present simulation, it is the value of the centre of the tangent hyperbolic profile \( y_{oc} = 16.9 \) cm., in eq. (4.22),
which produces the asymmetry.

5.2.9 Probability Density Function

The plots for the probability density function (p.d.f.) of the scalar mixture fraction or concentration are shown in Figures 5.27 to 5.29 at several cross-stream locations for downstream stations $x = 18, 21,$ and $24$ cm., that is, $x/H = 0.56, 0.66,$ and $0.75$. The p.d.f. at downstream station $x = 21$ cm. in Figure 5.27 is discussed first, since the mean and r.m.s. profiles were in best agreement with the experiment at this station. The p.d.f.s at six cross-stream locations are presented starting from a location on the high speed side, that is positive $\eta_c$, and then step towards the low speed side, that is negative $\eta_c$. The p.d.f.s have been observed to fall into two classes: marching p.d.f.s, in which the most probable value of the scalar varies across the layer, with the most probable value on each side of the layer being closer to the free stream value of that side, and non-marching p.d.f.s, in which the most probable value of the scalar is substantially independent of the position in the layer, (Rogers and Moser 1994).

Figures 5.27(a,b,c) show p.d.f.s for cross-stream locations on the high speed side. Figure 5.27a shows p.d.f. at location $\eta_c = 0.05$, with most probable (peak) value very near to the fast free-stream mixture fraction or concentration value of $\xi = 0.0$. The curve is truncated to keep the same range of probability density, so that the p.d.f.s at different locations may be compared. For $\eta_c = 0.017$, a location further away from the fast stream, the peak p.d.f. value moves slightly away from $\xi = 0.0$, as shown in Figure 5.27b, but the peak value is still close
to the fast free stream concentration. Similarly, the peak value for $\eta_c=0.008$, shown in Figure 5.27c, moves further away but is still closer to the fast free stream concentration $\xi=0.0$ than to slow free stream concentration $\xi=1.0$. This indicates a slight marching behaviour on the high speed side. High values of concentration at the edges of the curves are because of the unmixed fluid; they are not representative of the p.d.f.s, and therefore ignored. On the low speed side, Figure 5.27d shows a peak p.d.f. value near $\eta_c=0.4$, and Figures 5.27(e,f), do not show any clear peak values. By the definition given above, this is clearly a non-marching behaviour.

Another observation that is made from Figure 5.27 is that the p.d.f. shape of the passive scalar show higher mixed fast stream fluid probabilities over a larger cross-stream extent of the mixing layer as compared with the slow stream fluid. Figures 5.27(a,b,c), show high probabilities for fast stream fluid, whereas Figures 5.27(d,e,f) do not show high probabilities for the slow stream fluid. This indicates that the mixing layer entrains and subsequently mixes larger volumes of fast-stream fluid. Mixture fraction p.d.f.s at $x=18$ and 24cm, shown in Figures 5.28 and 5.29, respectively, were found to be qualitatively similar.
Figure 5.1: The mesh lines show the mean velocity profiles at four downstream locations. Included for comparison is the data from the experiment of Masutani & Bowmann (1986).
Figure 5.2: (a) Momentum thickness, (b) momentum thickness growth rate, versus x/H.
Figure 5.3a: Downstream evolution of (i) r.m.s. longitudinal velocity fluctuations, (ii) r.m.s. lateral velocity fluctuations, (iii) negative cross-stream correlation.
Figure 5.3b: Downstream evolution of (i) r.m.s. lateral velocity fluctuations, and (ii) negative cross-stream correlation, compared with experimental data of O&W (1982)
Figure 5.4: Downstream evolution of vorticity thickness.
Figure 5.5: Eddy viscosity at four downstream locations.
Figure 5.6: Downstream evolution of maximum Eddy viscosity.
Figure 5.7: Mean concentration profiles at four downstream locations. Included for comparison is the data from the experiment of Masutani & Bowmann (1986).
Figure 5.8: Comparison of mean concentration profile and the normalized mean velocity profile at downstream location 21 cm., i.e., $x/H = 0.66$. 
Figure 5.9: RMS of concentration profiles at four downstream locations. Included for comparison is the data from the experiment of Masutani & Bowmann (1986).
Figure 5.9b: RMS of concentration profiles at four downstream locations. Included for comparison is the data from the experiment of Masutani & Bowmann (1986), and Batt (1977).
Figure 5.10a: Mixing frequency vs. $\eta_c$ between downstream locations, $x/H = 0.41$ to 0.75.
Figure 5.10b: Mixing frequency vs. $\eta$, between downstream locations, $x/H = 0.41$ to 0.75.
Figure 5.11: Unmixedness profiles at four downstream locations.
Figure 5.12: Spread of concentration and velocity plot, downstream of respective virtual origins.
Figure 5.13: Effect of $Sc_r$ on mean concentration profiles, shown at downstream location 21 cm. ($x/H = 0.66$), for $C_0 = 0.8$. Included for comparison is the data from the experiment of Masutani & Bowmann (1986), at downstream location 11 cm.
Figure 5.14: Effect of $Sc_T$ on RMS of concentration profiles, shown at downstream location 21 cm. ($x/H = 0.66$), for $C_0 = 0.8$. Included for comparison is the data from the experiment of Masutani & Bowmann (1986), at downstream location 11 cm.
Figure 5.14b: RMS of concentration profiles, shown at downstream location 21 cm. (x/H = 0.66) for Sc_t = 0.3 and 0.7, shown against the data from the experiment of Masutani & Bowmann (1986) at downstream location 15 cm.
Figure 5.15: Effect of $Sc_T$ on spread of concentration, for $C_\phi = 0.8$. Also shown is the spread of velocity.
Figure 5.16: Effect of mixing models on RMS concentration profiles, shown at downstream location 21 cm. ($x/H = 0.66$), for $S_{c_l} = 0.3$ and $C_a = 0.8$. Included for comparison is the data from the experiment of Masutani & Bowmann (1986), at downstream location 11 cm.
Figure 5.17: Effect of mixing models on mean concentration profiles, shown at downstream location 21 cm. ($x/H = 0.66$), for $Sc_c = 0.3$ and $C_s = 0.8$. Included for comparison is the data from the experiment of Masutani & Bowmann (1986), at downstream location 11 cm.
Figure 5.18: Effect of mixing models on spread of concentration. Also shown is the spread of velocity.
Figure 5.19: Effect of constant $C_*$ on RMS of concentration profiles, shown at downstream location 21 cm. ($x/H^* = 0.66$), for $Sc_*=0.3$. Included for comparison is the data from the experiment of Masutani & Bowmann (1986), at downstream location 11 cm.
Figure 5.20: Effect of constant $C_\phi$ on mean concentration profiles, shown at downstream location 21 cm. ($x/H = 0.66$), for $Sc_T = 0.3$. Included for comparison is the data from the experiment of Masutani & Bowmann (1986), at downstream location 11 cm.
Figure 5.21: Effect of $C_4$ on spread of concentration shown downstream of $x/H = 0.9$, for $Sc_r = 0.3$. 
Figure 5.22: Mean concentration profiles at four downstream locations, for simulation with parameters of the base run, but including the third fractional step, the gradient of eddy viscosity. Included for comparison is the data from the experiment of Masutani & Bowmann (1986).
Figure 5.23: RMS of concentration profiles at four downstream locations, for simulation with parameters of the base run, but including the third fractional step, the gradient of eddy viscosity. Included for comparison is the data from the experiment of Masutani & Bowmann (1986).
<table>
<thead>
<tr>
<th>(cm.)</th>
<th>(x/H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>0.41</td>
</tr>
<tr>
<td>18</td>
<td>0.56</td>
</tr>
<tr>
<td>21</td>
<td>0.66</td>
</tr>
<tr>
<td>24</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Figure 5.24: Constant cross-stream mixing frequency between downstream locations, x/H = 0.41 to 0.75, for $C_\phi = 0.8$. 
Figure 5.25: Mean concentration profiles at four downstream locations, for a constant cross-stream mixing frequency. Included for comparison is the data from the experiment of Masutani & Bowmann (1986).
Figure 5.26: RMS of concentration profiles at four downstream locations, for a constant cross-stream mixing frequency. Included for comparison is the data from the experiment of Masutani & Bowmann (1986).
Figure 5.27: PDF shape of passive scalar at several cross-stream locations, for downstream station $x=21\text{cm}$ ($x/H=0.66$). a) $\eta_s=0.05$; b) $\eta_s=0.017$; c) $\eta_s=0.008$; d) $\eta_s=0.01$; e) $\eta_s=0.02$; f) $\eta_s=0.037$. 
Figure 5.28: PDF shape of passive scalar at several cross-stream locations, for downstream station $x=18\text{cm}$ ($x/H=0.56$). a) $\eta_e=0.052$; b) $\eta_e=0.029$; c) $\eta_e=0.0064$; d) $\eta_e=-0.016$; e) $\eta_e=-0.028$; f) $\eta_e=-0.04$. 
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Figure 5.29: PDF shape of passive scalar at several cross-stream locations, for downstream station x=24 cm (x/H=0.75). a) \( \eta_c = 0.054 \); b) \( \eta_c = 0.024 \); c) \( \eta_c = 0.002 \); d) \( \eta_c = 0.01 \); e) \( \eta_c = 0.02 \); f) \( \eta_c = 0.035 \).
Chapter 6

Conclusions and Recommendations

6.1 Conclusions

The turbulent flow characteristics for the two-dimensional spatially growing mixing layer are well predicted by the vortex-in-cell (VIC) method. The mean velocity and r.m.s. longitudinal fluctuations in the simulations' region of similarity show a good agreement with the experimental measurements of Masutani & Bowmann (1986). Data for comparison of the r.m.s. lateral velocity fluctuation and the negative cross-stream correlation is not available for the Masutani & Bowmann (1986) experiment, but both show good similarity and have peak values close to the experiment of Oster & Wygnanski (1982) in which a velocity ratio of 0.6 is used. The growth of the momentum thickness \( \frac{d\theta}{dx} = 0.0162 \) and the growth of the vorticity thickness \( \delta_\omega = 0.062 \) for the simulation, are lower but close to the experimental values of \( \frac{d\theta}{dx} = 0.0165 \) and \( \delta_\omega = 0.0706 \), respectively. It is to be noted that the growth of the Masutani & Bowmann (1986) experimental layer is slightly faster than the value measured by the majority of other experiments.

The p.d.f. transport equation using the Monte-Carlo technique is able to predict some
of the features of the scalar field. The mean concentration profiles show that the concentration values in the mixing layer are influenced more by the high speed fluid. Comparison between the mean concentration profile and the mean velocity profile, and the comparison between the spread of concentration and velocity, show that the scalar mixing region extends further into the free stream than does the momentum mixing region, indicating enhanced transport of scalars over momentum. The r.m.s. profiles exhibit mixing asymmetry, with the high speed fluid mixing at a faster rate than the low speed fluid. The asymmetry in the present work, however, is found to be due to the selection of the value of the centre of the hyperbolic tangent profile, used as the inflow boundary condition in the scalar field simulation. The bimodal behaviour in the r.m.s. concentration profile of the Masutani & Bowmann (1986) experiment could not be reproduced in this work, and this is attributed to the use of gradient diffusion hypothesis to model the turbulent transport term, or to the use of inappropriate inflow boundary condition. The p.d.f. shape of the passive scalar shows higher mixed fast stream fluid probabilities over a larger cross-stream extent of the mixing layer as compared with the slow stream fluid, and this indicates that, the mixing layer entrains and subsequently mixes larger volumes of high-speed fluid.

Therefore, it can be concluded that with the VIC technique giving the velocity field, the Monte-Carlo PDF approach is a modelling tool that can be adopted for passive mixing layers. Moreover, it will be very valuable for reactive mixing layers as there is no closure needed for the chemical source term.
6.2 Recommendations

Though this study could predict the scalar statistics quite well, it could not reproduce the bimodal behaviour in the r.m.s. scalar fluctuation. The following aspects could be looked into to improve the results as regards to bimodal behaviour.

1) The turbulent transport term could use instantaneous velocity fluctuations given by the VIC method, instead of using gradient-diffusion model for the term.

2) To close the mixing term in eq.(4.1), the Linear Mean Square Estimation (LMSE) model may be used. Unlike the Curl and modified Curl mixing models, which are stochastic and discontinuous, the LMSE is deterministic and continuous. The model assumes that the molecular mixing has the effect of driving each particle towards the mean.

3) A different approach may be used to compute the mixing frequency. Numerical study of Vanormelingen and Bulck (1999) established, that a substantial non-uniform variation of the mixing frequency with the lateral distance, is needed to produce the bimodal behaviour in the r.m.s. concentration profiles.

4) Investigate various inflow boundary conditions, such as forcing the edge of splitter plate, or adding the wake effect generated by the splitter plate as suggested by Sandham and Reynolds (1989)

With the Monte-Carlo PDF approach established as a valuable modelling tool for passive mixing layers, an isothermal fast chemical reaction may be added. This approach does not require any closure for the chemical source term.
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Appendix
Appendix A

This simulation work uses two main programs and two post processing programs given below:

1) vic.f : This main program does the vortex-in-solution of the mixing layer, and generate the flow field. The data files written are, p483022B.dat, eddy.dat, p482508.dat, with variables, U, V, v, \( \epsilon/k \), \( \Omega \), \( \theta \), u', v', \( \partial U/\partial y \).

2) vicPP.f90 : A post-processing program for the flow field. It reads output data files of vic.f, computes the similarity variable \( \eta_c \), vorticity thickness, velocity spread, filters v and writes data for plotting vs. \( \eta_c \). The output is to files eddyC.dat, momThicknss.dat and momSlope.dat, MeanVel.dat, stats.dat, statsC.dat, vortTh2.dat, velSpread.dat.

3) pdf.f90 : This second main program does the Monte-Carlo simulation of the pdf transport equation. Reads the data files p483022B.dat, eddyC.dat, p482508.dat, for variables, U, V, v, \( \epsilon/k \), \( \theta \). Every 1000 steps write out scalar statistics to new data files rms{step number}.dat, pdf{step number}.dat.

4) scalarPP.f90 : Post processing of the Monte-Carlo simulation, reads output data files of pdf.f90, computes the similarity variable \( \eta_c \), concentration spread, and writes scalar statistics for plotting vs. \( \eta_c \). The output is to files MeanConc.dat, RMSConc.dat, UM.dat, Mean_Flow.dat, Mean_Scalar.dat, concSpread.dat, scalarPdf.dat.

The flow charts for these programs follows:
The programs are run in the following order.

**vic.f**: Does the vortex-in-solution of the mixing layer, and generate the flow field. The data files written are, p483022B.dat, eddy.dat, p482508.dat, with variables, \( U, V, v, \varepsilon/k, \Omega, \theta, u', v', u'v', \partial U/\partial y \)

**vicPP.f90**: Reads output data files of vic.f, computes the similarity variable \( \eta_r \), vorticity thickness, velocity spread, filters \( n_T \) and writes data for plotting vs. \( \eta_r \). The output is to files eddyC.dat, momThickness.dat and momSlope.dat, MeanVel.dat, stats.dat, statsC.dat, vortTh2.dat, velSpread.dat

**pdf.f90**: Does the Monte-Carlo simulation of the pdf transport equation. Reads the data files p483022B.dat, eddyC.dat, p482508.dat, for variables, \( U, V, v, \varepsilon/k, \theta \). Every 1000 steps write out scalar statistics to new data files rms\{step number\}.dat, pdf\{step number\}.dat

**scalarPP.f90**: Reads output data files of pdf.f90, computes the similarity variable \( \eta_c \), concentration spread, and writes scalar statistics for plotting vs. \( \eta_c \). The output is to files MeanConc.dat, RMSConc.dat, UM.dat, Mean_Flow.dat, Mean_Scalar.dat, concSpread.dat, scalarPdf.dat
**vic.f:**
Flow chart for the main flow program

- Initialize equidistant vortices at the level of the splitter plate
- Assume initial values for stream function $\psi$
- Apply the boundary conditions
- Start of time-step loop
- Distribute the vorticity to four neighbouring nodes using area weighting scheme
Solve the Poisson's equation for $\psi$. Use Gauss-Seidel iteration with left-to-right sweep of the grid points and bottom to top sweep of the lines. Solve for convergence of 0.001%.

Compute velocities at the nodes

Using bilinear interpolation, compute the velocities at the location of each vortex.

Update the coordinates of the vortices

Introduce a new vortex at the edge of the splitter plate. Discard the vortex with longest residence time.
Compute r.m.s. of vorticity, mixing frequency and eddy viscosity

If (number of steps <

Write out data files, p483022B.dat, eddy.dat, p842508.dat. Key variables written out are; U, V, v, ε/k, Ω, θ, u, v, uν, ∂U/∂y

else STOP
vicPP.f90:
The program post processes the data of main flow program vic.f, computes similarity variable, vorticity thickness, and write data files for plotting.

Read output of vic.f in data files; p483022B.dat, eddy.dat, p482508.dat

Smoothen eddy viscosity, and write out eddyC.dat

Write out momentum thickness and slope in momThickness.dat and momSlope.dat

Compute the similarity variable $\eta_v$

To plot of flow statistics vs. the similarity variable $\eta_v$ at four downstream locations, write out data files, MeanVel.dat, stats.dat, statsC.dat
Compute stream-wise spread of velocity and write out velSpread.dat

Compute stream-wise vorticity thickness and write out vortTh2.dat
pdf.f90:
Flow chart for main program doing PDF computation using MonteCarlo technique

1. Initialize the concentration values at each node

2. Apply the boundary condition at inflow

3. Read the flow parameters from data files given by VIC
   - Momentum thickness from file P48508.dat
   - $\bar{U}, \bar{V}, \nu_T$ from file eddyC.dat
   - $(\epsilon/k)$ from file p483022B.dat

4. Compute the mixing frequency $\omega = C_\phi \cdot (\epsilon/k)$
Start Lagrangian time-step loop, DO 99

Apply time criteria to compute time step size

Compute number of particles for stream-wise displacement, by convection due to mean flow

Call sub-routine NUMBERSOUT to retain integer part and store fractional part for next step

Call sub-routine RAND for random selection of particles (concentrations) to be displaced

Call sub-routine DEPLETION to displace the particles
Compute number of particles for cross-stream displacement, by convection due to mean flow

Call sub-routine NUMBERSOUT

Call sub-routine RAND

Call sub-routine DEPLETION

Call sub-routine UPDATE_CONVECTION to update all the nodes after convection due to mean flow

If convection due to gradient of diffusion is implemented, it’s velocity components are combined with the velocity components of the mean flow, and then displacement due to convection is carried out.

reapply to maintain the boundary condition at inflow
Compute number of particles for stream-wise longitudinal displacement, by diffusion

Call sub-routine

Call sub-routine RAND

Call sub-routine DEPLETION

Similarly, displace particles in negative longitudinal direction, and upward and downward cross-stream directions.

Call sub-routine UPDATE_DIFFUSION to update all the nodes after diffusion

reapply to maintain the boundary condition at inflow
Compute number of pairs of particles to be mixed

Call sub-routine RAND for random selection of particle (concentration) pair

Mix each pair of particle concentrations according to the defined mixing model

Reassign concentrations after mixing and update the 3-D arrays storing concentrations

If number of steps > 1000
start computation of probability density function (pdf) for concentration

Every 1000 steps write pdf values to a new data file, pdf{step number}.dat

125
If (1000 < number of steps > 4000)
compute mean concentration

If (4000 < number of steps > 12000)
compute r.m.s. of concentration, and
unmixedness

Every 1000 steps write out scalar statistics
to a new data file, rms{step number}.dat

If (number of steps > 12000)
STOP

Continue 99
**scalarPP.f90:**
The program post processes the data of main program pdf.f90, and write data files for plotting. Also reads some flow parameters for comparison plots.

- Read file rms012000.dat to obtain scalar statistics
- Read file eddyC.dat for stream-wise mean velocity U
- Compute similarity variable $\eta_c$
- For plotting of scalar statistics vs. the similarity variable $\eta_c$ at four downstream locations, write out data files, MeanConc.dat, RMSConc.dat, UM.dat
- To compare flow and scalar mean, write out data files, Mean_Flow.dat, Mean_Scalar.dat
Read pdf012000.dat and write out in scalarPdf.dat, for selective stream-wise locations, the probability density and concentration values vs. $\eta_c$

Compute spread of concentration and write out at each downstream location in file concSpread.dat