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Abstract

The key to multi-service platform performance with QoS support is to provide appropriate switching and scheduling mechanisms at various contention points in a network. In this thesis, we focus on the two key elements in any traffic scheme: switching and scheduling. We introduce innovative switching architecture and scheduling algorithms designed to keep them in line with network operations. In ATM networks, we propose per-VC queueing architecture and per-VC scheduling. In IP networks, we propose per-flow queueing in access routers and VC-merge in core routers to address the scalability issue. We also introduce per-flow scheduling in tandem to our switching architecture. We conduct performance analysis to evaluate the performance of our proposed switching and scheduling schemes. Simulations are used to validate our analytical results.
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Chapter 1

Introduction

1.1 Overview

The international standard body CCITT (now called ITU-T) defines the transfer mode as a technique for transmission, multiplexing, and switching aspects of communication networks. In broadband integrated services digital network (B-ISDN), asynchronous transfer mode (ATM) is the switching and transport mode of choice.

The fixed size of 53-byte for ATM cells reduces the variance of delay making ATM networks suitable for integrated traffic consisting of voice, video, and data. Providing the desired quality of service (QoS) for these various traffic types is much more complex than voice networks or data networks of today. Key QoS parameters include delay, delay jitter, bandwidth allocation, buffer occupancy, etc. Proper traffic control helps ensure efficient and fair flow regulation and resource management within the networks in spite of constantly varying demand. This is particularly important for the data traffic which has very little
predictability and therefore can not reserve resources in advance as in the case of voice networks.

Traffic control is one of the most active areas of research in high-speed networking. With communications bandwidth well into the Gb/s range and with Tb/s on the horizon, many of the assumptions that influenced the design of existing traffic control schemes begin to fall apart. One of the fundamental parameters in networking is the ratio between propagation delay and message transmission time [41]. In Gb/s or Tb/s ATM and IP networks, cell or packet transmission time is so small that the above ratio becomes very large, thereby rendering ineffective many of the schemes that rely on feedback from the network in order to regulate traffic flows. The nature of traffic within the networks is also significantly altered. The amount of data traffic, fueled by the widespread used of World Wide Web (WWW), is poised to surpass the amount of voice traffic. Furthermore, real-time services such as interactive video typically require a bandwidth guarantee from the network. Unlike the traditional voice circuits where the bandwidth requirement was fixed (e.g. 64 Kb/s), these new services have bandwidth requirements which may vary by several orders of magnitude, both from connection to connection and at different times within the same connection. This dynamic, heterogeneous, time-varying network environment with different services and QoS requirements, drives researchers to investigate many new concepts and approaches. The research work carried out in this thesis represents our efforts to contribute to this exciting field.

The key to efficient multi-service platform performance in ATM/IP networks is to provide appropriate queueing and scheduling mechanisms at various contention points in
the networks [23]. In this thesis, we focus on the design and analysis of the switching architecture and scheduling algorithm, the two crucial components in any traffic control schemes. We first present our switching and scheduling mechanisms in the context of ATM networks. We then extend these mechanisms to IP networks, which gather tremendous attentions due to explosive growth of the Internet traffic.

1.2 Literature Review

1.2.1 Traffic classification

ATM networks are expected to offer a wide variety of services with diverse traffic characteristics and multiple levels of quality of services (QoS). ATM Forum, which is actively involved in ATM standards development worldwide, classifies traffic according to the following five ATM-layer service categories [21]:

- CBR: Constant Bit Rate,
- rt-VBR: Real-time Variable Bit Rate,
- nrt-VBR: Non-real-time Variable Bit Rate,
- ABR: Available Bit Rate, and
- UBR: Unspecified Bit Rate.

The CBR service category is used by connections that request a fixed (static) amount of bandwidth, characterized by a peak cell rate (PCR) value that is continuously available
during the connection lifetime. The source may emit cells at or below the PCR at any time, and for any duration (or may be silent). The CBR service provides a constant-bandwidth pipe that can be used to support stringent QoS guarantees on the cell loss rate (CLR), maximum cell transfer delay (CTD), and cell delay variation (CDV).

The real-time VBR service category is intended for time-sensitive applications, (i.e., those requiring tightly constrained delay and delay variation), as would be appropriate for voice and video applications. Sources are expected to transmit at a rate which varies with time. Equivalently, the source can be described as “bursty”. Traffic parameters are peak cell rate (PCR), sustainable cell rate (SCR) and maximum burst size (MBS). Cells which are delayed beyond the value specified by CTD are assumed to be of significantly less value to the application. Real-time VBR service may support statistical multiplexing of real-time sources.

The non-real time VBR service category is intended for applications which have bursty traffic characteristics and do not have tight constraints on delay and delay variation. As for rt-VBR, traffic parameters are PCR, SCR and MBS. For those cells which are transferred within the traffic contract, the application expects a low cell loss ratio (CLR). For all cells, it expects a bound on the cell transfer delay (CTD). Non-real time VBR service may support statistical multiplexing of connections.

The available bit rate (ABR) is a service category intended for sources having the ability to reduce or increase their information rate if the network requires them to do so. This allows them to exploit the changes in the ATM layer transfer characteristics (i.e., bandwidth availability) subsequent to connection establishment.
The unspecified bit rate (UBR) service category is a “best effort” service intended for non-critical applications, which do not require tightly constrained delay and delay variation, nor a specified quality of service. UBR sources are expected to transmit non-continuous bursts of cells. UBR service supports a high degree of statistical multiplexing among sources.

ATM is designed with integrated QoS support. On the contrary, IP was designed not to distinguish packets. The original design goal of TCP/IP is to provide best-effort service to every packet, where all transmissions are considered equal and no delivery guarantee are made. There is no traffic classification schemes at all within the original TCP/IP protocol suite.

1.2.2 Switching

Conceptually, ATM networks are packet-switching networks in which each ATM cell in the networks is transported independently along a fixed route. ATM technology is connection-oriented in that the end-to-end path followed by each connection is pre-established before any cell transfer starts. In simple terms, an ATM switch transports cells from the incoming links to the outgoing links using the routing information in the cell header (Virtual Path Identifier (VPI) and Virtual Connection Identifier (VCI) fields) and information stored in the switch. The primary functionality of an ATM switch is to route cells from an input port to the appropriate output port.

When more than one cell attempts to access an output port simultaneously, a phenomenon called output-port contention occurs. When this happens, only one of the con-
tending cells can be sent to the outgoing link. Other cells may be stored in a buffer temporarily or they are simply dropped by the switch. The second functionality of an ATM switch is to buffer cells destined to the same output port at the same time.

Various ATM switches with different architectures have been proposed in the literature. Most designs are centered around the above two functionalities. In other words, they are port-oriented as opposed to connection-oriented. Following the classification in [68], switch fabrics proposed for ATM networks are divided into three categories:

- shared medium architecture [10, 61, 62],
- shared memory architecture [12, 35], and
- space division architecture [28, 45, 70].

Most switch designs reported in two survey papers on ATM switches [1, 2] fall into one of the above three categories.

Packet switching in an IP network is usually accomplished by software and the term routing is used instead of switching. The Internet is the most widely used IP network. The bulk of the Internet uses a distributed scheme in which the path from the source to the destination is not fixed, and each IP packet travels hop by hop between source and destination. Streamlining this routing process could significantly boost the Internet performance. Several vendors have proposed to overhaul the legacy router architecture [36, 50, 56, 64]. Although the details of their implementations vary, there is one fundamental concept shared by all these proposals: map the route information to short fixed-length
labels, so that next-hop routers can be determined quickly through indexing rather than some type of searching (or matching longest prefixes) [65].

1.2.3 Scheduling

Traffic scheduling is used in diverse environments to satisfy a variety of objectives. A common application of scheduling algorithms is to provide network-level QoS to connections by isolating their traffic from other, possibly misbehaving, traffic. Another application is to achieve statistical multiplexing gain by enabling connections to share any available bandwidth in an equal or weighted fashion.

The literature is voluminous in the research area of fair scheduling in packet and ATM networks. In recent years, many ingenious algorithms have been proposed, such as virtual clock [72], generalized processor sharing [53], self-clocked fair queueing [24], virtual spacing [57], WF2Q [3], logarithmic calendar queue [9], etc. Most algorithms are based on the idea of associating to each arriving packet, or cell in the context of ATM, a virtual time-stamp calculated with respect to an increasing reference virtual clock. The smaller the time-stamp, the higher the priority of the corresponding packet or cell to access the transmission facility. These algorithms proved efficient in guaranteeing the fairness among traffic flows.
1.3 Motivations and Objectives

1.3.1 Motivations

Switching and scheduling are key to enable QoS in any traffic control schemes in ATM and IP networks. Therefore, we shall focus on these two crucial components in this thesis. In this section, we shall make an observation on the shortcomings of current switching and scheduling schemes as discussed in the Literature Review section from which we shall propose our remedies.

Traffic classification

ATM Forum defines five service categories (CBR, rt-VBR, nrt-VBR, ABR, UBR) as a way of classifying traffic carried within ATM networks. The above classification method is too complicated, and ATM Forum is still struggling on how to deal with bursty data transfer. Originally, only one type of VBR service was defined. As time evolves, it was recognized that we needed to distinguish between real-time video traffic and non-real-time data traffic. So VBR was split into two flavors: rt-VBR and nrt-VBR. This improved bursty data traffic handling, but it did not solve the problem completely. ATM Forum introduced ABR service to exploit idle bandwidth for data bursts. But the rate-based approach is too complicated and full-fledged ABR flow control has not been supported in mainstream ATM switches yet. From ATM end-users’ perspective, they can not predict their traffic pattern, and therefore they can not inform the underlying ATM network about all those traffic parameters such as PCR, SCR, MBS, etc. The nrt-VBR or ABR service is
just too complex and expensive for bursty data transfer. ATM Forum is now considering
to introduce another new service category called UBR+ or Guaranteed Frame Rate (GFR)
[60], which is designed to address ATM end-users’ requirement of choosing a really simple
service like UBR, while receiving a minimum throughput guarantee from the ATM network.
At the time of this writing, specification on GFR is not finalized yet. There is much and
continuous interest in traffic classification for simple but efficient network operation.

Switching

Traditional ATM switch designs [1, 2] were port-oriented. They were based on “first-in,
first-out” (FIFO) principle: cells leaving an output port were organized into a FIFO queue
and processed in the order in which they arrived. The FIFO queueing worked well for
homogeneous traffic, but failed badly for heterogeneous traffic. The drawback of FIFO
queueing has long been recognized, and many variations of FIFO queueing (e.g. weighted
fair queueing [15]) have been proposed. For any connection-oriented technology such as
ATM, we feel that the answer to an effective solution lies in having a separate queue for
each connection.

Scheduling

The scheduling algorithms discussed in the Literature Review section are based on the idea
of associating to each arriving packet, or cell in the context of ATM, a virtual time-stamp
calculated with respect to an increasing reference virtual clock. The smaller the time-
stamp, the higher the priority of the corresponding packet or cell to access the transmission
facility. These algorithms proved efficient in guaranteeing the fairness among traffic flows. However, the inherent complexity of the virtual time-stamp approach makes practical implementation difficult and expensive, especially in high-speed Tb/s networks. Moreover, the use of a reference clock implies that it can not be reset to zero until the system is idle. Research is still much needed in the area of scheduling to produce feasible algorithms in Tb/s networks, while achieving bandwidth guarantee and fair allocation at the same time.

1.3.2 Objectives

The general objective of our research is to seek alternatives in traffic classification, switching, and scheduling in order to address the shortcomings observed in the previous subsection of Motivation. We shall focus on switching and scheduling which are key to enable QoS in any traffic control schemes.

To be more specific, we shall

- propose a new traffic classification scheme in which we shall avoid the complexity in the traffic classification and come up with a simple and effective scheme,

- introduce a new switching architecture in line with network operations; In this architecture, we shall break the traditional port-oriented approach in the ATM switch design and apply a connection-oriented approach,

- present a new scheduling mechanism in which we shall do away with any cell-based methods and use a connection-oriented technique to take full advantage of connection-oriented switching architecture, and
- explore the possibility of extending our proposed switching and scheduling schemes to high-speed IP networks.

1.4 Methodology and Approaches

In this section, we detail how we fulfill our general objective of addressing various issues related to switching and scheduling and introducing innovative solutions in terms of switching architecture and scheduling mechanism.

We use a network model which is widely implemented in practice, such as the Internet. In this network model, nodes-switches are interconnected to form a network. Hosts-terminals are attached to switches at the network edge. This commonly used network model can be found in any textbook on networking, e.g. [58].

For traffic characterization, we apply popular models for various types of traffic. We adopt the use of constant bit-rate model for voice traffic, variable bit-rate model for video traffic, and ON-OFF model for bursty data traffic. The above traffic models can be easily found in the literature, e.g. [58]. For queueing models used in performance analysis, the backbone network cloud is treated as tandem queues.

In our work on traffic classification, we do not follow ATM Forum which defines a large number of traffic classes and complex traffic descriptors. Our proposal is to introduce a small number of classes and do away with complex traffic descriptors in both ATM and IP networks. The benefits of such a scheme include realistic specification on bursty traffic by end users and simple network operations for service providers.
In our work on designing ATM switches, we do not take a port-oriented approach which has been prevalent in the literature. Port-oriented approaches limit the design focus only on the buffering and routing aspect of an ATM switch. In our research, we take a connection-oriented approach to keep the ATM switch design in synchronization with network operation, which is to provide transport services on an end-to-end basis. With this design goal in mind, we come up with an ATM switch design with per-VC (Virtual Connection) queueing architecture. To the best of our knowledge, our paper on per-VC queueing design [77] was the first in the literature. To evaluate the performance of per-VC queueing architecture, queueing analysis is carried out to analyze the buffer occupancy distribution.

Per-VC queueing architecture is powerful in the sense that it provides isolation to each VC so that precise traffic management can be exerted on each individual connection without affecting other VCs. The shift in the structure of ATM switches is significant, and it has profound implications on the operations of ATM networks. One of these implications is its impact on scheduling.

In our work on designing a scheduling algorithm for per-VC queueing ATM switches, we do not take a per-cell based approach which has been dominant in the literature. Per-cell based method is cost-prohibitive in high-speed Tb/s networks. Instead, we move up one level of “abstraction” and take a connection-oriented approach, which significantly reduces the computational effort and is also in line with network operation of providing end-to-end transport services. We introduce a Per-VC Queueing Scheduler (PVQS) which handles scheduling in the output port of per-VC queueing ATM switches. Since our scheduling
computation is carried out on a per connection (per flow) basis, not on a per cell (per packet) basis, we demonstrate that this leads to a significant reduction in the computational effort, and makes the algorithm suitable for practical implementation in high-speed networks. To evaluate the performance of PVQS, tandem queueing model is used and queueing analysis is carried out to derive the end-to-end delay and delay jitter bounds.

After the study of switching and scheduling in the ATM networks, we explore the potential of extending our schemes into IP networks. TCP/IP was originally designed to support best-effort services. With the introduction and explosion of World Wide Web, the challenge of providing QoS support in IP networks starts to attract the attention of researchers. We find that switching and scheduling are still key to enable QoS in IP networks. On the design of IP switching routers, we use the per-VC queuing architecture as the foundation and conceive integrated cell and packet switching in routers to switch ATM cells and IP packets simultaneously. We also introduce modifications to the per-VC queueing architecture to address the concern of scalability for backbone routers. On the design of scheduling algorithms, we extend the idea of PVQS and introduce per-flow scheduling (PFS) as the scheduling mechanism in IP switching routers. To evaluate the performance of PFS, tandem queueing model is used and queueing analysis is carried out to analyze end-to-end delay, delay jitter, throughput, and buffer occupancy distribution.

To verify the validity of our analysis, simulations are conducted and results obtained are used to compare with analytical ones. Due to lack of support for our switching and scheduling models in commercial simulation packages such as OPNET [52], we have to resort to C or C++ programming language to write our own simulation code.
1.5 Contributions and Thesis Organization

The contributions of this thesis are listed as follows:

- a new traffic classification scheme based on the delay attribute; This scheme defines a small number (3 to be specific) of traffic classes to facilitate marking at the edge and merging in the core,

- a new type of switching architecture which is connection-oriented as opposed to traditional port-oriented design; Unlike other switches [27] with completely shared buffering, our proposed per-VC queueing architecture does not require an increase of the switch size. To the best of our knowledge, our paper on per-VC queueing architecture [77] was the first one reported in the literature,

- a new per-VC based scheduling method for use with the per-VC queueing; This is different from a per-cell based approach,

- a new per-flow queueing architecture in IP networks; This architecture allows us to integrate frame and cell switching in access routers and VC-merging in core routers;

- a new design of VC-merging in the core routers with a simple addition/ modification to the per-VC queueing ATM switches,

- a new per-flow based scheduling mechanism instead of per-packet based technique, and
• performance analysis of our proposed switching architecture and scheduling algo-

rithms that would demonstrate the validity of our design.

The rest of the thesis is organized as follows. Chapter 2 presents the network and traffic models. Chapter 3 studies switching and scheduling in ATM networks. We shall present per-VC queueing architecture in the ATM switch design and per-VC based scheduling. We shall carry out performance analysis to verify our design. In Chapter 4, we extend the above mentioned switching and scheduling schemes to IP networks. We shall present integrated frame and cell switching and per-flow based scheduling to provide QoS support in IP networks. We shall conduct performance analysis to validate our design. In Chapter 5, we provide some design guidelines. Chapter 6 concludes the thesis.

1.6 Publication List

The following is a list of our published papers:

• P. Zhou and O. Yang, “Design and analysis of per-flow queueing switches and VC-
merge switches based on the per-VC queueing architecture,” Computer Commun.,
special issue on support of multimedia communications over the Internet, vol. 23,

• S. Jha, P. Zhou, and O. Yang, “Performance evaluation of joint per-VC scheduling
and credit-based flow control in high-speed ATM networks,” in Proc. IEEE
IPCCC'00, Phoenix, AZ, Feb. 2000, pp. 571-577.

• P. Zhou and O. Yang, “Reducing buffer requirement for VC-merge capable ATM


15


Chapter 2

Network Description and Models

In this chapter, we discuss the network model and the traffic model to be used in the rest of this thesis.

2.1 Generic Layout of Network under Consideration

Figure 2.1 illustrates a generic topology for an ATM (IP) network in our investigation: users/hosts are attached to access switches (routers), and access switches (routers) are interconnected to a backbone cloud formed by core switches (routers). The job of the access/core switches (routers) is to carry data units (cells in ATM networks and packets in IP networks) from host to host to enable end-to-end communications. By separating the pure communication aspects of the network (the access and core switches/routers) from the application aspects of the network (the hosts), the complete network design is greatly simplified [63]. This commonly used network model can be found in any textbook on
networking, e.g. [58, 63].

2.2 Traffic Models

In this thesis, we apply popular models for various types of traffic. We adopt the use of constant bit-rate model for voice traffic, variable bit-rate model for video traffic, and ON-OFF model for bursty data traffic. The above traffic models can be easily found in the literature, e.g. [58].

It has been known for many years that an analog voice signal can be sampled and quantized at a fixed rate, resulting in a 64 Kb/s stream traffic. Lower bit-rates are also feasible for voice traffic with proper encoding techniques such as ADPCM. It is natural to
use a constant bit-rate model to characterize voice-type sources which generate traffic at a constant bit-rate. Figure 2.2 shows the bit-rate of a voice traffic source as a function of time. If silence suppression is used to reduce the bandwidth consumption, voice traffic may exhibit variable bit-rate.

In its raw, uncompressed format, a video signal is representative of constant bit-rate traffic. Compression techniques such as MPEG [31] remove inherent redundancy in the video signal and the compressed video stream traffic has variable bit-rate over time, which is represented schematically in Figure 2.3. MPEG video traffic can also be constant bit-rate
Figure 2.4: ON/OFF model for bursty data traffic.

if adaptive encoding is employed.

It is also well known that data traffic such as TCP/IP traffic is bursty, which can be characterized by short periods of activity interspersed with long idle periods. To represent burstiness of data traffic, we use the so-called ON-OFF model in which a bursty traffic source alternates between ON and OFF states. In the OFF state, the source does not generate any ATM cells. In the ON state, the source emits data cells at a fixed rate. There is a state transition probability associated with each state. Figure 2.4 portrays the above ON-OFF model.

The Markov Modulated Poisson Process (MMPP) [13, 16] has been widely used to model various traffic sources, such as voice and video, as well as characterizing the superposed traffic. However, traffic measurements in both Local Area Networks (LANs) and Wide Area Networks (WANs) show that traffic patterns do not follow the Poisson model. In fact, both LAN and WAN traffic have a self-similar or fractal characteristic [46, 54]. It is suggested in [67] that aggregating a large number of ON-OFF sources would give rise
to a self-similar process. Based on the above theoretical result, a conjecture is made in [69] that ON-OFF behavior provides the physical basis for the self-similarity observed in packet data traffic. It is the main reason why we choose the ON-OFF model for bursty traffic. In other words, each bursty traffic source is modeled as an ON-OFF source, while aggregation of a large number of such ON-OFF sources may lead to a self-similar traffic pattern observed at the network level.

2.3 Traffic Classification

Even though there can be many types of traffic according to their applications, in general they can be grouped/classified by their characteristics. Our key idea in traffic classification is to define a small number of traffic classes to facilitate marking at the edge and aggregation in the core. This idea was first conceived in the context of ATM networks [74] and it was further extended to IP networks [80].

ATM allows transport of mixed traffic streams and there are essentially two types of traffic which require QoS guarantee within ATM networks. One type is continuous-stream traffic such as voice and video, which are sensitive to delay but tolerant to a certain level of cell loss. Another type is bursty data traffic such as IP flows, which are sensitive to cell loss but can accommodate delay. With a well-tuned credit-based flow control, e.g. [78], zero cell loss can be guaranteed. The reason is the following. Credits represent the amount of buffer space available at the next-hop receiver. If the transmitter does not exceed this quantity of data, there is no risk of buffer overflow. Even under extreme overloads, queue
lengths inside switches can not grow beyond what the credits allowed. Note that credit-based flow control ensures zero cell loss within a network while cell loss can happen at the edge of a network if call admission control and policing (e.g., leaky-bucket) are not properly enforced. Flow control is outside the scope of this thesis.

Since we can eliminate cell loss for data traffic, we can classify traffic based only on the delay attribute to distinguish real-time and data traffic. In our classification scheme, we divide traffic into three types. ATM and IP networks will provide delay-sensitive class of service and delay-insensitive class of service with QoS guarantee, while keeping the best-effort class of service without QoS support for backward compatibility.

Although our proposed method simplifies traffic classification, it has drawbacks in comparison with ATM Forum’s approach. The granularity of ATM Forum’s approach is smaller and more fine-tuned. As a result, ATM Forum’s scheme is more flexible and easier to accommodate various combinations of traffic requirements. For example, a user can choose rt-VBR service category to transport a MPEG video sequence which is bursty and has a real-time requirement. If the same user has to use our classification method, he/she can choose delay-sensitive service category to satisfy the real-time requirement. For a delay-sensitive traffic, peak-rate bandwidth requirement needs to be specified in order to obtain delay and delay jitter guarantees. This means that the user has to translate the maximum burst size (MBS) in the MPEG video sequence into a bandwidth requirement, and use that as the peak-rate specification. This would result in a higher bandwidth specification when compared with the ATM Forum’s rt-VBR case. Due to this higher bandwidth requirement, it is possible that a connection request is rejected while it would be accepted if
ATM Forum’s method is employed.

There exist cases, namely traffic associated with routing protocols and traffic related to transactions, in which only a few packets are exchanged (we call them short transfers). One way to handle these short transfers is to treat them as a special flow and reserve resources accordingly. This strategy will work well as long as short transfers compose a small portion of the total traffic, and the aggregation remains stable [71].

2.4 General Assumptions

There are two general assumptions carried out in the rest of this thesis. First, the Dense Wavelength Division Multiplexing (DWDM) technology will provide an extremely high transport capacity in the order of 10 Tb/s to address the concern of explosive traffic growth, so that we have abundant bandwidth available in the backbone of an ATM/IP network. Secondly, both real-time (e.g. voice) and data traffic would be carried by a common public switched network. It is observed that data traffic expands exponentially, while voice traffic grows linearly. Therefore voice would become a small fraction of the total traffic. It is not difficult to justify the assumption that data traffic would be dominant in the next-generation networks. In fact, statistics have shown that data traffic has taken over voice [11, 30].

To maintain clarity of thesis presentation, we choose to ignore the best-effort class of traffic in the rest of this thesis.
Chapter 3

Switching and Scheduling in ATM Networks

There are many aspects of traffic control, and we focus on the two key characteristics in any traffic control scheme: switching and scheduling. On the switching side, we present a new per-VC queueing architecture as the cornerstone in our ATM switch design. Per-VC queueing also simplifies the design of scheduling since a scheduler can obtain information for every connection, which leads to the development of a Per-VC Queueing Scheduler (PVQS) in this thesis.

3.1 Switch Architecture

We follow the classification scheme used in [27] and divide the buffering (queueing) strategies according to the physical location of the buffers: at the inputs, at the outputs, or
inside the switch (central queueing). Central queueing discipline avoids the head-of-line (HOL) blocking of input queueing. It achieves the optimal throughput-delay performance of output queueing [27], as well as realizing a better utilization of buffer space than output queueing for a desired cell loss probability. Therefore we choose central queueing discipline for our proposed switch architecture as shown in Figure 3.1. When cells enter the switch, they are first converted from serial to parallel (S/P) to reduce the internal operation speed of the switch. Note that there is a reverse operation from parallel to serial (P/S) before cells leave the switch.

The central buffer memory is shared among all virtual connections. The operation of the switch is time-slotted based on a cell time. In one time slot, cells from $N$ input ports are first written into the buffer memory and cells are then read out of the buffer memory to $N$ output ports.

The basic function of an ATM switch is to route cells from an input port to an output
port, and to buffer cells destined to the same output port. In our proposed ATM switch architecture, we do not implement the routing functionality of the ATM switch by moving cells through the usual sorting and routing circuits [14, 2]. Instead we use an innovative scheme, shown in Figure 3.2, which stores all ATM cells \textit{statically} in the buffer and combines the functionalities of routing, buffering, and separation of traffic flows by the \textit{per-VC queueing address management}. Unlike other switches [27] with completely shared buffering, the proposed switch architecture does not require an increase of the switch size.

All the intelligence of our proposed ATM switch architecture resides in the Per-VC Queueing Address Management module, shown in Figure 3.2. We present a detailed look at its architecture in this section.

The Per-VC Queueing Address Management module consists of four parts: an Address Token Pool, a Reference Number module, $M$ address lists for $M$ virtual connections, and $N$ Scheduling modules for $N$ output ports. Of those $M$ address lists, $M_1$ are associated with output port 1, $M_2$ with output port 2, \ldots, $M_N$ with output port $N$, where $M_1 + M_2 + \ldots + M_N = M$. The number of address lists associated with each output port is configurable and can be changed on the fly. Therefore our proposed architecture is flexible. There are two registers, HEAD register and TAIL register, for each address list. Those registers allow a fast and easy access to the corresponding address list.

A token represents a cell address in the shared buffer. There is a one-to-one mapping between token and cell address in the shared buffer. There is also a reference number for each cell address (token). The Reference number is used to keep track of the number of destinations for each received cell. When a unicast cell is received from an input port, the
Figure 3.2: Per-VC queueing address management.
Address Token Pool will release a token and place it in the address list for the corresponding output port and outbound VC. The reference number for the selected cell address (token) will be increased from 0 to 1. The received cell will be written at the specified cell address (token). If a multicast cell is received, the Address Token Pool would still release only one token, but it would make multiple copies of the released token and put them in the multiple address lists for the corresponding outbound VCs and output ports which the received multicast cell are destined to. The reference number of the cell address (token) will be increased from 0 to the number of destinations of the multicast cell.

The Per-VC Queueing Address Management module uses the address lists to check if a cell needs to be read out of the shared buffer and sent to the corresponding output port. If the address lists associated with an output port are not empty, the Scheduling module for the output port will select one of the non-empty address lists, use the cell address (token) pointed by the HEAD register to read the cell out of the shared buffer, and send it to the corresponding output port. The reference number for the cell address (token) is decremented by 1. The HEAD register then adjusts and points to the next token in the address list. When the reference number of a token reaches zero, a new token will be generated and it will replenish the Address Token Pool.

There are many ways to implement the Address Token Pool module. One of them is to use the method of linked list, which collects the address of cells which have been read out of the shared buffer memory and sent to the output port. This linked list can be called “free list”. In the next section, we use the above linked list technique to implement the Address Token Pool module.
3.2 Switch Operation

The linked list operation supports naturally two types of functions common in nowadays networks: unicast and multicast.

3.2.1 Unicast

The operation of an $N \times N$ switch can be shown by the following manipulation of the $M + 1$ linked lists mentioned in the previous section. Of those $M + 1$ linked lists, $M$ of them are used to support all the $M$ virtual connections allowed in the switch. We use the notation list$(j, v)$ to denote the address list associated with output port $j$ and outbound VC number $v$. The last linked list functions as the Address Token Pool and it is called "free list".

The operations of our per-VC queueing switch are detailed as follows.

Step 1: Initialization. The free list is initialized with the whole address space of the buffer memory, i.e., every cell address (token) is on the free list.

Step 2: In one cell-time slot, cells from $N$ input ports, if any, are written into the buffer memory. For every input port $i, i = 1, \ldots, N$, the $(M + 1)$st linked list (free list) is updated as follows. The cell which is received from input port $i$ and destined to output port $j$ with an outbound VC number $v$ will be written into the address indicated by the content of HEAD$(M + 1)$ register of the free list. The address list$(j, v)$ is appended with this cell address, and TAIL$(j, v)$ is adjusted to reflect the fact. HEAD$(M + 1)$ then moves on and points to the next element in the free list.
Step 3: In the same slot, cells will be read out of the buffer memory and sent to the corresponding output ports. For every output port $j, j = 1, \ldots, N$, the Scheduling module $j$ selects one of the $M_j$ address lists, uses the content of $\text{HEAD}(j, v)$ to read out a cell, and sends it to the output port $j$ with VC number $v$. The content of $\text{HEAD}(j, v)$ is added to the free list by adjusting $\text{TAIL}(M + 1)$. $\text{HEAD}(j, v)$ then moves on and points to the next elements of the address list$(j, v)$.

Step 4: Repeat the above Step 2 and Step 3 for the next cell-time slot.

In the above algorithm, the linked list manipulation is simple and it lends itself readily to a straightforward VLSI implementation [29].

3.2.2 Multicast/broadcast and priority scheduling

Multicast/Broadcast is one of the main functionalities that should be supported by ATM switches. Multicast/Broadcast can be easily supported by our new address management scheme, without duplicating copies of a multicast cell inside the buffer memory. Only minor modifications to the above unicast algorithm are needed. When a multicast cell is written into the buffer memory, a reference number should also be stored as an indication of the number of multicast output ports. All TAIL registers of the linked lists associated with those multicast output ports and outbound VCs will be updated, following the same procedure outlined in the above unicast algorithm. When a multicast cell is read out, the reference number is decreased. The TAIL$(M + 1)$ register of the free list is updated when the reference number reaches zero. All other operations remain the same as before.

Priority scheduling is another important functionality which should be supported by
ATM switches. As in the case of Multicast/Broadcast, priority scheduling can be easily supported by our new address management scheme. As shown in Figure 3.2, our design of per-VC queueing architecture separates traffic flows. The Scheduling module for output port $j$ can access any one of the $M_j$ address lists. Scheduling algorithms can be programmed/downloaded to Scheduling modules on a per port basis. This architecture lends itself to a great flexibility of selecting a variety of scheduling policies for every output port.

### 3.3 Per-VC Queueing Scheduler (PVQS)

In this section, we introduce a scheduling algorithm for per-VC queueing ATM switches.

#### 3.3.1 Model description

In the previous subsection, we describe an architecture of per-VC queueing. In a nutshell, per-VC queueing allocates a separate queue for each virtual connection, i.e., there will be $M$ queues if an output port of ATM switch supports $M$ virtual connections.

As shown in Figure 3.3, the per-VC queueing system under study consists of a single server of capacity $C_L$ (link capacity), one queue for each of the $M$ virtual connections. Each virtual connection generates ATM cells into its corresponding queue. The outgoing link is cell-based and time-slotted, with each time-slot being the transmission time of one ATM cell. A link scheduling policy dictates which ATM cell to transmit next.
3.3.2 Operations of PVQS

In this section the following notations pertain:

- $i, j, k, l$: connection identifiers,
- $C_L$: outgoing link capacity at a node,
- $N$: number of (logical) slots in a frame,
- $es$: extra slots available in a frame,
- $r_i$: slot ration for connection $i$ in a frame,
- $g_i$: grant or unused ratio accumulated by connection $i$,
- $a_i$: absorption or extra slot usage accumulated by connection $i$,
- $n_i$: number of cells at the beginning of a frame for connection $i$,
- $u_i$: number of cells left in the queue for connection $i$ after cells have been scheduled according to the grant variable,
- $bw_i$: bandwidth requirement of connection $i$.

Per-VC queueing scheduler (PVQS) resides in every outgoing port. PVQS selects cells for transmission on a frame basis (logically) with $N$ slots in a frame. It will be shown later that an introduction of an $N$-slot frame structure guarantees not only a bandwidth, but also a low maximum delay in comparison with the end-to-end propagation delay.
To provide bandwidth guarantee for each connection, the idea of “slot ration” needs to be introduced. If the link capacity is $C_L$ and connection $i$ requires a bandwidth of $bw_i$, the slot ration $r_i$ for connection $i$ in a frame is

$$r_i = \frac{bw_i}{C_L} \times N. \quad (3.1)$$

At the beginning of a frame, PVQS inspects all VC queues associated with the link, and schedules transmission of cells in each VC queue up to the VC's ration. Virtual connections are divided into two sets: $UR$ and $OR$. $UR$ designates the set of connections for which the numbers of cells at the beginning of a frame are under their rations, i.e.,

$$UR = \{\text{connection } k \mid n_k \leq r_k\}, \quad (3.2)$$

where $n_k$ is the number of cells in the VC queue for connection $k$ at the beginning of a frame, $r_k$ is the slot ration for connection $k$.

$OR$ represents the set of connections for which the numbers of cells at the beginning of a frame are over their rations, i.e.,

$$OR = \{\text{connection } l \mid n_l > r_l\}, \quad (3.3)$$

where $n_l$ is the number of cells in the VC queue for connection $l$ at the beginning of a frame, $r_l$ is the slot ration for connection $l$.

From the scheduling point of view, some slots in an $N$-slot frame may be un-allocated,
and not all slots allocated to connections in the set $UR$ are utilized. We can calculate unused extra slots $es$ as follows:

$$es = (N - \sum_i r_i) + \sum_k (r_k - n_k),$$

$$i \in \{UR, OR\}, \ k \in UR,$$  \hspace{1cm} (3.4)

where the first term represents un-allocated slots in a frame, and the second term is the number of un-utilized slots left by connections in the set $UR$.

To achieve high link utilization and multiplexing gain among connections, we need to re-allocate these extra slots, and use them to dispatch cells which belong to connections in the set $OR$. In the mean time, connections in $UR$ should be credited for "freeing up" slots which allows the scheduler to transmit cells from $OR$ connections. $UR$ connections should be compensated by being allowed to transmit more cells than rations later on. It is well known that data traffic are bursty. When a burst arrives, a connection may have to make the transition from the set $UR$ to the set $OR$, and it is fair for the connection to claim previously unused rations in order to transmit more cells and get the burst quickly out of the VC queue. In other words, the scheduler should schedule more cell transmissions for connections which have not used up their rations. This should be viewed as part of the scheduler's commitment of providing bandwidth guarantee to every connection. For this purpose, we introduce a $grant$ variable, $g_i$ for connection $i$, to keep track of unused ration on a per-VC basis. The value of $g_i$ is non-negative with an initial value of 0 (zero). It is incremented when fewer cells than connection $i$'s ration are scheduled at the beginning of
a frame, i.e., the updated value $\hat{g}_k$ is

$$\hat{g}_k = g_k + (r_k - n_k), \quad n_k < r_k,$$

(3.5)

and it is decremented when more cells (up to $g_k$) than connection $i$'s ration are scheduled during a frame,

$$\hat{g}_k = g_k - m_k, \quad m_k < g_k,$$

(3.6)

where $m_k$ is the number of cells transmitted over connection $k$'s ration.

PVQS calculates extra slots available at the beginning of each frame, and selects OR connections which have grants available for transmitting more cells than their rations. The selection is based on the grant variable. The larger the value of a grant variable, the higher priority a connection has. If grants are used up for all connections but extra slots are still not exhausted, the scheduler will select connections in the set OR for cell transmission. Based on the assumption that end users pay more for higher bandwidth, the scheduler will distribute extra slots based on the bandwidth requirement. The higher bandwidth a connection requires, the higher priority the connection has. Here we need to introduce another absorption variable to keep track of extra bandwidth consumption on a per-VC basis. The absorption variable, $a_i$ for connection $i$, is non-negative. It starts at 0 (zero), and it is incremented when a connection takes advantage of extra slots available in a frame to transmit more cells. The smaller the value of a absorption variable, the higher priority a connection has in consuming any extra slots. To maintain fairness among connections which have requested different bandwidths and to reflect tariff imposed on different rates,
any extra bandwidth left by connections in the set \( UR \) should be distributed in proportion to bandwidth requirements for connections in the set \( OR \). In other words, extra slot usage needs to be normalized by the bandwidth requirement. If \( m_l \) extra slots are used by connection \( l \), its absorption variable \( a_l \) should be updated as follows:

\[
\hat{a}_l = a_l + K \times \frac{m_l}{bw_l}, \quad l \in OR,
\]

where \( K \) is a positive constant, \( bw_l \) is the bandwidth requirement of connection \( l \), and \( \hat{a}_l \) is the updated value of \( a_l \).

We use the absorption variable to keep track of extra slot usage by \( OR \) connections. If there are any extra slots left by connections in the set \( UR \), PVQS sorts out connections in the set \( OR \) according to the absorption variable. Connections with smaller absorption values have a higher priority to use extra slots to transmit more cells. After cell transmission, a connection’s absorption variable is increased and the connection has less chance to use any more slots. In the long run, the differences among absorption variables are much smaller than variables themselves.

The complete description of the PVQS scheduling algorithm is as follows:

Step 1: Pre-calculate the ration for each connection.

Step 2: Initialize grant variable \( g \) and absorption variable \( a \) to zero for each connection and add them to the corresponding lists of \( \{g_l\} \) and \( \{a_l\} \).

Step 3: Start a new frame.

Step 4: Inspect each connection queue, classify connections into two types of \( UR \)
and OR, update the grant list \( \{g_j\} \), and calculate the extra slot \( es \) as follows.

4.1: For each connection \( j \), if \( n_j > r_j, j \in OR \); Otherwise \( j \in UR, g_j = g_j + (r_j - n_j) \);  
4.2: Move \( g_j \) toward the beginning of grant list \( \{g_j\} \) so that elements in the list \( \{g_j\} \) are in descending order;  
4.3: \( es = \sum_{i \in UR, OR} (N - r_i) + \sum_{j \in UR} (r_j - n_j) \).

Step 5: Schedule cells out according to the ration variable \( r \) for each connection.

Step 6: Find the first OR connection identifier \( k \) in the grant list \( \{g_k\} \), and perform the following operations.

6.1: \( m_k = \min(es, n_k - r_k), g_k = g_k - m_k, es = es - m_k \);  
6.2: Move \( g_k \) toward the end of grant list \( \{g_k\} \) so that elements in the list \( \{g_k\} \) are in descending order;  
6.3: If \( es > 0 \), find the next OR connection identifier until the end of grant list \( \{g_k\} \) and repeat the above procedures in the Step 6.

Step 7: Find the first OR connection identifier \( k \) in the absorption list \( \{a_k\} \), and perform the following operations.

7.1: \( m_k = \min(es, u_k), a_k = a_k + K \cdot m_k/bw_k, es = es - m_k \);  
7.2: Move \( a_k \) toward the end of absorption list \( \{a_k\} \) so that elements in the list \( \{a_k\} \) are in ascending order;  
7.3 If \( es > 0 \), find the next OR connection identifier until the end of absorption list \( \{a_k\} \) and repeat the above procedures in the Step 7.

Step 8: Go back to the Step 3.
If we did not normalize extra slot usage by the bandwidth, we would have unused bandwidth evenly allocated to all connections in the set $OR$. This is often called fair queueing. Fair queueing is a special case which can be easily handled by PVQS. Proportional allocation of unused bandwidth is a distinctive feature which differentiates PVQS from ordinary fair queueing disciplines.

In summary, per-VC queueing scheduler (PVQS) schedules cell transmission on a frame basis. Any unused slots will be *immediately* exploited to serve other connections. PVQS first selects cells under connections' rations. It then allocates any extra slots available to schedule cell transmission for connections that have unused rations. Finally, PVQS checks the absorption variables to dispatch more cells than connections' rations. PVQS operates on the cell level to enforce bandwidth requirement on the connection level. In essence, bandwidth is guaranteed for *all* connections. Because of utilization of excess capacity, PVQS can provide a temporarily higher throughput than the bandwidth a connection requested during the setup time. This feature is well suited to bursty data traffic, because it provides a fast draining mechanism when bursts arrive in a VC queue.

### 3.4 Performance Analysis

In this section, we conduct performance analysis of PVQS. We focus on the following key quality of service (QoS) parameters: delay, delay jitter, throughput, and buffer occupancy distribution. For delay-sensitive traffic, service guarantee is provided for delay,
delay jitter, and throughput. For delay-insensitive traffic, service guarantee is provided only for throughput. Analysis of buffer occupancy distribution is used to calculate cell loss probability for our proposed per-VC queueing ATM switches.

It is assumed that per-VC queueing is implemented in ATM switches. A connection has to specify or negotiate a rate during the connection's setup time and call admission control is executed before a connection is admitted. As outlined in [74], delay-sensitive connections use peak-rate in their bandwidth specification, while delay-insensitive connections use average-rate in their bandwidth specification. To ensure stability, it is assumed that the link capacity is greater than the sum of rates of admitted connections, i.e., $C_L > \sum_i b_{wi}$. Load conditions of system can be stringent as long as the above condition is not violated.

### 3.4.1 Delay and delay jitter bounds

In a previous section, we proposed a logical frame structure of $N$ cell slots for a link with capacity $C_L$. The frame duration is denoted as $T$. Now we derive the end-to-end delay bound for delay-sensitive connections, assuming PVQS is deployed in all enroute ATM switches, and the same $N$-slot frame structure and link capacity $C_L$ are used within the network. The end-to-end delay is defined as the time elapsed between the arrival of a cell at the first-hop access switch and the receipt of the cell at the last-hop access switch.

First we obtain the delay bound at the first-hop access switch. We assume that there are $k$ delay-sensitive connections whose peak-rate summation is less than or equal to $C_L/N$, 
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i.e.,

\[ \sum_{i=1}^{k} bw_i \leq \frac{C_L}{N}, \]  \hspace{1cm} (3.8)

where \( bw_i \) is the bandwidth for connection \( i \). Because the rate summation of the above \( k \) connections is not greater than the bandwidth allocated to one slot in an \( N \)-slot frame structure, we can arrange cells from these \( k \) connections to share the same slot position in consecutive frames.

There are two components for the delay experienced by a cell arriving at the first-hop access switch: the waiting time to be transmitted and the service time for the transmission of the cell. We first calculate the waiting time encountered by the cell. In the worst case, one cell from each of the \( k \) connections arrives at the same time, and they all miss the start of a frame. They have to wait for the start of the next frame. We mark the cell from one connection as "tagged". This "tagged" cell has to wait for the finish of cell transmission from other \((k - 1)\) connections, and therefore the "tagged" cell experiences the longest waiting time, which is

\[ d_w \leq T + (k - 1)T + T = (k + 1)T. \]  \hspace{1cm} (3.9)

The first term in the above equation represents the upper bound of waiting time for the start of a new frame, the second term is the time elapsed to transmit \((k - 1)\) cells in the same slot position, and the last term is the upper bound between the start of frame and the start of transmission of the "tagged" cell.

Now we calculate the second component of the delay at the first-hop access switch, which is the cell transmission time. Let \( l \) denote the cell length, the cell transmission time
\( m \) is

\[
m = \frac{l}{C_L}.
\] (3.10)

Combining the above two terms, we can express the delay \( d_{1a} \) at the first-hop access switch as

\[
d_{1a} = d_w + m \leq (k + 1)T + \frac{l}{C_L}.
\] (3.11)

Since cells from the above \( k \) connections share the same slot position, the superposition of these \( k \) connections will be treated as a single connection coming out of the access switch and going into core of the network. Reusing Eqn. (3.9), we have delays introduced at the core switches with a maximum of \( 2T \) each. If there are \( h \) hops between the first-hop access switch and the last-hop access switch, the maximum delay introduced by switches other than the first one will be \( h \times 2T \). The delay introduced by all switches is given by

\[
d_{sw} = d_{1a} + h \times 2T \leq (k + 1)T + \frac{l}{C_L} + h \times 2T.
\] (3.12)

Adding the propagation delay \( prop \) to the above \( d_{sw} \), we will attain the end-to-end delay \( d \),

\[
d = prop + d_{sw} \leq prop + (k + 1)T + \frac{l}{C_L} + h \times 2T.
\] (3.13)

Based on the above analysis and derivation, we can easily obtain the upper bound and lower bound of the end-to-end delay \( d \):

\[
d_{max} \leq prop + (k + 1)T + \frac{l}{C_L} + h \times 2T
\] (3.14)
and

\[ d_{\text{min}} \geq \text{prop} + \frac{l}{C_L}. \tag{3.15} \]

The delay jitter \( d_j \) is defined as the difference between \( d_{\text{max}} \) and \( d_{\text{min}} \). The upper bound for delay jitter can be derived from Eqn. (3.14) and Eqn. (3.15) as follows:

\[
\begin{align*}
    d_j &= d_{\text{max}} - d_{\text{min}} \\
    &\leq [\text{prop} + (k + 1)T + \frac{l}{C_L} + h \times 2T] \\
    &\quad - [\text{prop} + \frac{l}{C_L}] \\
    &\leq (k + 1)T + h \times 2T. \tag{3.16}
\end{align*}
\]

If the rate of a connection is so large that at least two cells have to be forwarded in a frame, we can decompose the connection into sub-connections, such that we can use the above derivation to obtain similar results.

### 3.4.2 Throughput

Per-VC queueing scheduler (PVQS) has attractive properties and they can be expressed by the following lemmas and theorem.

**Lemma 1:** PVQS provides bandwidth guarantee for every connection.

**Proof:** For an outgoing link with capacity \( C_L \) and \( N \) (logical) slots in a frame, we allocate
slot ration \( r_i \) for connection \( i \) according to Eqn. (4.1):

\[
    r_i = \frac{bw_i}{C_L} \times N, \tag{3.17}
\]

where \( bw_i \) is the bandwidth requirement of connection \( i \).

The bandwidth allocated by PVQS to connection \( i \) is

\[
    bw = \frac{r_i}{N} \times C_L
    = \frac{bw_i}{C_L} \times N \times \frac{1}{N} \times C_L
    = bw_i \quad \text{Q.E.D.}
\]

**Lemma 2:** PVQS is fair in the sense that it allocates any extra bandwidth in proportion to requested rates of \( OR \) connections.

**Proof:** Let \( I \) and \( J \) represent extra slots consumed by \( OR \) connections \( i \) and \( j \) during the interval \( (0, T_i) \). Ignoring the small difference between absorption variables \( a_i \) and \( a_j \), we have

\[
    a_i = a_j,
    K \times \frac{I}{bw_i} = K \times \frac{J}{bw_j},
    \frac{I/T_i}{J/T_i} = \frac{bw_i}{bw_j} \quad \text{Q.E.D.}
\]

**Theorem:** For \( OR \) connection \( i \), the extra bandwidth received beyond the requested
bandwidth $bw_i$ is

$$\frac{bw_i}{\sum_i bw_i} \times (C_L - \sum_i bw_i - \sum_j bw_j),$$

$i \in OR, \ j \in UR$.

**Proof:** From Lemma 2, any bandwidth capacity left, which is $C_L - \sum_i bw_i - \sum_j bw_j, \ i \in OR, \ j \in UR$, will be distributed in proportion to OR connections’ requested rates. For a OR connection $i$ which has requested a bandwidth $bw_i$, its portion in total requested bandwidth is $bw_i/\sum_i bw_i$, therefore connection $i$ can benefit from the following extra bandwidth beyond $bw_i$:

$$\frac{bw_i}{\sum_i bw_i} \times (C_L - \sum_i bw_i - \sum_j bw_j),$$

$i \in OR, \ j \in UR$.  \hspace{1cm} Q.E.D.

### 3.4.3 Buffer occupancy

We use a discrete-time model and assume that link transmission is time-slotted, with each time slot being the transmission time of an ATM cell. Note that the analysis presented here does not depend on a particular scheduling policy as long as it is work-conserving.

The arrival process on the input ports are assumed to be bursty. To represent burstiness of the incoming traffic, we use the so-called ON/OFF model as shown in Figure 3.4. The traffic on each input port is assumed to have two states: an ON state in which a cell arrives in every slot, and an OFF state in which no cell arrives. Each input port alternates
between ON and OFF states. Let $r$ denote the state transition probability from an ON to an OFF state, and $s$ from an OFF to an ON state. The average cell arrival rate, or the offered load $\rho$, of each input port is therefore

$$\rho = \frac{1/r}{1/r + 1/s} = \frac{s}{r + s}.$$ 

In a per-VC queueing switch as shown in Figure 3.2, the Scheduling Module $j$ ($1 \leq j \leq N$) for the output port $j$ selects one of the $M_j$ address lists, uses the cell address (token) referenced by the HEAD register to read out a cell from the central buffer, and sends it to the output port $j$. Therefore only one cell is sent out to the output port in any slot time by the Scheduling Module. We can imagine that cells referenced by the address tokens in those $M_j$ address lists form a virtual queue for an output port $j$. Scheduling Module $j$ is just smart enough to pick out any cell in this virtual queue, and sends it out to the output port $j$. In the next subsection, we shall use the above virtual queue technique to derive
the buffer occupancy distribution and cell loss probability under bursty traffic sources. We assume that each incoming cell has equal probability $1/N$ of being addressed to any given output port as in [27].

**Virtual queue length distribution**

To derive the virtual queue length distribution for each output port, we need to analyze the cell arrival process from all input ports. Let $n$, the number of input ports in the ON state, denote the state of the cell arrival process. Let $P_{ij}$ denote the state transition probability of changing from $i$ ON-sources (input ports) to $j$ ON-sources between successive cell slots. Suppose that there are $i$ ON-sources and $N-i$ OFF-sources. Of those $i$ sources in the ON state, we assume that $k$ sources make the transition with probability $r$ to the OFF state in the next slot, and $i-k$ sources stay in the ON state with probability $1-r$. Similarly, of those $N-i$ sources in the OFF state, we assume that $l$ sources make the transition with probability $s$ to the ON state in the next slot, and $N-i-l$ sources stay in the OFF state with probability $1-s$. In the next slot the number of ON sources $j$ will be

$$j = i - k + l.$$  \hspace{1cm} (3.18)

The state transition probability from $i$ to $j$ sources in the ON state is

$$P_{ij} = \sum_{k=0}^{i} \binom{i}{k} r^{k}(1-r)^{i-k} \binom{N-i}{l} s^{l}(1-s)^{N-i-l},$$  \hspace{1cm} (3.19)
with $l = j - i + k$ from Eqn. (3.18).

Let $\pi = [\pi_0 \ \pi_1 \ \ldots \ \pi_N]$ denote the steady-state probability of the number of sources in the ON state, and $P = [P_{ij}]$ the state transition matrix, we can obtain $\pi$ by solving the following balance equation:

$$\pi = \pi P.$$  \hspace{1cm} (3.20)

We fix our attention on a particular virtual output queue, and note that each cell has equal probability $1/N$ of being addressed to any given output port. Let $a$ be the number of arrivals during a given cell slot, then we have

$$a_i = Pr[a = i] = \sum_{n=0}^{N} \binom{n}{i} (1/N)^i (1 - 1/N)^{n-i} \pi_n, \quad i = 0, 1, \ldots, n.$$  \hspace{1cm} (3.21)

After some manipulations, the probability generating function (PGF) of $a$ can be obtained as:

$$A(z) = \Pi(1 - \frac{1}{N} + \frac{z}{N}),$$  \hspace{1cm} (3.22)

where $\Pi(z) = \sum_{n=0}^{N} \pi_n z^n$, the PGF of $\pi$.

Letting $q_m$ denote the number of cells at the end of $m$th time slot, and $a_m$ be the number of cell arrivals during the $m$th time slot, we have

$$q_m = \max(0, \ q_{m-1} + a_m - 1).$$  \hspace{1cm} (3.23)

Using a standard technique in discrete-time queueing analysis as in [39], we can derive
the PGF for the steady-state queue size as:

\[ Q(z) = \frac{(1 - \rho)(1 - z)}{A(z) - z}. \]  

(3.24)

Differentiating Eqn. (3.24) with respect to \( z \) and taking the limit as \( z \to 1 \), we obtain the mean \( \bar{q} \) and variance \( \sigma_q^2 \) of steady-state queue size.

**Distribution of buffer occupancy**

The buffer size requirement of the proposed per-VC queueing architecture is the same as the complete sharing switch presented in [27], because two switches operate in the same way as far as buffering is concerned. However, we use a different approach to derive a closed-form formula to approximate the buffer occupancy distribution and the relationship between the cell loss probability and the buffer size.

The buffer occupancy \( b_m \) at the end of the \( m \)th slot is the summation of all output queue lengths \( q_{i,m}, i = 1, \ldots, N \), i.e.,

\[ b_m = \sum_{i=1}^{N} q_{i,m}. \]  

(3.25)

The buffer occupancy \( b_m \) will reach a steady-state distribution as \( m \) approaches infinity. Let \( B_m(z) \) represent the probability generating function of \( b_m \), we have

\[ \lim_{m \to \infty} B_m(z) = B(z), \]  

(3.26)
where \( B(z) \) is the probability generating function of buffer occupancy \( b \).

If we assume the same ON-OFF bursty traffic on all input ports and an infinite buffer size, the queue sizes \( q_i, i = 1, \ldots, N \) become independent identically distributed (iid) random variables. As \( N \) increases, the steady-state buffer occupancy \( b \) approaches Gaussian distribution,

\[
Pr[b < B] = Pr \left[ \frac{b - N\bar{q}}{\sqrt{N}\sigma_q} < \frac{B - N\bar{q}}{\sqrt{N}\sigma_q} \right] = \int_{-\infty}^{\frac{B - N\bar{q}}{\sqrt{N}\sigma_q}} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \, dx
\]

(3.27)

where \( \bar{q} \) and \( \sigma_q^2 \) are the mean and variance of the steady-state queue size derived from Eqn. (3.24).

With the assumption of an infinite buffer size, we then approximate the cell loss probability by \( Pr[b > B_{real}] \), where \( B_{real} \) denotes the real buffer size. Note that the above probability gives an upper bound of cell loss probability. From the above buffer occupancy distribution, we can easily obtain the minimum buffer size \( B_{\text{min}} \) required to achieve a desired cell loss probability, say \( 10^{-k}, k = 1, 2, \ldots \). This is shown in the following.

Let \( u_k \) be the value which satisfies

\[
\int_{u_k}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \, dx = 10^{-k}, \quad k = 1, 2, \ldots
\]

(3.28)

Note that the values of \( u_k, k = 1, 2, \ldots \) are well tabulated [33].
Using Eqn. (3.27), we can calculate the cell loss probability and set it to $10^{-k}$,

\[
Pr[\text{cell loss}] = Pr[b > B_{\text{min}}]
\]

\[
= Pr\left[\frac{b - N\bar{q}}{\sqrt{N}\sigma_q} > \frac{B_{\text{min}} - N\bar{q}}{\sqrt{N}\sigma_q}\right]
\]

\[
= \int_{\frac{B_{\text{min}} - N\bar{q}}{\sqrt{N}\sigma_q}}^{\infty} \frac{1}{\sqrt{2\pi}}e^{-x^2/2}dx
\]

\[
= 10^{-k}.
\] (3.29)

Comparing Eqns. (3.28) and (3.29), we obtain the minimum buffer size $B_{\text{min}}$ to achieve a desired cell loss probability $10^{-k}$,

\[
B_{\text{min}} = u_k\sqrt{N}\sigma_q + N\bar{q},
\] (3.30)

where $\bar{q}$ and $\sigma_q^2$ are the mean and variance of the steady-state queue size.

### 3.5 Performance Evaluation

Based on the previous analysis, we evaluate the performance of PVQS through numerical examples in this section.

The first example illustrates how to calculate the delay and delay jitter bounds for transporting a 6 Mb/s connection over a 622 Mb/s (OC-12) ATM network across continental USA. The number of hops is assumed to be 5, and the propagation delay is assumed to be 30 ms.
<table>
<thead>
<tr>
<th>link capacity (OC-12)</th>
<th>$C_L = 622$ Mb/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of hops</td>
<td>$h = 5$</td>
</tr>
<tr>
<td>prop. delay across USA</td>
<td>$prop = 30$ ms</td>
</tr>
<tr>
<td># of slots in a frame</td>
<td>$N = 10$</td>
</tr>
<tr>
<td>bandwidth per slot</td>
<td>62.2 Mb/s</td>
</tr>
<tr>
<td>maximum $k$ for 6 Mb/s</td>
<td>$k = 10$</td>
</tr>
<tr>
<td>cell length (bits)</td>
<td>$l = 424$</td>
</tr>
<tr>
<td>$N$-slot frame duration</td>
<td>$T = 6.8 \mu s$</td>
</tr>
<tr>
<td>delay by switches</td>
<td>0.2 ms</td>
</tr>
<tr>
<td>end-to-end delay</td>
<td>30.2 ms</td>
</tr>
<tr>
<td>delay jitter bound</td>
<td>0.2 ms</td>
</tr>
</tbody>
</table>

Table 3.1: Calculation of end-to-end delay and delay jitter bounds.

From Tables 3.1 and 3.2, we notice that the end-to-end delay is dominated by the propagation delay (30ms) while delay introduced by enroute switches is just a small fraction of the total delay in both $N = 10$ and $N = 100$ cases. The end-to-end delay is not sensitive to the choice of $N$, the number of slots in a frame. The above table clearly establishes a significant advantage of introducing an $N$-slot frame structure to ensure a low maximum delay in comparison with the end-to-end propagation delay.

The second example illustrates the proportional allocation behavior of PVQS. The unit for bandwidth is Mb/s in Tables 3.3 and 3.4.

Assume that the link capacity $C_L$ is 622 Mb/s (OC-12). There are four connections over this link: connection #1 uses the peak rate of 82 Mb/s as its bandwidth requirement. Three other connections request rates of 80 Mb/s, 160 Mb/s, and 240 Mb/s respectively. If connection #1 does reach its peak rate, the initial bandwidth left will be $622 - 82 - 80 - 160 - 240 = 60$ Mb/s, and it will be distributed to the connections #2, #3, and #4.
Table 3.2: Calculation of end-to-end delay and delay jitter bounds.

<table>
<thead>
<tr>
<th>link capacity (OC-12)</th>
<th>$C_L = 622$ Mb/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of hops</td>
<td>$h = 5$</td>
</tr>
<tr>
<td>prop. delay across USA</td>
<td>$prop = 30$ ms</td>
</tr>
<tr>
<td># of slots in a frame</td>
<td>$N = 100$</td>
</tr>
<tr>
<td>bandwidth per slot</td>
<td>6.22 Mb/s</td>
</tr>
<tr>
<td>maximum $k$ for 6 Mb/s</td>
<td>$k = 1$</td>
</tr>
<tr>
<td>cell length (bits)</td>
<td>$l = 424$</td>
</tr>
<tr>
<td>$N$-slot frame duration</td>
<td>$T = 58$ μs</td>
</tr>
<tr>
<td>delay by switches</td>
<td>0.8 ms</td>
</tr>
<tr>
<td>end-to-end delay</td>
<td>30.8 ms</td>
</tr>
<tr>
<td>delay jitter bound</td>
<td>0.8 ms</td>
</tr>
</tbody>
</table>

Table 3.3: Proportional bandwidth allocation.

<table>
<thead>
<tr>
<th>link capacity (OC-12)</th>
<th>$C_L = 622$</th>
</tr>
</thead>
<tbody>
<tr>
<td>peak rate for conn #1</td>
<td>82</td>
</tr>
<tr>
<td>req. bw for conn #2, #3, #4</td>
<td>80, 160, 240</td>
</tr>
<tr>
<td>actual rate for conn #1</td>
<td>82</td>
</tr>
<tr>
<td>initial bandwidth left</td>
<td>60</td>
</tr>
<tr>
<td>bw for conn #2</td>
<td>090</td>
</tr>
<tr>
<td>bw for conn #3</td>
<td>180</td>
</tr>
<tr>
<td>bw for conn #4</td>
<td>270</td>
</tr>
</tbody>
</table>

according to the ratio of 1:2:3. The extra bandwidth received by these connections will be 10 Mb/s, 20 Mb/s, and 30 Mb/s. The total bandwidth allocated to the three connections will be 90 Mb/s, 180 Mb/s, and 270 Mb/s. If the actual bandwidth consumption of the connection #1 is 52 Mb/s (below peak rate), the initial bandwidth left will be increased to 90 Mb/s, and it will be distributed to the three connections according to the ratio of 1:2:3. The extra bandwidth received by the connections #2, #3, and #4 will be 15 Mb/s, 30 Mb/s, and 45 Mb/s. The total bandwidth allocated to the three connections will be 95
<table>
<thead>
<tr>
<th>link capacity (OC-12)</th>
<th>$C_L = 622$</th>
</tr>
</thead>
<tbody>
<tr>
<td>peak rate for conn #1</td>
<td>82</td>
</tr>
<tr>
<td>req. bw for conn #2, #3, #4</td>
<td>80, 160, 240</td>
</tr>
<tr>
<td>actual rate for conn #1</td>
<td>52</td>
</tr>
<tr>
<td>initial bandwidth</td>
<td>90</td>
</tr>
<tr>
<td>$bw$ for conn #2</td>
<td>095</td>
</tr>
<tr>
<td>$bw$ for conn #3</td>
<td>190</td>
</tr>
<tr>
<td>$bw$ for conn #4</td>
<td>285</td>
</tr>
</tbody>
</table>

Table 3.4: Proportional bandwidth allocation.

Mb/s, 190 Mb/s, and 285 Mb/s. The two scenarios are summarized in Tables 3.3 and 3.4.

To verify the soundness of our analysis, we conduct simulations and results obtained are compare against the analytical ones. We choose to re-use the same network setup and parameter configuration as described below as in [82].

![Figure 3.5: A three-node ATM network.](image)

Figure 3.5 represents the network model used in the simulation study. The network is composed of three nodes in a linear topology connected by high-speed OC-192 links. Each node is modeled with connections from the upstream node if applicable. The third node acts as sinks for all connections.

The traffic model used in this simulation study is the following. For delay-sensitive (DS) connections a Bernoulli generation model is employed. In each slot, cell arrival probability is determined by the Bernoulli distribution. For delay-insensitive (DI) and best-effort (BE)
connections, an ON-OFF bursty source is employed to model cell arrival. This model is described as being composed of two states: an ON state in which cells arrive in consecutive slots and an OFF state in which no cell arrives.

In our simulations, the proportion of DS:DI:BE connections is 1:2:1. All the simulations are performed on a Sun SPARC 5 workstation. Simulations run continuously until the 90% confidence interval for the mean narrows to a desired width which is pre-defined as 10% of the mean. A typical run time is about 10 hours. Table 3.5 summarizes some of the key parameters that are used in the simulations.

### 3.5.1 Delay and delay jitter

The simulation results of delay distribution for two delay-sensitive connections are demonstrated in Figures 3.6 and 3.7. In Figure 3.6, the mean delay is 98.3 and the variance is 26.7. In Figure 3.7, the mean delay is 99.6 and the variance is 27.2. Other delay-sensitive connections exhibit similar patterns and for the reason of brevity they are not shown. To
Figure 3.6: Delay distribution for DS connections.

compare with analytical results derived from previous sections, both delay lower bound and delay upper bound are marked in the Figures 3.6 and 3.7 as well. It is observed that all delay-sensitive cells arrive at their destination (the third node) between the lower and upper bounds. Since all delay-sensitive cells arrive within the derived delay bounds, it is straightforward to show that delay jitter falls into the jitter bound, due to the fact that delay jitter is defined as the difference between the upper and lower delay bounds.

3.5.2 Throughput

Table 3.6 presents the simulation results of throughput for delay-sensitive and delay-insensitive connections. All throughput values are very close to 100% as expected. At the end of a simulation run, there is a tiny percentage of DS and DI cells staying in the
Figure 3.7: Delay distribution for DS connections.

node buffers. These cells account for the discrepancy between the simulation results in Table 3.6 and expected 100%.

<table>
<thead>
<tr>
<th>Connection</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS #1</td>
<td>99.93%</td>
</tr>
<tr>
<td>DS #2</td>
<td>99.97%</td>
</tr>
<tr>
<td>DI #1</td>
<td>99.97%</td>
</tr>
<tr>
<td>DI #2</td>
<td>99.99%</td>
</tr>
<tr>
<td>DI #3</td>
<td>99.95%</td>
</tr>
<tr>
<td>DI #4</td>
<td>99.96%</td>
</tr>
</tbody>
</table>

Table 3.6: Throughput for DS and DI connections
3.5.3 Buffer occupancy

In this subsection, we use both numerical and simulation results to understand the buffer performance of proposed per-VC queueing ATM switches under bursty traffic. We select parameters $s$ and $r$ of the ON/OFF model such that they represent both bursty traffic source and heavy offered load. The state transition probability $r$ from ON to OFF state is chosen to be 0.1, and the state transition probability $s$ from OFF to ON state is chosen to be 0.5. The average burst length $1/r$ is 10 cells, and the average idle period $1/s$ is 2 cells. The offered load $\rho = (1/r)/(1/r + 1/s)$ is 0.83, which is high. We can see that the above traffic is quite bursty and heavy loaded.

![Graph showing minimum buffer size to achieve a desired cell loss probability.](image)

Figure 3.8: Minimum buffer size to achieve a desired cell loss probability.

Figure 3.8 shows the performance of cell loss probability under various buffer size. As a validation of previous analysis modeling, simulation results for switch size $N = 4, 8, 16$ are used to compare with numerical results which can be obtained from analysis. It can be
seen that analytical results derived in previous sections are a good approximation to the simulation ones. As expected, the buffer performance under bursty traffic is worse when compared with uniform traffic [76].

3.6 Complexity Analysis

For per-cell based scheduling algorithms, they require assigning a virtual time-stamp to each incoming cell and then sorting all buffered cells according to the values of their time-stamps. Therefore, the complexity of per-cell based scheduling algorithms is in the order of

\[ O(\log(b) \times \alpha \times t), \]  \hspace{1cm} (3.31)

where \( b \) is the buffer size, \( \alpha \) the aggregated cell arrival rate, and \( t \) the time interval.

For our proposed per-connection based approach, it requires the calculation of grant and absorption variables. The computation is not done on a per-cell basis, but rather on an N-slot frame basis. After the calculation is done, it is necessary to sort connections according to the values of their grant and absorption variables. Therefore, the complexity of per-cell based scheduling algorithms is in the order of

\[ O(\log(n) \times \alpha \times t), \]  \hspace{1cm} (3.32)

where \( n \) is the number of existing connections, \( \alpha \) the aggregated cell arrival rate, and \( t \) the time interval. If we assume that \( \log(b) \) is in the same order of \( \log(n) \), the complexity of
per-cell based approaches is about $O(N)$ times of per-connection based method, where $N$ is the number of slots in a frame.

Per-connection based scheduling has drawbacks as well. Since sorting is performed on existing connections, the number of admitted connections is a limiting factor which adds constraints on the scalability of per-connection oriented approach. In other words, it is impossible to handle a large number (e.g. a million) of connections by our proposed scheduling algorithm. For per-cell based approaches, the limiting factor is the requirement to finish the processing of an incoming cell before the arrival of next ATM cell. This adds constraints on the speed of line interface where ATM cells arrive from. Put it in another way, the duration of a slot, which corresponds to an ATM cell arrival, has to be large enough to allow processing to be finished before the arrival of the next slot. Therefore, the line interface speed can not go beyond a certain value.

3.7 Concluding Remarks

In this chapter, we proposed a connection-oriented ATM switching architecture which provided per-VC queueing capability. This fundamental change of switching architecture from port-oriented design to connection-oriented design led to a number of developments, one of which is a proposal of per-VC queueing scheduler (PVQS). PVQS is a feasible scheduling algorithm for per-VC queueing ATM switches. The feasibility of PVQS could lead to a practical VLSI implementation of PVQS in ATM switching chips.
Chapter 4

Switching and Scheduling in IP over ATM Networks

As discussed in the introduction, the next-generation IP networks have to introduce the concept of QoS and provide levels of service that correspond to different classes of traffic. Real-time interactive voice and video applications impose a stringent delay requirement. Data applications demand throughput guarantee. Routers, the basic building blocks in any IP networks, have to identify different traffic types and handle each of them adequately. In this chapter, we present our insight to the issue of providing QoS guarantee in IP networks. Switching and scheduling are still the key ingredients in any IP QoS schemes. Based on ATM's per-VC queueing architecture, we introduce integrated frame and cell switching. On the scheduling front, we extend Per-VC Queueing Scheduler (PVQS) and present per-flow scheduling (PFS).
4.1 Per-flow Queueing in Access Routers

![Diagram](image)

Figure 4.1: A general IP network with hosts, access routers, and core routers.

Figure 4.1 illustrates a general topology for an IP network: hosts are attached to access routers, and access routers are connected to a backbone cloud formed by core routers.

Access routers play the role of multiplexing IP traffic from multiple hosts onto the backbone cloud of the network. Under the paradigm of Multi-Protocol Label Switching (MPLS) [8], access routers handle IP traffic flows utilizing a layer-2 switching mechanism. Since we choose ATM as the layer-2 switching technology, IP route information will be mapped into ATM VPI/VCI labels. In this section, we assign a separate VC for each IP flow and use per-flow queueing [75] as the switching architecture in access routers.

Per-flow queueing is a natural evolution of its ATM counterpart of per-VC queueing [77]. Instead of providing a separate queue for each VC in per-VC queueing, per-flow queueing supplies a separate queue for each IP flow and maps an IP flow to an ATM VC if
MPLS is used. After a packet from an IP flow is received by the first-hop access router, the packet is stored directly in a queue allocated for the IP flow without segmentation. The packet is then read out from the queue, 48 bytes each time, as payloads for multiple ATM cells (padding bytes may be needed in the last cell). As these cells traverse in the core of the network, cell headers steer cells into a dedicated queue associated with the IP flow. At the last-hop access router, each queue only collects cells which belong to the same flow, therefore packets are automatically reassembled in the queue. Per-flow queueing creates a virtual pipe for each IP flow, and facilitates routers to provide high-speed delivery and QoS guarantee.

![Diagram of a per-flow queueing network](image)

**Figure 4.2: A per-flow queueing network.**

In this section, we present an implementation of access routers based on the per-flow queueing architecture. Figure 4.2 depicts a general per-flow queueing network. The access routers are used to route IP packets from the source endpoint to the backbone cloud and to the destination endpoint. We assume that routing tables have been set up in routers.
For the clarity of presentation, we temporarily assume that there is no VC merging done by core routers. In the next section, we will remove the assumption and explain why VC merging is necessary.

At first, we show how to route the first IP packet of a new traffic flow. When the first-hop access router (Access Router S) receives such an IP packet, it stores the packet in a queue and assigns an unused incoming VC to the queue. The router then looks up its routing table which includes MPLS information and chooses an outgoing link. Subsequently, it selects a VC on the outgoing link and forwards the packet, in a format of multiple ATM cells, to the downstream router (a core router or another access router). The VC selected on the outgoing link acts as a MPLS label, signaling to the downstream router where the destination is for the new flow. After sending out the first IP packet to the downstream router, the upstream router needs to update its connection table by adding a new entry that contains the incoming link ID of the new IP traffic flow, source and destination IP addresses, incoming VC it assigned, outgoing link, outgoing VC it chose, etc., just as in conventional ATM cell switching. When the downstream router receives the multi-cells of the IP packet and recognizes the MPLS label in terms of VPI/VCI in the cell headers, it looks up its MPLS connection table, attaches another MPLS label (VPI/VCI) to the cells, and switches them to the appropriate output port.

The above switching procedure is repeated in the rest of source-to-destination route until the first IP packet of a new flow reaches the last-hop router (Access Router D), which is connected directly to the destination IP endpoint. The last-hop router does not need to send the IP packet in cell format. It just reads out the IP packet from the VC queue
(recall that the packet is automatically reassembled in the VC queue), strips off padding bytes if any, and ships the packet in its native format to the destination. We may use a special outgoing VC, indicating that some special treatments are required to deliver the IP packet in its last hop. These special treatments include stripping off padding bytes, and delivering the packet in its native IP format directly, etc.

In summary, we route the first IP packet of a new flow only at the first-hop access router and switch this packet in other routers. When the first IP packet reaches its destination, a connection path is set up at the same time. We then switch all the following packets of the same flow. We emphasize that we use the per-flow queueing technology throughout the routing process, even in the phase of routing the first IP packet.

To distinguish short-lived flows from long-lived ones and to minimize MPLS signaling traffic among routers, we propose that a timer be used for monitoring the connection status in access routers. When the first IP packet is routed at the first-hop access router, a timer is started. This timer is restarted whenever a subsequent IP packet of the same flow is switched. If the timer times out, VC used by the connection on the incoming link is marked as "unused". It will be recycled for new connections later on.

Access routers in Figure 4.2 are similar in spirit to Ipsilon's IP switching [50]. However, our scheme is significantly different from Ipsilon's proposal in that we use per-flow queueing as the switching architecture, pick a VC from the upstream node, switch all IP packets including the first one (the first IP packet of a new flow is only routed at the first-hop access router), and make any segmentation and reassembly (SAR) operations obsolete inside access routers [75].
4.2 VC Merging for Core Routers

In the previous section, we temporarily assumed that per-flow queueing was also implemented in core routers and there was no VC merging. In this section, we remove the above assumptions and explain why VC merging is necessary.

As mentioned before, ATM is chosen as the layer-2 switching mechanism in MPLS and route information is mapped into ATM VPI/VCI labels. If core routers implement per-flow queueing only, each source-destination pair is mapped to a unique VC value at each core router. The drawback is that it is not scalable because \( n \) sources and \( n \) destinations would require \( n^2 \) labels. This is why per-flow queueing without label merging is only suitable for access routers. To support the fundamental requirement of scalability, core routers have to perform some type of label merging at layer-2. In the context of ATM, VPI/VCI are MPLS labels. There are two basic methods for label merging. The first one is called VP-merging, which maps each destination to a unique VP value. The VC value is used to identify the sender so that packets can be re-assembled correctly at the receiver. However, VP-merging is not practical since the VP space is limited to only 4096 entries at the network-to-network interface (NNI). The second method is called VC-merging, which maps incoming VC labels for the same destination to the same outgoing VC label. This method is scalable and does not have the space constraint problem of VP-merging. However, VC-merging suffers another type of constraint. With VC-merging, cells for the same destination are indistinguishable at the output of a switch. Therefore cells belonging to different packets for the same destination can not be interleaved, or else the receiver will not be able to
reassemble packets. Figure 4.3 illustrates the key difference between VC-merging and non-VC merging [65]. Note that the boundary between two adjacent packets are identified by the End-of-Packet (EOP) indication used by AAL5.

![Diagram of incoming and outgoing cell streams with and without VC-merging](image)

**Figure 4.3:** Comparison of non-VC merging and VC merging at an output port.

To establish the feasibility that core routers can be implemented by ATM switches, we have to demonstrate that an ATM switch is capable of merging a group of VCs at the output. A prominent requirement of a VC-merge-capable ATM switch is that cells belonging to different packets should not interleave if they are going to be merged to the same outgoing VC. Therefore, each incoming cell for a given packet on an incoming VC needs to be stored in a separate buffer until the last cell of the packet arrives. From our previous experience in per-VC queueing architecture [77], we immediately recognize that
the requirement of not interleaving cells from different incoming VCs can be *perfectly* met by the per-VC queueing which provides a separate queue for each incoming VC!

The only difference between a per-VC queueing cell switch and a VC-merge capable switch is when scheduling starts. In a conventional per-VC queueing cell switch, there is no such concept as packet, and scheduling starts whenever there is a cell available in one of VC queues. In a VC-merge-capable switch however, scheduling is deferred until the last cell for a given packet arrives. Afterwards, all cells belonging to the same packet are scheduled in an atomic manner for transmission to the next hop. Recognizing the only difference between the two types of switches, we can make a simple modification to a per-VC queueing cell switch [77] and convert it into a VC-merge-capable switch. The only modification required for this conversion is to add an End-of-Packet (EOP) detection circuitry to the address list which interrupts a Packet-Ready signal to the Scheduling Module as shown in Figure 4.4. In other words, an arrival of the last cell of a packet triggers the EOP detection circuitry, which in turn asserts the Packet-Ready signal to inform the Scheduling Module that a packet is ready for transmission. After all the cells pertaining to the packet have been sent out, EOP detection circuitry de-asserts the Packet-Ready signal and waits for the completion of the next packet. If there are more than one packet in a queue, the Packet-Ready signal will still be asserted to inform the Scheduling Module that at least one packet is ready. The architecture of per-VC queueing with EOP detection is shown in Figure 4.4. To maintain clarity of our presentation, the actual cell buffer is omitted in Figure 4.4.

It is worthy to note that backward compatibility can be maintained for an EOP-
Figure 4.4: Per-VC queueing with EOP detection to support VC-merging.
equipped VC-merge capable switch to support cell switching. If we consider the special case in which a packet consists of only a single cell, we immediately recognize that in order to support cell switching, we can configure EOP detection circuitry so that it triggers on the arrival of a single cell. In this fashion, we can configure a VC-merge capable switch to support both VC merging and pure cell switching.

4.3 Scheduling

In this subsection, we extend our previous work in per-VC queueing scheduler [81] and propose a per-flow scheduler (PFS), which resides in every output port of a router. PFS has two important attributes. First, it divides outgoing link capacity among competing IP flows on a per-flow basis and provides a guaranteed rate to every flow. Secondly, it proportionally allocates any unused bandwidth.

As described before, we mark each packet within an IP flow using an ATM VPI/VCI label in the access routers, and merge labeled IP flows in the core routers. There is a one-to-one mapping between an IP flow and an ATM VC in the access routers. Multiple flows or ATM VCs from access routers are aggregated into a single flow or VC in the core routers. Therefore one flow from an outgoing port of a core router can be considered as superposition of multiple flows from access routers. PFS deals with flow scheduling in every outgoing port of both access and core routers.

PFS selects packets for transmission on a frame basis (logically) with \( N \) packet slots in a frame. It will be shown later that an introduction of \( N \)-slot frame structure guarantees not
only a bandwidth, but also a low maximum delay for delay-sensitive flows in comparison with the end-to-end propagation delay.

If the link capacity is $C_L$ and flow $i$ requires a bandwidth of $bw_i$, the slot ration $r_i$ for flow $i$ in a frame is

$$r_i = \frac{bw_i}{C_L} \times N, \quad i \in \{DS, DI\},$$  

where $DS$ designates the set of delay-sensitive flows and $DI$ represents the set of delay-insensitive flows.

At the beginning of a frame, the scheduler for an outgoing link inspects all VC queues associated with the link, and schedules transmission of packets in each VC queue up to the flow’s ration. In the case of VC merging in the core routers, a group of VC queues are inspected. The delay-sensitive VCs have a higher priority than delay-insensitive VCs. Recall that we classify traffic into three types: delay-sensitive, delay-insensitive, and best effort. For the clarity of presentation, we assume peak-rate allocation for delay-sensitive flows, and average bandwidth allocation for delay-insensitive flows. Unused bandwidth left by delay-sensitive flows may be allocated to best-effort traffic. As mentioned before, best-effort traffic is ignored in the rest of this thesis in order to maintain clarity of our presentation.

Since we use peak-rate allocation for delay-sensitive flows, packets in delay-sensitive VC queues never exceed their rations. Let $n_j$ be the number of packets in the VC queue for flow $j$ at the beginning of a frame, $r_j$ be the slot ration for flow $j$, $DS$ represent the
set of delay-sensitive flows, we have

\[ n_j \leq r_j, \quad j \in DS. \quad (4.2) \]

For delay-insensitive flows, the numbers of packets at the beginning of a frame can be larger than their rations. We divide the set of delay-insensitive flows \( DI \) into two subsets: \( DIU \) and \( DIO \). \( DIU \) designates the set of delay-insensitive flows for which the numbers of packets at the beginning of a frame are under their rations, i.e.,

\[ DIU = \{ \text{delay-insensitive flow } k, \ n_k \leq r_k \}. \quad (4.3) \]

\( DIO \) represents the set of delay-insensitive flows for which the numbers of packets at the beginning of a frame are over their rations, i.e.,

\[ DIO = \{ \text{delay-insensitive flow } l, \ n_l > r_l \}. \quad (4.4) \]

From the scheduling point of view, some slots may not be assigned to any flows, and not all slots allocated to flows in \( DS \) and \( DIU \) are utilized. We can calculate extra slots \( es \) as follows:

\[ es = (N - \sum_i r_i) + \sum_j (r_{j_i} - n_{j_i}) + \sum_k (r_{k_i} - n_{k_i}), \quad i \in \{ DS, DI \}, \quad j_i \in DS, \quad k_i \in DIU. \quad (4.5) \]

To achieve multiplexing gain among flows, we need to re-allocate these extra slots left by
flows in the sets DS and DIU, and use them to dispatch packets which belong to flows in the set DIO. In the mean time, flows in DIU should be credited for “freeing up” slots which allows the scheduler to transmit packets from DIO flows. DIU flows should be compensated by being allowed to transmit more packets than rations later on. Data traffic are bursty. When a burst arrives, a flow may experience the transition from the set DIU to DIO, and it is fair for the flow to claim previously unused rations to transmit more packets and get the burst quickly out of the VC queue. In other words, the scheduler should schedule more packet transmissions for flows which have not used up their rations. This should be viewed as part of the scheduler’s commitment of providing average bandwidth to every delay-insensitive flow. For this purpose, we introduce a grant variable, \( g_i \) for flow \( i \), to keep track of unused ration on a per-flow basis. The value of \( g_i \) is non-negative. It is initialized as 0 (zero). It is incremented when fewer packets than flow \( i \)'s ration are scheduled at the beginning of a frame, i.e., the updated value \( \hat{g}_k \) is

\[
\hat{g}_k = g_k + (r_k - n_k), \quad n_k < r_k,
\]  

(4.6)

and it is decremented when more packets (up to \( g_k \)) than flow \( i \)'s ration are scheduled during a frame,

\[
\hat{g}_k = g_k - m_k, \quad m_k < g_k,
\]  

(4.7)

where \( m_k \) is the number of packets transmitted over flow \( k \)'s ration.

The use of grant variable is a very desirable feature for bursty traffic, because it boosts instantaneous throughput when a burst of packets arrives. Delay-insensitive traffic tend
to be bursty and the so-called ON/OFF model is often used to represent bursty traffic. During OFF periods, there is no packet arrival and *grant* is accumulated to record unused rations. During ON periods when bursts of packets arrive, the *grant* variable authorizes the scheduler to send out more packets than what the ration allows, effectively boosting instantaneous throughput to drain bursts out of the queue much more quickly. This scenario is illustrated in Figure 4.5.

Per-flow scheduler (PFS) calculates extra slots available in each frame, and selects *DIO* flows which have *grants* available for transmitting more packets than their rations. The selection is based on the *grant* variable. The larger value of *grant*, the higher priority a flow has. If *grants* are used up for all flows but extra slots are still not exhausted, the scheduler will select flows in the set *DIO* for packet transmission. Based on the “pay per bandwidth” billing policy that end users pay more for higher bandwidth, the scheduler will distribute extra slots based on the bandwidth requirement. The higher bandwidth a flow requires, the higher priority the flow has. Here we need to introduce another *absorption* variable to keep track of extra bandwidth consumption on a per-flow basis. The *absorption*
variable, $a_i$ for flow $i$, is non-negative. It starts at 0 (zero), and it is incremented when a flow takes advantage of extra slots available in a frame to transmit more packets. The smaller value of absorption, the higher priority a flow has in consuming any extra slots. To maintain fairness among flows which have required different bandwidths and to reflect tariff imposed on different rates, any extra bandwidth left by flows in the sets $DS$ and $DIU$ should be distributed in proportion to bandwidth requirements for flows in the set $DIO$. In other words, extra slot usage needs to be normalized by the bandwidth requirement. If $m_l$ extra slots are used by flow $l$, its absorption variable $a_l$ should be updated as follows:

$$\hat{a}_l = a_l + K \times \frac{m_l}{bw_l}, \quad l \in DIO,$$

(4.8)

where $K$ is a positive constant, $bw_l$ is the bandwidth requirement of flow $l$, and $\hat{a}_l$ is the updated value of $a_l$.

We use the absorption variable to keep track of extra slot usage. If there are any extra slots left by flows in the sets $DS$ and $DIU$, PFS sorts out flows in the set $DIO$ according to the absorption variable. Flows with smaller absorption values have a higher priority to use extra slots to transmit more packets. After packet transmissions, a flow's absorption variable is increased and the flow has less chance to use any more slots. In the long run, the differences among absorption variables are much smaller than variables themselves.

The complete description of the PFS scheduling algorithm is as follows:

Step 1: Pre-calculate the ration for each flow.

Step 2: Initialize grant variable $g$ and absorption variable $a$ to zero for each flow.
and add them to the corresponding lists of \{g_i\} and \{a_i\}.

Step 3: Start a new frame.

Step 4: Inspect each flow queue, classify flows into three types of \(DS\), \(DIU\), and \(DIO\), update the grant list \(\{g_j\}\), and calculate the extra slot \(es\) as follows.

4.1: For each \(DI\) flow \(j\), if \(r_j > r_j, j \in DIO\); Otherwise \(j \in DIU, g_j = g_j + (r_j - n_j)\);

4.2: Move \(g_j\) toward the beginning of grant list \(\{g_j\}\) so that elements in the list \(\{g_j\}\) are in descending order;

4.3: \(es = \sum_{i \in DS, DI}(N - r_i) + \sum_{j \in DS, DIU}(r_j - n_j) + \sum_{k \in DIO}(r_k - n_k)\).

Step 5: Schedule cells out according to the ration variable \(r\) for each flow.

Step 6: Find the first \(DIO\) flow identifier \(k\) in the grant list \(\{g_k\}\), and perform the following operations.

6.1: \(m_k = \min(es, n_k - r_k), g_k = g_k - m_k, es = es - m_k\);

6.2: Move \(g_k\) toward the end of grant list \(\{g_k\}\) so that elements in the list \(\{g_k\}\) are in descending order;

6.3: If \((es > 0)\), find the next \(DIO\) flow identifier until the end of grant list \(\{g_k\}\) and repeat the above procedures in the Step 6.

Step 7: Find the first \(DIO\) flow identifier \(k\) in the absorption list \(\{a_k\}\), and perform the following operations.

7.1: \(m_k = \min(es, u_k), a_k = a_k + K * m_k / bw_k, es = es - m_k\);

7.2: Move \(a_k\) toward the end of absorption list \(\{a_k\}\) so that elements in the list \(\{a_k\}\) are in ascending order;
7.3 If \( es > 0 \), find the next DIO flow identifier until the end of absorption list \( \{a_k\} \) and repeat the above procedures in the Step 7.

Step 8: Go back to the Step 3.

In summary, per-flow scheduler (PFS) schedules packet transmission of both delay-sensitive and delay-insensitive flows on a frame basis. For delay-sensitive flows, enough slots are reserved to accommodate peak-rate allocation. Any unused slots will be immediately exploited to serve other flows. For delay-insensitive flows, PFS first selects packets under flows' rations. It then allocates any extra slots available to schedule packet transmission for flows that have unused rations. Finally, PFS checks the absorption variables to dispatch more packets than flows' rations. PFS operates on the packet level to enforce bandwidth requirement on the flow level. In essence, bandwidth is guaranteed for all flows, i.e., both delay-sensitive and delay-insensitive flows. For a delay-insensitive flow, it could achieve a higher throughput than the average bandwidth it requested during the flow's setup time. This feature is well suited to bursty data traffic, since it provides a fast draining mechanism when bursts arrive.

4.4 Performance Analysis

In this section, we conduct performance analysis focusing on the most important QoS parameters: delay, delay jitter, throughput, and buffer requirement. For delay-sensitive traffic, service guarantee is provided for delay, delay jitter, and throughput. For delay-
insensitive traffic, service guarantee is provided only for throughput. Analysis of buffer
requirement is used to evaluate the performance of our proposed per-flow queueing and
VC-merging switches.

It is assumed that per-flow queueing is implemented in the access switches and VC-
merging is implemented in the core switches. A flow has to specify or negotiate a rate during
the flow's setup time and call admission control is executed before a flow is admitted.
As outlined in [80], delay-sensitive flows use peak-rate in their bandwidth specification,
while delay-insensitive flows use average-rate in their bandwidth specification. To ensure
stability, it is assumed that the link capacity is greater than the sum of rates of admitted
flows, i.e., \( C_L > \sum_i bw_i \). Load conditions of system can be stringent as long as the above
condition is not violated.

4.4.1 Delay and delay jitter bounds

In a previous section, we proposed a logical frame structure of \( N \) packet slots over a link
with capacity \( C_L \). The maximum frame duration is denoted as \( T_{max} \). Now we derive
the end-to-end delay bound for delay-sensitive flows, assuming the same \( N \)-slot frame
structure and link capacity \( C_L \) within the network. The end-to-end delay is defined as the
time elapsed between the arrival of a packet at the first-hop access router (Access Router
S in Fig. 4.2) and the receipt of the packet at the last-hop access router (Access Router D
in Fig. 4.2).

First we obtain the delay bound introduced by the first core router within the backbone
cloud shown in Fig. 4.1. Since we use VC merging in the core routers, multiple IP flows
from access routers are aggregated into a single flow coming out of the first core router. We assume that \( k \) delay-sensitive flows are merged in the first core router and the peak-rate summation of these \( k \) flows is less than or equal to \( C_L/N \), i.e.,

\[
\sum_{i=1}^{k} pr_i \leq \frac{C_L}{N},
\]  

(4.9)

where \( pr_i \) is the peak rate for flow \( i \). Due to VC merging, we arrange packets from these \( k \) flows to share the same slot position in consecutive frames leaving out of the first core router.

There are two components for the delay encountered by a packet entering the first core router of a backbone cloud: the waiting time to transmit the packet, and the service time of the packet. We first calculate the waiting time. In the worst case, one packet from each of the \( k \) flows arrives at the same time and misses the start of a frame. The packets from \( k \) flows have to wait for the start of the next frame. We identify the packet from one flow as “tagged”. This “tagged” packet has to wait for the finish of transmission of the packets from other \((k - 1)\) flows, and therefore the “tagged” packet experiences the longest waiting time, which is

\[
d_w \leq T_{\text{max}} + (k - 1)T_{\text{max}} + T_{\text{max}} = (k + 1)T_{\text{max}}.
\]  

(4.10)

The first term in the above equation represents the upper bound of waiting time for the start of a new frame, the second term is the time elapsed to transmit \((k - 1)\) packets in the same slot position, and the last term is the upper bound between the start of frame and the start of transmission of the “tagged” packet.
Now we calculate the second component of the delay which is the packet transmission time. Since we have an $N$-slot frame and we arrange $k$ flows to share the same slot in consecutive frames, the bandwidth perceived by each of the $k$ flows is $\frac{1}{k} \times \frac{C_L}{N}$. Let $l_{max}$ and $l_{min}$ denote the maximum length and minimum length of packets. The packet transmission time $m$ is

$$m \leq l_{max}/(\frac{1}{k} \times \frac{C_L}{N}) = l_{max} \times \frac{kN}{C_L}. \quad (4.11)$$

Combining the above two terms, we can express the delay $d_{1c}$ at the first core router as

$$d_{1c} = d_w + m \leq (k + 1)T_{max} + l_{max} \times \frac{kN}{C_L}. \quad (4.12)$$

Since the above $k$ flows are merged into a single flow leaving out of the first core router and going into other core routers, reusing Eqn. (4.10), we have delays introduced at the other core routers with a maximum of $2T_{max}$ each. If there are $h$ hops between the first core router and the last core router, the maximum delay introduced by the switching routers other than the first one will be $h \times 2T_{max}$. The delay introduced by all core routers is given by

$$d_c = d_{1c} + h \times 2T_{max} \leq (k + 1)T_{max} + l_{max} \times \frac{kN}{C_L} + h \times 2T_{max}. \quad (4.13)$$

In a similar fashion, we can obtain the delay introduced by the first-hop and the last-hop access routers:

$$d_a \leq 2T_{max} + 2T_{max} = 4T_{max}. \quad (4.14)$$
Adding the propagation delay \( \text{prop} \), we will attain the end-to-end delay \( d \),

\[
d = \text{prop} + d_a + d_c \leq \text{prop} + (k + 1)T_{\text{max}} + l_{\text{max}} \times \frac{kN}{C_L} + (h + 4) \times 2T_{\text{max}}.
\]  

(4.15)

Based on the above analysis and derivation, we can easily obtain the upper bound and lower bound of the end-to-end delay \( d \):

\[
d_{\text{max}} \leq \text{prop} + (k + 1)T_{\text{max}} + l_{\text{max}} \times \frac{kN}{C_L} + (h + 4) \times 2T_{\text{max}}
\]  

(4.16)

and

\[
d_{\text{min}} \geq \text{prop} + l_{\text{min}} \times \frac{kN}{C_L}.
\]  

(4.17)

The delay jitter \( d_j \) is defined as the difference between \( d_{\text{max}} \) and \( d_{\text{min}} \). The upper bound for delay jitter can be derived from Eqn. (4.16) and Eqn. (4.17) as follows:

\[
d_j = d_{\text{max}} - d_{\text{min}}
\]

\[
\leq [\text{prop} + (k + 1)T_{\text{max}} + l_{\text{max}} \times \frac{kN}{C_L} + (h + 4) \times 2T_{\text{max}}] - [\text{prop} + l_{\text{min}} \times \frac{kN}{C_L}]
\]

\[
\leq (k + 1)T_{\text{max}} + l_{\text{max}} \times \frac{kN}{C_L} + (h + 4) \times 2T_{\text{max}}.
\]  

(4.18)

It is straightforward to show that the propagation delay across a wide area (e.g. 50 ms across continental USA) is the dominant factor in the end-to-end delay over a Gb/s or Tb/s network. A significant advantage of introducing an \( N \)-slot frame structure is to ensure a low maximum delay in comparison with the end-to-end propagation delay for high-speed
transport.

If the combined rate of aggregated flows is so large that at least two packets have to be forwarded in a frame, we can decompose the flow into sub-flows, such that we can use the above derivation to obtain similar results.

4.4.2 Throughput

Per-flow scheduler (PFS) has attractive properties and they can be expressed by the following lemmas and theorem.

**Lemma 1**: PFS provides bandwidth guarantee for every flow.

**Proof**: For an outgoing link with capacity $C_L$ and $N$ (logical) slots in a frame, we allocate slot ration $r_i$ for flow $i$ according to Eqn. (4.1):

$$r_i = \frac{bw_i}{C_L} \times N, \quad i \in \{DS, DI\}.$$  \hfill (4.19)

The bandwidth allocated by PFS to flow $i$ is

$$bw = \frac{r_i}{N} \times C_L$$

$$= \frac{bw_i}{C_L} \times N \times \frac{1}{N} \times C_L$$

$$= bw_i \quad \text{Q.E.D.}$$

**Lemma 2**: PFS is fair in the sense that it allocates any extra bandwidth in proportion to requested average rates of delay-insensitive flows.
Proof: Let $I$ and $J$ represent extra slots consumed by delay-insensitive flows $i$ and $j$ during the interval $(0, T_i)$. Ignoring the small difference between absorption variables $a_i$ and $a_j$, we have

$$a_i = a_j,$$

$$K \times \frac{I}{bw_i} = K \times \frac{J}{bw_j},$$

$$\frac{I/T_i}{J/T_i} = \frac{bw_i}{bw_j}.$$ Q.E.D.

Theorem: For delay-insensitive flow $i$, the extra bandwidth received beyond the requested average bandwidth $bw_i$ is

$$\frac{bw_i}{\sum_i bw_i} \times (C_L - \sum_i bw_i - \sum_j bw_j), \quad i \in DI, \quad j \in DS.$$

Proof: From Lemma 2, any bandwidth capacity left, which is $C_L - \sum_i bw_i - \sum_j bw_j$, $i \in DI, \quad j \in DS$, will be distributed in proportion to delay-insensitive flows' required average rates. For delay-insensitive flow $i$ which has requested an average bandwidth $bw_i$, its portion in total required average bandwidth is $bw_i/\sum_i bw_i$, therefore flow $i$ can benefit from the following extra bandwidth beyond $bw_i$:

$$extra\ bandwidth = \frac{bw_i}{\sum_i bw_i} \times (C_L - \sum_i bw_i - \sum_j bw_j), \quad i \in DI, \quad j \in DS.$$ Q.E.D.
4.4.3 Buffer Occupancy

In this section, we conduct performance analysis of per-flow queueing switches and VC-merging switches. We focus our analysis on the distribution of buffer occupancy. Results indicate that buffer requirement can be excessive for VC merging when compared to non-VC merging. This is in contrast to the main result in [65].

To analyze the buffer requirement for VC merging, we need to characterize the packet arrival process from all input ports. We assume that an ON period corresponds to a single packet, and therefore all the cells within an ON period come from this single packet. As reasoned before, packet transmission to an output port can start only after the last cell of the packet is received because of the non-interleaving requirement of VC merging. In other words, a batch of cells received during the ON period have to be stored in the buffer before being sent out to an output port. It is easy to see that buffer occupancy is affected by these batches of cells. Here comes our key observation: the ON-OFF bursty arrival process can be treated as a bulk arrival process with the bulk size being equal to the corresponding ON period and the bulk interarrival time being equal to the sum of the OFF and ON periods. Embedded Markov chain analysis can be applied to the above bulk arrival process. However, an exact construction of the Markov chain requires an infinite number of states. To simplify the analysis, we approximate the bulk arrival process by a bulk Bernoulli arrival process, i.e., in any given time slot, the probability that a bulk arrives on a particular input port is $p$. This probability $p$ can be estimated by the
occurrences of a new start of ON period during ON-OFF cycles, which can be obtained as:

\[ p = \frac{1}{\frac{r}{s} + \frac{1}{s}} = \frac{rs}{r + s}. \]  

(4.20)

The bulk size \( g \) is equal to the ON period and therefore it follows a geometric distribution with the following PGF:

\[ G(z) = \frac{rz}{1 - (1 - r)z}. \]  

(4.21)

To have a fair comparison with per-flow queueing (non-VC merging), we use the same assumption that the buffer size is infinite and each incoming bulk has equal probability \( 1/N \) of being addressed to any given output port.

Now we use a similar analysis approach as before to derive the queue length distribution for each output port. Fixing our attention on a particular output queue (the "tagged" queue), we define the random variable \( v \) as the number of bulk arrivals at the tagged queue during a given time slot. It follows that \( v \) has a binomial distribution with probability generating function (PGF)

\[ V(z) = \sum_{i=0}^{N} z^i Pr[v = i] = (1 - p/N + zp/N)^N. \]  

(4.22)

Letting \( A(z) \) be the PGF of the number of cell arrivals during a given time slot, then from the above \( V(z) \), we have

\[ A(z) = V(G(z)) = (1 - p/N + G(z)p/N)^N, \]  

(4.23)
where $G(z)$ is the PGF of bulk size distribution which is expressed in Eqn. (4.21).

Letting $q_m$ be the number of cells in an output queue at the end of $m$th time slot, and $a_m$ be the number of cell arrivals during the $m$th time slot, then we have

$$q_m = \max(0, \ q_{m-1} + a_m - 1).$$  \hspace{1cm} (4.24)

Using the same technique as before, we obtain the following PGF for the steady-state queue size

$$Q(z) = \frac{(1 - \rho)(1 - z)}{(1 - p/N + G(z)p/N)N - z}. \hspace{1cm} (4.25)$$

Differentiating Eqn. (4.25) with respect to $z$ and taking the limit as $z \rightarrow 1$, we can obtain the mean $\bar{q}$ and variance $\sigma_q^2$ of steady-state queue size.

As derived before, the minimum buffer size $B_{\text{min}}$ to achieve a desired cell loss probability $10^{-k}$ is governed by

$$B_{\text{min}} = u_k\sqrt{N}\sigma_q + N\bar{q}, \hspace{1cm} (4.26)$$

where the values of $u_k$, $k = 1, 2, \ldots$, are tabulated in [33].

Figure 4.6 compares the performance of cell loss probability between per-flow queueing (non-VC merging) and VC merging for switch sizes $N = 8$ and 16 under bursty traffic. We select parameters $s$ and $r$ of the ON/OFF model such that they represent both bursty traffic source and heavily offered load. The state transition probability $r$ from ON to OFF state is chosen to be 0.1, and the state transition probability $s$ from OFF to ON state is chosen to be 0.5. The average burst length $1/r$ is 10 cells, and the average idle period
Figure 4.6: Comparison of cell loss probabilities between VC merging and non-VC merging.

$1/s$ is 2 cells. The offered load $\rho = (1/r)/(1/r + 1/s)$ is 0.83, which is high. We can see that the above traffic is quite bursty and heavily loaded. Figure 4.6 clearly indicates that VC merging requires a significant increase in buffer size in order to achieve the same cell loss probability as non-VC merging. The main reason of this excessiveness is due to the fact that it is not work-conserving to do VC merging in a core switch. As reasoned before, packet transmission can not start until the last cell of the packet is received. If the incoming traffic is heavy and bursty, which is exactly the case in Figure 4.6, there are periods in which no packet is transmitted while cells keep coming into the buffer. It will eventually lead to a huge backlog of partial packets, causing temporary congestion inside the buffer. This is the root cause of excessive buffer requirement for VC merging when compared to non-VC merging. The findings presented here are in contrast to a previous
4.4.4 Discussion

In summary, the switching and scheduling mechanisms in the QoS-capable routers are based on their counterparts in the ATM switch design. Per-VC queueing provides a solid foundation for integrated cell and frame switching and VC merging, while the philosophy in the design of PVQS is extended to IP router design and PFS is developed. From the operation point of view, if we imagine that every packet slot in the logical $N$-slot frame is fixed to accommodate the maximum-length packet, we immediately establish the one-to-one mapping between the cell slot in the previous chapter and the packet slot in this chapter. There is no change in the simulation programs although the time scales are different because of different context. Fixed-length slot for each packet is the worst scenario, since not all packets reach the maximum length and therefore savings can be easily obtained from switching and scheduling these non-maximum-length packets. For the reason of brevity, simulation results are not shown here since they are very similar to the ones presented in the last chapter.

Each slot in an $N$-slot frame is designed to accommodate the largest packet. After a packet is sent out, there is no need to wait for the start of next slot in the practical implementation. PFS scheduler can immediately begin sending out the next packet. If there is spare capacity left in a frame, PFS scheduler may choose to sent out more BE packets. The above slot management technique is illustrated in the Figure 4.7.

Figure 4.7 (a) shows that a frame is designed to send out four packets (one DS packet,
Figure 4.7: Slot management to fully utilize bandwidth capacity.

two DI packets, and one BE packets) at their maximum lengths. After sending out the DS packet which has a higher priority than other packets, PFS scheduler immediately send out the next DI packet. So there is no transmission gap between the end of DS packet and the beginning of DI packet. After all four packets have been sent out, it is quite possible that there is still spare capacity in the frame since not all packets reach their maximum lengths. To take advantage of this available bandwidth resource, PFS scheduler may choose to send out another BE packet (denoted as BE’ in the Figure 4.7 (b)) in order to fully utilize bandwidth capacity.

4.5 Reducing Buffer Requirement for VC Merging

Studies in the previous section indicate that the buffer requirement can be excessive for VC merging when compared to non-VC merging. As analyzed before, buffer overloading in
the VC-merging case is a direct result of temporary congestion inside the buffer. Once we obtain an insight to the root cause of a problem, various solutions can be easily found. In principle, any congestion control technique can be applied to avoid or to alleviate congestion if it has occurred. In this section, we choose two effective congestion control methods to significantly reduce the buffer requirement for VC merging. A third alternative of using faster outgoing links was presented in [81].

4.5.1 Flow control

An effective way to avoid congestion is to adopt flow control. A switch needs to collect information about congestion and to inform the traffic sources. This congestion indication is usually based on the amount of buffer space available (or in use) in the switch. Traffic sources react to the congestion feedback information by limiting the amount of traffic they send. This feedback control loop has a delay of at least twice the propagation delay between the switch and the control point. The control loop delay needs to be minimized, since the switch has to buffer all the transit cells that arrive after the switch signals its congestion status but before the end of control loop delay. Based on the above analysis, we adopt a hop-by-hop credit-based flow control scheme [43, 78], rather than an end-to-end rated-based method [21]. Hop-by-hop control loops are much faster than end-to-end ones because of much shorter round-trip time.
4.5.2 Random early detection (RED)

The widespread use of World Wide Web fuels the growth of the Internet traffic. Clicking on a web page can trigger several TCP sessions simultaneously. It has been shown that TCP traffic constitutes about 90 percent of the traffic on the Internet. Since TCP traffic is so prevalent, we assume in this subsection that all incoming traffic is TCP.

TCP aggressively increases its throughput rate until it experiences a drop, and then it tries to maintain a rate as high as possible with a requirement to maintain a low drop rate. In some senses, TCP provokes congestion in its search for maximum throughput rate. Therefore, some portion of TCP is guaranteed to be dropped. A new approach to TCP drops, called Random Early Detection (RED) [20], is starting to be deployed on the Internet. RED detects the onset of congestion by monitoring the length of multiple queues and randomly drops only one packet with uniform distribution from each of the high-rate TCP sessions to prevent session stalling.

4.5.3 Simulation Results

In this section, we use simulations to verify the effectiveness of the flow control and RED techniques to reduce buffer requirement of VC merging. To make our simulations more realistic, we only keep the ON-OFF modeling for traffic source and relax all the other assumptions used in the previous analysis. The simulation platform and convergence criteria are the same as those simulations in Chapter 3.

We use simulations in Figure 4.8 to compare the buffer requirement using credit-based
Figure 4.8: Reduction of buffer requirement by using credit-based flow control.

flow control in VC merging against conventional VC merging without any flow control. The switch sizes are chosen to be 8 and 16, and we use the same bursty traffic sources as before. The queue length at each output port is used as a measurement of congestion. The thresholds are chosen to be 32 and 64 for switch sizes $N = 8$ and 16 respectively. The comparison plot is shown in Figure 4.8. In Figure 4.8, the two curves marked with "no flow control" correspond to the conventional VC merging case, and they are the same as the ones which are marked with "VC merging" in the Figure 4.6. From the plot, it is clear that credit-based flow control can significantly reduce the buffer requirement for VC-merge switches. In credit-controlled networks, congestion produces back-pressure, which results in a reduction of credits passed to the upstream switches. The amount of traffic from upstream switches is based on the available credits and it is reduced accordingly. This relieves the congestion experienced by the downstream switches and reduces the buffer
requirement in the downstream switches as witnessed in Figure 4.8.

To verify the effectiveness of the RED scheme, we employ the RED technique in another simulation to compare the buffer requirement using RED in VC merging against conventional VC merging without packet discard. The plot of comparison is shown in Figure 4.9. As usual, we use the queue length of each output port as an indication of congestion. The thresholds are chosen to be 32 and 64 for switch sizes \( N = 8 \) and 16 respectively. Once the onset of congestion is detected, only one packet from one VC is dropped as in RED. In Figure 4.9, the two curves marked with "no RED" correspond to the conventional VC merging case, and they are the same as the ones which are marked with "VC merging" in the Figure 4.6. From Figure 4.9, we can clearly notice that the RED technique leads to a significant decrease in terms of buffer occupancy for both switch sizes \( N = 8 \) and 16.

![Graph showing reduction of buffer requirement by using Random Early Detection (RED).](image)

Figure 4.9: Reduction of buffer requirement by using Random Early Detection (RED).
4.6 Comparison with other IP QoS Effort

The original TCP/IP protocol suite was designed to support only service class: best effort. Therefore TCP/IP networks would make their best effort to deliver packets to their destinations but with no guarantees and no special resources allocated for any of the packets. As the demands for real-time applications grow, it becomes obvious that best-effort service is inadequate to support them. In response to the need for IP QoS, IETF started to define an Integrated Service Architecture (IntServ) [7] that would extend existing IP architecture model to support both real-time and best-effort traffic. The signaling protocol used by the IntServ was the Resource Reservation Protocol, otherwise known as RSVP. To support IP QoS, IntServ/RSVP requires installation and maintenance of per-flow state in routers. This severely limited IntServ/RSVP’s applicability and scalability over large networks [48]. Simply put, it is impossible to maintain and refresh state information for each of a huge number of traffic flows in the core of large networks.

Recognizing the shortcomings of the fine-grained, per-flow approach of IntServ/RSVP, IETF proposed a Differentiated Services (DiffServ) [4] as a means of providing a scalable and coarse level of service suitable for large networks. There are two key components in the DiffServ architecture: DS-field and per-hop behavior (PHB). The DS-field is a bit pattern in the IP header of each packet that denotes the service (termed as per-hop behavior or PHB) the packet should receive at each hop in an end-to-end path. The per-hop behavior (PHB) defines the service th packet receives at each hop as it is forwarded through the network. As the name of “Differentiated Services” implies, DiffServ provides a framework
to treat one flow better than some other flows, so it is a soft guarantee. The current view is that DiffServ along with more bandwidth will enable the Internet to offer QoS [49].

In this thesis, we follow basic principles of DiffServ of marking traffic flows at the access routers and aggregate a number of traffic flows into a single flow in the core routers. DiffServ recommends what should be done. This thesis presents a new way on how it can be implemented. In particular, our studies show that per-VC queueing architecture is instrumental to the design of per-flow queueing in access routers and VC-merging in core routers. In conjunction with the scheduling algorithm (PFS), hard QoS guarantee, in terms of delay, delay jitter, and throughput, can be provided for IP flows. However, we use an overlay model to map IP traffic flows over ATM VCs. This limits the applicability of our scheme to only those networks with underlying ATM support.

4.7 Concluding Remarks

In this chapter, we presented our insight to the issue of providing QoS guarantee in IP over ATM networks. Switching and scheduling were still the key ingredients in IP QoS schemes. Based on ATM's per-VC queueing architecture, we introduced integrated frame and cell switching. On the scheduling front, we extended Per-VC Queueing Scheduler (PVQS) and presented per-flow scheduling (PFS).
Chapter 5

Design Guideline

The purpose of this chapter is to recommend design procedures when implementing switching architectures and scheduling algorithms in ATM and IP networks.

Figure 5.1 reflects the flow chart for designing per-VC queueing ATM switches. There are two independent parameter, the switch size \(N\) and the number of VC connections \(M\), to be chosen at the beginning. Therefore two branches are forked at the start and they are merged before proceeding to pick a scheduling algorithm. Any scheduling mechanism can be chosen, but the PVQS is a preferred choice since it takes advantage of per-VC queueing.

The design of IP switching routers are based upon the architecture of per-VC queueing. The design procedure is very similar except that Figure 4.6 should be consulted before deciding the minimum buffer size.

Figure 5.2 reflects the flow chart for designing per-VC queueing scheduler (PVQS). At the start, the frame size \(N\) needs to be decided. Using Eqn. (3.12) in Chapter 3, one should check if the maximum queueing at the scheduler meets the expectation. If so, it
proceeds to the next step of choosing slot ration for each connection. If not, one needs to reduce the frame size (say by 10%) to reduce the queueing delay. In the high-speed network, queueing delay at the node is minimal when compared with propagation delay. Even a large $N$ usually will not cause much queueing delay at the scheduler.

The design of per-flow scheduling (PFS) is based upon the per-VC queueing scheduler (PVQS). The design procedure is very similar except that the slot is used to accommodate an IP packet instead of an ATM cell.
Figure 5.2: Design procedure for per-VC queueing scheduler.
Chapter 6

Conclusions

In this thesis, we focused on the two key elements in any traffic scheme for ATM/IP networks: switching and scheduling. We undertook extensive literature review, recognized various issues from our studies, and proposed remedies for existing work. We first developed switching architecture and scheduling schemes theoretically, then developed formulas to evaluate the performance of proposed schemes, and finally performed simulations to validate the analytical results.

In this thesis, we simplified traffic characterization and introduced a classification method based on the delay attribute. We introduced innovative switching architecture and scheduling algorithm designed to keep them in line with network operations. In ATM networks, we studied per-VC queueing architecture and per-VC scheduling to take full advantage of per-VC queueing. In IP over ATM networks, we studied per-flow queueing in access routers and VC-merge in core routers to address the scalability issue. We also introduced per-flow scheduling in tandem to our switching architecture. We conducted
performance analysis to evaluate the performance of our proposed switching and scheduling schemes. Simulations were used to validate our analytical results. Therefore we have successfully fulfilled our original objectives, which were to seek alternatives in traffic classification, switching, and scheduling in order to address the shortcomings in the above research areas.

As an evolution of our research in the key area of switching and scheduling, we shall take a system-wide approach and build a comprehensive framework on traffic control, aiming to examine various components of traffic control and explore the interactions among them.
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