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An axisymmetric configuration consisting of a coaxial cable with a protruded middle conductor capable of hosting a variable degree of dielectric filling is studied. This structure may be used as a sensor for permittivity studies (e.g. in biological substances, time-domain reflectometry etc.). By means of optimizing the capacitance of the sensor, a method whereby a "smooth" matching between the impedance of the sensor and that of the sample is sought. The suitability of the Boundary Element Method to analyze this structure is assessed.

Radiation of energy and high-order propagation modes are neglected; the problem is quasi-static and the potential satisfies Laplace’s equation.

A computer program which models the two-region configuration was developed. The program calculates the values of the potentials and fields along the conductors (and at internal points, if needed).

By varying configuration parameters: (i) internal aperture (distance between conductors inside the coaxial cable);
(ii) degree of filling the protruded cable with dielectric;
(iii) permittivities of the dielectric media both inside and outside the cable; (iv) length of protrusion, one determines the conditions under which the capacitance of the system is optimized.

The results reflect the expected behavior of the capacitance with configuration parameters. By applying the method to structures for which analytically-calculated values of the potential were known, it was found that the numerical results lay within 5% of the exact ones.

The study concludes that matching between sample and sensor is feasible and means to achieve such matching are developed. The Boundary Element Method is found to be a valuable tool in modelling and analyzing axisymmetrical configurations.
CHAPTER I

INTRODUCTION

A complete characterization of permittivity implies a large number of measurements over a wide range of frequencies. This is both time consuming and expensive. An alternative to the frequency-domain approach above, is to perform measurements in the time domain. In the latter case, a step pulse is used, containing all frequencies of interest. This method, known as time domain reflectometry (TDR), saves time and equipment.

The relation between the current through the sample, \( I(x,t) \) and the voltage \( V(x,t) \), modulated by the response function \( \phi(t) \) is given by

\[
I(t,x) = \frac{\partial}{\partial t} C_x \int_0^t dt' \phi(t-t') V(t',x)
\]

(1)

where \( C_x \) is simply the geometric capacitance per unit length of line and \( \phi(t) \) is the derivative of the response function to the step pulse \( V(t) \).

The Laplace transform \( \varphi(i\omega) \) of the response function \( \phi(t) \) is related to the complex permittivity of the sample by
\( \varepsilon'(iw) = iw\phi(iw) \). It is apparent from the above discussion that the role of the capacitance is critical in the process of matching the sample cell to the transmission line (15-20).

Dielectric properties determine the absorption and propagation of electromagnetic energy properties of materials. In this work an attempt is made to calculate the capacitance of a coaxial cable used as a sensor. The analysis is performed using the Boundary Element Method (BEM).

In the BEM, the external surface of a domain is divided into a series of elements in the same way as in Finite Element Method (FE). Over these elements, the functions under consideration vary according to predetermined rules.

C. A. Brebbia, was of the opinion(1) that because of the smaller system of equations, the reduction of data required to run a problem and its suitability for infinite domains, the BEM would offer an advantage over "domain"-type solutions such as FE. Like all approximate methods, BEM can be interpreted as a particular application of weighted residual techniques.

BEM is now being used in Electrical Engineering fields spanning the range from waveguides and dielectric resonators(2) to RF circuit analysis computing(3), from antenna patterns (4) to eddy-currents distribution(5).
Medical applications\(^{(6-9)}\) of microwave energies require a knowledge of the distribution of permittivity in tissue. For low frequencies, the sensor sensitivity to changes in sample permittivity is heavily dependent upon its capacitance. A small capacitance results in a high impedance of the sensor compared to that of the line, and this leads to uncertainty in permittivity measurements\(^{(13)}\).

For small sample thicknesses, it is imperative that the capacitance of the system be maximized. Varying configuration parameters enables the finding of the conditions under which the capacitance of the system is maximized.

Matching the sample to the rest of the network is critical for the accuracy of these measurements. A special configuration to achieve this was proposed by Prof. C. Akyel, Ecole Polytechnique, Montréal. It is hoped that this configuration will enable a controlled match between the sensor and the dielectric sample.

In this work an attempt is made to calculate the electric field distribution along the boundaries of the proposed configuration. The surface charge distribution on the conductors is determined and the capacitance of the system calculated. Finally, the geometrical parameters are varied in order to optimize the electrical properties of the sensor, such as its...
The method employed consists basically in finding a solution to Laplace's equation. That solution only approximately satisfies a set of boundary conditions. The preceding concept is then applied to elements in which the boundary is discretized. The result is a system of linear equations which remains to be solved by regular algebraic methods. As a result, solving the partial differential equation, accompanied by boundary conditions, has been reduced to an algebraic problem.

To summarize, the purpose of this thesis is twofold: (i) to evaluate the application of BEM to a complex axisymmetric structure; (ii) to calculate the capacitance of the structure and to determine what set of configuration parameters would optimize its electrical parameters.

To verify the program, the method was also applied to an open-ended coaxial cable, for which capacitance calculations have been already performed both analytically \(^{31,32}\), by use of FE and the Method of Moments (MoM) \(^{22}\).
CHAPTER II

THEORY

2.1 Geometry and boundary conditions

Fig. 1 shows the geometry of the problem. Subregion I, inside the coaxial cable is bounded by conductors arbitrarily held at 0 and 1V respectively. A virtual boundary, perpendicular to the conductors, is placed at a variable distance "l" inside the cable. There, the electric field is assumed to be in the plane of the boundary, thus assuming a zero normal derivative on it. Finally, the interface between the two dielectric media constitutes the other end of subregion I.

Subregion II is bounded by the upper part of the outer conductor and part of the protruded middle conductor. This subregion is assumed to be closed at infinity along a line of the electric field. Consequently, the field has a zero normal derivative along that part of the boundary (Neumann boundary condition).

The values of the potentials are given on the two conductors and the values of the potential derivative (electric field) on the inner virtual boundary of subregion I. BEM
calculates the electric field on the conductors, the potential on
the inner boundary and both potential and field on the interface
between the two subregions.

The normal to the surface is chosen to point outward from
the conductor. This is achieved by imposing the rule that when
going along the boundary in a counter-clockwise direction, the
normal lies on the left-hand side.

2.2 The Boundary Element Method

Let \( u_0(x,y,z) \) be the electrostatic potential defined over
the domain \( \Omega \) and satisfying the Laplace’s equation.

\[
\nabla^2 u_0 = 0 \quad \text{in} \quad \Omega \tag{1}
\]

with boundary conditions on \( \Gamma \) of the following two types:

\[
\begin{align*}
\quad u_0 &= \bar{u} \quad \text{(2)} \\
\quad \frac{\partial u_0}{\partial n} &= \bar{q} \quad \text{(3)}
\end{align*}
\]

The reason our solution satisfies Laplace’s equation as
opposed to Helmholtz’ is that we make the following assumption to
simplify the problem: over the frequency range of interest, the
radiation of energy and the higher-order propagation modes are
neglected. This is the quasi-static assumption\(^{14}\).
Figure 1: Coaxial cable with protruded conductor

Approximate numerical methods generate solutions, $u$, that differ from the exact one, $u_\circ$. A set of linearly independent functions $\theta(x)$ is defined such that

$$u = \sum_{k=1}^{N} \alpha_k \theta_k + \alpha_0$$

If we define the error functions:

$$R = \nabla^2 u \text{ in } \Omega$$

$$R_1 = u - \bar{u} \text{ on } \Gamma_1 \text{ and}$$

$$R_2 = q - \bar{q} \text{ on } \Gamma_2,$$
where $\Gamma_1$ and $\Gamma_2$ are parts of the total boundary $\Gamma$ ($\Gamma = \Gamma_1 + \Gamma_2$). These errors are distributed in such a way that they be zero in an average sense. Another set of linearly independent functions $\Phi(x)$ and a weighting function $w$ are defined, that satisfy:

$$
  w = \sum_{k=1}^{N} B_k \Phi_k
$$

(8)

where $B_k$, $k = 1,n$, are constants.

Various approaches to finding the solution are now possible, depending on the conditions we impose on the expressions above (4-8). A comparison between the Boundary Element Method and the Method of Moments\(^{(24)}\) is detailed here.

Both methods solve a deterministic problem. The approximate solution satisfies certain boundary conditions. The original differential equation (say Laplace's equation) is reduced to a set of linear algebraic equations.

In MOM the approximate functions are sought to satisfy the boundary conditions (or some of them) and be approximate in the domain. In BEM, the functions satisfy the governing equation in the domain and only approximately satisfy the boundary conditions. In MOM it is customary for the weighting functions to be Dirac functions (point matching) and pulse functions for basis (subsection method). In BEM the weighting function is usually chosen to be the fundamental solution of the governing equation.
in that space. Volume integrals are accordingly eliminated.

The BEM imposes the following conditions:

a) $u$ and $w$ both satisfy the governing equation:

\[
\nabla^2 u = 0 \\
\nabla^2 w = 0 
\]

b) $u$ only approximately satisfies the boundary conditions (2) and (3)

\[
u = \bar{u} \text{ on } \Gamma_1 \text{ and} \\
q = \bar{q} \text{ on } \Gamma_2
\]

We define the inner product

\[
<R, w> = \int_{\Omega} R \ w \ d\Omega \quad (9)
\]

where $R$ is an error function as defined in (5) and $w$ is the weighting function defined in (8). The inner product above is the mathematical representation of the idea of distributing the error over a domain. It can be shown (Appendix A) that

\[
\int_{\Omega} R \ w \ d\Omega = \int_{\Omega_2} R_2 \ w \ d\Gamma - \int_{\Omega_1} R_1 \ w \ d\Gamma \quad (10)
\]

From Appendix A (c) we obtain:
\[
\int_{\Sigma} \nabla^2 w \ u \ d\Omega = - \int_{\Gamma} q \ w \ d\Gamma + \int_{\Gamma} u \ \frac{dw}{dn} \ d\Gamma
\]
assuming \( w \) to be the fundamental solution to Laplace's equation
\[
\nabla^2 w = -\delta(r-r')
\]
the following equation is obtained with the notation change \( w = u' \)
\((dw/dn=q')\):

\[
c(\mu) \ u(\mu) + \int_{\Gamma} u(x) \ q'(\mu,x) \ d\Gamma(x) = \int_{\Gamma} q(x) \ u'(\mu,x) \ d\Gamma(x) \quad (11)
\]
where \( \mu \) are the coordinates of the source and \( x \) those of the point of interest.

For a smooth boundary, it can be shown that \( c(\mu) \) is \( \frac{1}{4} \).
For a boundary that is not smooth, a means to avoid the calculation of \( c(\mu) \) will be shown later.

To reduce equation \((11)\) to a suitable algebraic form to be solved by a numerical approach, the following general steps are taken\(^{(23)}\).

(a) The boundary \( \Gamma \) is discretized into a series of elements over which the potential and its normal derivative are assumed to vary according to interpolation functions \((4)\). The geometry of these segments can be modelled using straight lines, circular arcs etc.
In this work straight lines are used.

(b) By using the method of collocation, the discretized equation is applied to a number of particular nodes within each element.

(c) Integrals over each element are carried out either analytically or using a numerical quadrature (e.g. four-point Gaussian quadrature).

(d) The boundary conditions are imposed along each element: either the potential or its derivative is given, and a system of linear equations is obtained. The solution of the system of equations provides the remaining unknowns (either potentials or their derivatives).

Using (11), the values of the potential can be calculated at any internal point \( c(\mu) = 1 \).

The particular configuration of Figure 1 has the following characteristics that have to be addressed separately.

(a) The geometry and the boundary conditions are axisymmetrical;

(b) The geometry consists of two separate and distinct subregions;
(c) One of the subregions has finite boundaries, the other has boundaries at infinity:

(d) The two subregions are connected by an internal boundary or interface. On this interface, neither the potential nor its derivative is known. Two extra conditions will enable one to solve the final system of equations, which would otherwise have more unknowns than equations. The four points (a) to (d) are addressed below.

(a) The three-dimensional fundamental solution of Laplace's equation is written in cylindrical polar coordinates (Fig. 2):

\[ u^* = \frac{1}{4\pi} \frac{1}{r(\mu, \lambda)} = \]

\[ = \frac{1}{4\pi} \frac{1}{[r^2 + \lambda^2 - 2rr' \cos(\theta - \phi) + (Z-Z')^2]} \]

and the axisymmetric potential can be calculated as follows:

\[ \bar{u}^* = \int_0^{2\pi} u^* \, d\phi = \frac{K(m)}{\pi (a+b)^b} \]

(12)

where

\[ a = r^2 + \lambda^2 + (Z-Z')^2 \]

\[ b = 2rr' \]

\[ m = \frac{2b}{a+b} \]
The normal derivative of the fundamental solution along the boundary contour $\Gamma$ is given by:

$$
\bar{q}^* = \frac{1}{\pi (a+b)^4} \left( \frac{1}{2R} \left[ \frac{R'^2 - R^2 + (Z'-Z)^2}{a-b} \right] E(m) - K(m) \right) n_x + \\
+ \frac{Z'-Z}{a-b} E(m) n_z 
$$

(13)

where $n_x$ and $n_z$ are the direction cosines of the normal to the surface $\Gamma$ and $K(m)$ and $E(m)$ are the complete elliptic integrals of the first and second kinds.

The bar on $\bar{u}^*$ and $\bar{q}^*$ indicates the cylindrical solution. The derivation of expressions (12) and (13) is given in Appendix B.

The element of surface $d\Gamma$ can be written for cylindrical symmetry:

$$
d\Gamma = R d\theta d\bar{\Gamma}
$$

$\bar{\Gamma}$ is the generating boundary contour which is the intersection of $\Gamma$ with the $R'-Z$ semiplane (Fig. 2).

(b) For each subregion, and assuming that the potential or its normal derivative is constant over each element, the fundamental equation (11) is transformed as follows:

$$
c \bar{u} + \int_{r}^{r'} \left[ \int_{0}^{2\pi} q^* d\theta \right] R \ d\bar{\Gamma} = \int_{r}^{r'} \left[ \int_{0}^{2\pi} u^* d\theta \right] R \ d\bar{\Gamma} 
$$

(14)
Figure 2: Geometrical elements of cylindrical symmetry

The square brackets are $\overline{u'}$ and $\overline{q'}$ calculated above in (12) and (13), so the final expression is:

$$c \ u + \int_{r}^{u} u \overline{q'} \ R \ d\Gamma = \int_{r}^{u} q \overline{u'} \ R \ d\Gamma \quad (15)$$

Expression (15) is discretized and the values of the integrals are calculated over each element forming the boundary. Calculations are performed for each subregion separately.

(c) Equation (11) applies to infinite regions if a certain regularity condition is fulfilled by the potential and its derivative at infinity. The condition is:

$$\lim_{R \to \infty} \int_{r}^{u} (q \overline{u'} - u \overline{q'}) \ d\Gamma = 0 \quad (16)$$
It will be shown later that the regularity condition is violated under certain conditions relevant to the solution of our problem.

(d) The interface between two subregions is formally considered as part of each subregion separately. The link between the values of the potential and its derivative in the two subregions is provided by the following conditions:

\[ U_i^i = U_i^r \]  \hspace{1cm} (17)

\[ \epsilon_i Q_i^r = \epsilon_s Q_s^r \]  \hspace{1cm} (18)

where the upperscript implies the internal boundary or interface and \( \epsilon_i \) and \( \epsilon_s \) are the permittivities of the two subregions. The second condition (18) is the continuity condition for the normal component of the electrical displacement at the interface between two dielectric media.
CHAPTER III

NUMERICAL PROCEDURE

3.1 Matrix Elements

To discretize the problem we divide the boundary in a series of segments or boundary elements (Fig. 3). The points where the values of the potential and of the electrical field are considered are at the middle of each segment and those values are assumed to be constant along each element.

![Figure 3: Division of contour into elements](image)

The boundary is discretized into N elements of which N1 are assumed to belong to \( \Gamma_1 \) and N2 to \( \Gamma_2 \). For each such element either the potential \( u \) or its derivative \( q \) is known. These known values are constant over the element and accordingly can be taken out of the integral in (15). Equation (15) can be discretized as follows:
\[ c_i \ u_i + \sum_{j=1}^{N} \left( \int_{r_j} \overline{q}^* \ R \ d\overline{r} \right) \ u_j = \sum_{j=1}^{N} \left( \int_{r_j} \overline{u}^* \ R \ d\overline{r} \right) q_j \]  \hspace{1cm} (19)

where \( \overline{u}^* \) and \( \overline{q}^* \) are given by (12) and (13).

The integrals of the type \( \int_{r_j} \overline{q}^* \ R \ d\overline{r} \), denoted \( H_{ij} \), relate the middle of segment "i", whose coordinates are \( R' \) and \( Z' \) in (13), to the element "j", over which the integral is carried out.

Similarly, integrals of the type \( \int_{r_j} \overline{u}^* \ R \ d\overline{r} \) are denoted \( G_{ij} \), and we have:

\[ c_i \ u_i + \sum_{j=1}^{N} H_{ij} \ u_j = \sum_{j=1}^{N} G_{ij} \ q_j \]  \hspace{1cm} (20)

Equation (20) is written for each segment "i" and for each subregion. The expressions obtained in this thesis for the matrix elements of \( G \) and \( H \) are valid for any axisymmetric configuration whose boundaries are divided into constant elements.

For a finite subregion and a smooth boundary \( c_i = \frac{1}{2} \) and we define:
\[ H_{ij} \quad i \neq j \]
\[ H_{ii} = \begin{cases} 0 & i=j \\ \frac{1}{2} & i=j \end{cases} \]

(21)

and (20) can be written:

\[ \sum_{j=1}^{N} H_{ij} u_j = \sum_{j=1}^{N} G_{ij} q_j \quad ; \quad i = 1, 2, \ldots, N \]

(22)

or in matrix form:

\[ H \mathbf{U} = G \mathbf{Q} \]

(23)

The above approach is applied to each of the two subregions.

3.2 Subregions

Figure 4 shows the general aspect of a configuration with two subregions. The boundary of each contains the regular segments (over which we know either \( u \) or its derivative \( q \)) and the internal boundary or interface (over which we know neither).
Figure 4: Domain divided into two subregions

Each matrix $H$ or $G$, for each of the two subregions, has two bands: one that refers to the regular boundary and one that refers to the interface. They are denoted $H_i$, $H_i^*$, $G_i$ and $G_i^*$ and $H_i^i$, $H_i^{i*}$, $G_i^i$ and $G_i^{i*}$ respectively.

Also the potentials and their derivatives correspond to values on the regular boundary, $U_i$, $U_i^*$, $Q_i$, $Q_i^*$, or on the interface, $U_i^i$, $U_i^{i*}$, $Q_i^i$, $Q_i^{i*}$.

For each subregion a matrix equation similar to (23) can be written:

$$[egin{array}{c|c} H_i & H_i^i \\ \hline U_i & U_i^i \end{array}] = [egin{array}{c|c} G_i & G_i^i \\ \hline Q_i & Q_i^i \end{array}]$$

(24)

and
\[
\begin{bmatrix}
H_1 & H_1^T & 0 \\
0 & H_2 & U_2^T \\
\end{bmatrix}
\begin{bmatrix}
U_1 \\
U_2^T \\
\end{bmatrix}
= \begin{bmatrix}
G_1 & G_1^T & 0 \\
0 & \frac{\varepsilon_1}{\varepsilon_2} & G_2 \\
\end{bmatrix}
\begin{bmatrix}
Q_1 \\
Q_2^T \\
\end{bmatrix}
\] (25)

Taking into account the compatibility conditions on the interface (17) and (18), we can combine (24) and (25) into:

\[
\begin{bmatrix}
H_1 & H_1^T & 0 \\
0 & H_2 & U_2 \\
\end{bmatrix}
\begin{bmatrix}
U_1 \\
U_2^T \\
\end{bmatrix}
= \begin{bmatrix}
G_1 & G_1^T & 0 \\
0 & \frac{\varepsilon_1}{\varepsilon_2} & G_2 \\
\end{bmatrix}
\begin{bmatrix}
Q_1 \\
Q_2^T \\
\end{bmatrix}
\] (26)

or

\[
\begin{bmatrix}
H_1 & H_1^T & 0 & -G_1^T \\
0 & H_2 & U_2 \\
\end{bmatrix}
\begin{bmatrix}
U_1 \\
U_2^T \\
\end{bmatrix}
= \begin{bmatrix}
G_1 & 0 \\
0 & G_2 \\
\end{bmatrix}
\begin{bmatrix}
Q_1 \\
Q_2^T \\
\end{bmatrix}
\] (27)

In fact, the system (27) can be directly assembled so that all the unknowns are on the left side in \( X \) and the known values in \( F \), to give a system of the following form:

\[
A X = F
\] (28)
3.3 Computer implementation

The off-diagonal elements of G and H are calculated using a four-point Gaussian quadrature. The diagonal elements however contain singularities and are better calculated analytically.

To this end \( \bar{u}^* \) and \( \bar{q}^* \) are written in terms of Legendre functions of the second kind:

\[
\bar{u}^* = \frac{S^1 Q_1(\tau)}{b^1}
\]  
(29)

\[
\bar{q}^* = -\frac{S^1 R^3}{R b^2 b^3} \left[ \frac{Q_1(\tau)}{2} + \frac{R^2 + (Z - Z)^2}{b} \frac{d Q_1(\tau)}{d \tau} \right] n_x + \\
+ \frac{(Z - Z)}{R^2} \frac{d Q_1(\tau)}{d \tau} n_z \}
\]  
(30)

where \( \tau = 1 + \frac{a - b}{b} \)  
(31)

For small values of \( \tau \), the Legendre function \( Q_1(\tau) \) and its derivative can be approximated as follows:

\[
Q_1(\tau) = -\frac{1}{4} \ln \left( \frac{\tau - 1}{32} \right)
\]  
(32)
\[
\frac{dQ_4(\tau)}{d\tau} = -\frac{1}{2(\tau-1)}
\] (33)

Elements \( G_{ui} \) are calculated in Appendix C using the above formulas (29-33).

For finite regions, as already mentioned, the coefficient \( c_i \) in equation (20) is \( \frac{1}{4} \). For boundaries that are not smooth a means to calculate \( H_{ui} \) (21) without calculating \( c_i \) is presented below:

- assuming a uniform potential is applied over the entire boundary, the normal derivative (q) must be zero, and equation (23) becomes:

\[
H \mathbf{u} = 0
\] (35)

This means that the sum of all the elements of \( H \) in a row ought to be zero and the value of the diagonal element is simply:

\[
H_{ui} = -\sum_{j=1, j\neq i}^{N} H_{ij}
\] (36)

For infinite regions however, where the regularity condition (16) is not satisfied, equation (36) should be amended. In our case:
\[ \lim_{R \to \infty} \int \frac{q^{'}}{r} \, d\Gamma = -1 \] 

so for the region with infinite boundaries, the diagonal elements of \( H \) are calculated according to the formula:

\[ H_{ii} = - \sum_{j=1}^{N} H_{ij} + 1 \quad (38) \]

3.4 Description of the program

The program has six main parts:

1. (a) input of initial parameters
   (b) discretizing the boundaries of the two subregions, by dividing them into linear segments;

2. (a) calculating the off-diagonal elements of \( G \) and \( H \) (subroutine INTE);
   (b) calculating the diagonal elements of \( G \) (subroutine INLO);
(c) calculating the diagonal elements of H by using (36) and (38);

3. (a) forming the large matrix on the left side of (27)
   (b) solving the system of equations (28) (subroutine SLNPD);

4. (a) rearranging and identifying the results of 3(b) above (which unknown is potential and which its derivative)
   (b) calculating the potential at chosen internal points, if needed;
   (c) calculating the capacitance of the system (subroutine INTER);

5. calculating elliptic integrals of the first and second kinds (77), K(m) and E(m).

6. outputting the results (subroutine OUTPT).

The number of segments in each subregion is variable. The circular part of the protrusion is divided into 10 elements. The interface between the two media can be moved freely, in such a way as to form an angle between 0 and 90 degrees with the end of the coaxial cable.

The program requests the input of an angle and as a
consequence, it divides the ten elements of the circular part between the two subregions. The fixed number of elements in each subregion are 22 in the first and 16 in the second. To each, according to the position of the interface, up to ten elements are added.

Subregion I is bounded, while subregion II is not. The latter is supposed to be closed at infinity along an electric field line. Along this line there are of course no elements.

The listing of the program is given in Appendix D.
CHAPTER IV

RESULTS

The program determines the unknown values of the potential and of the electrical field in both regions, at the middle of each segment and on the interface. The length of cable taken into account is five times its internal aperture. It was assumed, based on previous studies, that this length would ensure electric field lines normal to the conductors. The results provide a particularly-smooth picture of the field along the conductors. Figure 5 shows the values of the electric field on the inside of the external conductor.

At sharp geometrical discontinuities, like edges, the computed values show continuous behavior. At the virtual boundary inside the coaxial cable, the values obtained do not show any discontinuity. Such a discontinuity may be expected due to the fact that points close to that boundary have neighboring segments only on one side. The application of the method of images, which in similar cases is used to alleviate the problem, is not necessary in this case. This saves considerable memory space and CPU time, because the doubling of the number of unknowns is avoided.

Using the proportionality between the electric field
Figure 5: Distribution of field normal component inside the external conductor

and the surface charge on the conductors,

\[ \sigma = \epsilon E_n \]

the total charge on one of the conductors and therefrom the capacitance of the system are calculated.

Four parameters: (i) the permittivity inside the cable, (ii) the angle between the dielectric interface and the end plane of the cable, (iii) the internal aperture of the cable and (iv) the length of the protruded part, are varied and the capacitance of the system is calculated for different
combinations. The results are shown in Table 1. Examination of Table 1 reveals that the capacitance increases with increased permittivity inside the cable and decreases with internal aperture. The more the circular part in Fig. 1 is filled with dielectric, the larger the capacitance. The length of the protruded part does not influence the capacitance.

Varying the degree of filling the protruded part with dielectric provides a particularly smooth choice of the capacitance for purposes of matching the sensor to the rest of the line. Figure 6 shows the behavior of the capacitance versus the degree of filling.

**TABLE 1**

Variation of system capacitance with four parameters:

<table>
<thead>
<tr>
<th>$\epsilon_1$ - permittivity inside cable</th>
<th>d - internal aperture radius</th>
<th>t - z-coordinate (length) of protruded part</th>
<th>$\theta$ - degree of filling the protruded part with dielectric</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>2.0</td>
<td>3.5</td>
<td>40</td>
<td>90.96</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td></td>
<td></td>
<td>92.44</td>
</tr>
</tbody>
</table>


<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>2.0</td>
<td>3.5</td>
<td>40</td>
<td>85</td>
<td>104.56</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>106.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>108.54</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>2.0</td>
<td>3.5</td>
<td>40</td>
<td>85</td>
<td>118.95</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>121.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>124.58</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>1.8</td>
<td>3.5</td>
<td>40</td>
<td>85</td>
<td>119.67</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>122.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>127.68</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>1.6</td>
<td>3.5</td>
<td>40</td>
<td>85</td>
<td>122.45</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>126.70</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>131.96</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>1.4</td>
<td>3.5</td>
<td>40</td>
<td>85</td>
<td>127.36</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>132.33</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>137.82</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>1.2</td>
<td>3.5</td>
<td>40</td>
<td>85</td>
<td>134.74</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>140.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>146.00</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>1.0</td>
<td>3.5</td>
<td>40</td>
<td>85</td>
<td>145.63</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>151.95</td>
<td></td>
</tr>
</tbody>
</table>
Figure 6: Capacitance of the system versus degree of filling
The same basic program was applied to two different configurations: a coaxial 50-Ω air line and a 50-Ω teflon-dielectric line. The values of the ratio b/a are 2.303 and 3.268 respectively. According to the formula(21,22):

$$C_t = \frac{2 \varepsilon_0}{k \ln^2(b/a)} \int [2 \text{Si}(k(a^2+b^2-2abc\cos\theta)^\frac{1}{2}) - \text{Si}(2kas\sin^2\theta) -$$

$$- \text{Si}(2kbs\sin^2\theta)] d\theta$$

where Si(x) is the sine integral function, $k=2\pi/\lambda$, $\lambda$ is the wavelength and $\varepsilon_0$ is the free-space permittivity, the values of the normalized capacitance is calculated and the results are shown in Fig. 8.

The values of the normalized capacitance obtained by the application of the boundary element method are given in Table 2. They are close to the values obtained analytically and by using other numerical methods for the same ratios b/a.

**TABLE 2**

<table>
<thead>
<tr>
<th>Analytical</th>
<th>FEM</th>
<th>MOM</th>
<th>BEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.295</td>
<td>4.311</td>
<td>4.066</td>
<td>4.352</td>
</tr>
<tr>
<td>2.5</td>
<td>2.461</td>
<td>2.383</td>
<td>2.589</td>
</tr>
</tbody>
</table>
The results obtained are in good agreement with theoretical calculations for the potential and indicate that the method is quite accurate. Values of the potential calculated analytically are compared with obtained by using BEM. These values are computed at a distance "l" inside the cable, given by the condition $l=5d$, where "d" is the spacing between the two conductors. At those locations the effect of distortions due to field non-homogeneities is negligible. The analytical formula for the potential can therefore be used: $V(r) = \ln(r/a)/\ln(b/a)$. A comparison is given in Table 3.

**TABLE 3**

Comparison between potentials calculated analytically and by using BEM

<table>
<thead>
<tr>
<th>Analytical</th>
<th>BEM</th>
<th>error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.683</td>
<td>0.684</td>
<td>0.15</td>
</tr>
<tr>
<td>0.861</td>
<td>0.868</td>
<td>0.81</td>
</tr>
<tr>
<td>0.431</td>
<td>0.424</td>
<td>1.6</td>
</tr>
<tr>
<td>0.341</td>
<td>0.341</td>
<td>0.01</td>
</tr>
<tr>
<td>0.817</td>
<td>0.826</td>
<td>1.08</td>
</tr>
<tr>
<td>0.338</td>
<td>0.324</td>
<td>4.14</td>
</tr>
<tr>
<td>0.839</td>
<td>0.850</td>
<td>1.30</td>
</tr>
<tr>
<td>0.379</td>
<td>0.359</td>
<td>5.35</td>
</tr>
<tr>
<td>0.2399</td>
<td>0.2397</td>
<td>0.01</td>
</tr>
</tbody>
</table>
In terms of programming, the number of segments can be increased at will, computer memory permitting. A typical running time for 68 unknowns (potential or electrical field) was 22 seconds. For the same configuration, the Finite Element Method took 5 seconds and the Moment Method 80\(^{(22)}\).

Figure 7: Coaxial cable configuration
Figure 8: Normalized capacitance versus frequency
for a coaxial cable\textsuperscript{(23)}
CHAPTER V

DISCUSSION AND CONCLUSIONS

In this work, the application of BEM to a two-region, axisymmetric, unbounded structure, was evaluated. The potential and its derivative (electric field) were computed on the boundary and therefrom the charge distribution and the capacitance of the system were calculated. Four parameters were varied in order to determine what geometry and materials (internal dielectric permittivity) would best be suited to maximize the capacitance. The larger the capacitance, the better the use of the system as a permittivity sensor. The parameters were:

- the permittivity of the dielectric inside the cable;
- the internal aperture of the cable;
- the degree of filling the protruded part with dielectric material and
- the length of the protruded part of the inner conductor.

The method used to calculate the potential and electric field on the conductors was to discretize the boundaries into a series of segments and to apply a weighted residual expression on each of them. On each segment either the potential or the electric field was known. For each of the two subregions of our configuration, a set of linear equations was obtained. Together
with compatibility conditions on the interface between the two subregions, a large matrix equation was obtained. Its solution would give the remaining unknowns.

With additional sets of a) compatibility conditions (17) and (18), b) arrays containing the coordinates of segment ends and c) larger matrices of the type (27) and (28), the computer program could be expanded to configurations consisting of more than two subregions.

It was found that a maximum capacitance would be encountered when the dielectric permittivity is large and the dielectric occupies a large space within the cavity of the protruded part. Also, as it was expected, the smaller the inner aperture, the larger the capacitance. The length of the protruded part of the inner conductor does not influence the capacitance.

Based on the comparisons made with other numerical and analytical methods, BEM appears to be a valuable tool in computing capacitance values. BEM deals with linear segments for an axisymmetric problem, while FEM uses triangles. Input of data appears to be simpler in BEM. BEM is easily adaptable to new configurations due to the fact that only end points of each segment are inputted. Also, the solutions for fields and potentials do not display any unwanted discontinuities; in most cases the method of images is avoided.
APPENDIX A

Generalized weighted residual expression

From the weighted residual expression:

$$\int_{s} \nabla^2 u \, w \, d\mathbf{n} = 0$$  \hspace{1cm} (a)

Integrating by parts:

$$\int_{s} \frac{du}{dx_k} \frac{dw}{dx_k} \, d\mathbf{n} = \int_{r} q \, w \, d\mathbf{r} \, , \text{ where } q = \frac{du}{dn}$$  \hspace{1cm} (b)

and integrating again,

$$\int_{s} \nabla^2 w \, u \, d\mathbf{n} = \int_{r} u \frac{dw}{dn} \, d\mathbf{r} - \int_{r} q \, w \, d\mathbf{r}$$  \hspace{1cm} (c)

Introducing the boundary conditions,

$$u = \bar{u} \, \text{ on } \Gamma_1 \, \text{ and}$$

$$q = \bar{q} \, \text{ on } \Gamma_2,$$

(c) becomes:

$$\int_{s} \nabla^2 w \, u \, d\mathbf{n} = \int_{r_1} \frac{du}{dn} \, d\mathbf{r} + \int_{r_2} \frac{du}{dn} \, d\mathbf{r} - \int_{r_1} q \, w \, d\mathbf{r} - \int_{r_2} q \, w \, d\mathbf{r}$$  \hspace{1cm} (e)

To demonstrate that we make an approximation when imposing the boundary conditions above, we integrate twice by parts (e) to
retrieve the operator $\nabla^2 u$ and obtain:

$$
\int_{\Omega} \nabla^2 u \, w \, d\Omega = \int_{\Omega_2} (q - \bar{q}) \, w \, d\Gamma - \int_{\Omega_1} (u - \bar{u}) \frac{dw}{dn} \, d\Gamma \quad \text{or} \quad (f)
$$

$$
\int_{\Omega} R \, w \, d\Omega = \int_{\Omega_2} R_2 \, w \, d\Gamma - \int_{\Omega_1} R_1 \frac{dw}{dn} \, d\Gamma \quad (g)
$$
APPENDIX B

Derivation of axisymmetric fundamental solution of Laplace's equation and its normal derivative

The three-dimensional solution of Laplace's equation

\[ \nabla^2 u'(\mu, x) = 0 \]  \hspace{1cm} (a)

is (making abstraction of the factor \(1/4\pi\)):

\[ u'(\mu, x) = 1/r(\mu, x) = \]

\[ = 1 / (R^2(x) + R^2(\mu) - 2R(x)R(\mu)\cos[\theta(\mu) - \theta(x)] + [Z(x) - Z(\mu)]^2)^{1/2} \]  \hspace{1cm} (b)

The axisymmetrical solution is:

\[ \tilde{u'} = \int_0^{2\pi} u'(\mu, x) \, d\theta(x) \]  \hspace{1cm} (c)
Notation:
\[ R(\mu) = R'; \quad Z(\mu) = Z'; \quad \Theta(\mu) = \Theta' \]
\[ R(x) = R; \quad Z(x) = Z; \quad \Theta(x) = \Theta \]
\[ a = R'^2 + R^2 + (Z'-Z)^2 \]
\[ b = 2RR' \]
\[ m = 2b/(a+b) \]

\[ \bar{u}' = \frac{1}{(a+b)^3} \int_0^{\pi} \frac{d\Theta}{\left[ 1 - \frac{b}{(a+b)}(1+\cos(\Theta'-\Theta)) \right]^3} \]  \hspace{1cm} (d)

After simple mathematical manipulations and applying basic properties as:
\[ \int_{-\pi}^{\pi} f(\alpha) \, d\alpha = \int_{-\pi}^{\pi} f(\alpha) \, d\alpha \quad \text{for} \quad f(\alpha) = f(\alpha + \pi) \] and
\[ \int_{-\pi}^{\pi} f(x) \, dx = 2 \int_{0}^{\pi} f(x) \, dx \quad \text{for} \quad f(x) = f(-x) \]

we obtain

\[ \bar{u}' = \frac{K(m)}{(a+b)^3} \quad \text{where} \]

\[ K(m) = \int_0^{\pi} [1 - msin^2(\Theta)]^{-1} d\Theta \]  \hspace{1cm} (e)

For the derivative \( \bar{q}' \) we have:
\[
\bar{q}^*(R,Z) = \frac{d}{dn} \bar{u}^*(R,Z)
\]
or
\[
\bar{q}^* = \frac{d}{dR} (\bar{u}^*) + \frac{d}{dn} (\bar{u}^*) \frac{dZ}{dn}
\]

\[
\frac{d}{dR} [(a+b)^{-1} K(m)] = K(m) \frac{d}{dR} [(a+b)^{-1} + (a+b)^{-1} K(m)] \frac{d}{dm} \frac{dm}{dR}
\]

and similarly for \(d/dZ\). The calculations are simple and only one of the above derivatives is presented below:

\[
\frac{d}{dm} [K(m)] = \frac{d}{dm} \int_0^\infty \frac{dx}{(1-msin^2x)^{1/2}} = \frac{1}{2} \int_0^\infty \frac{sin^2x \, dx}{(1-msin^2x)^{3/2}} =
\]

\[
= \frac{1}{2m} \left[ \int_0^\infty \frac{dx}{(1-msin^2x)^{3/2}} - K(m) \right]
\]

To express the integral in (e) in terms of elliptic integrals of the first and second kinds, the following mathematical subtlety\(^{(2)}\) is used:

\[
\frac{d}{d\theta} \frac{sin\theta \, cos\theta}{(1-msin^2x)^{1/2}} = \frac{1-2sin^2\theta + msin^4\theta}{(1-msin^2x)^{3/2}}
\]
or
\[ m \frac{d}{d\theta} \left[ \frac{\sin \theta \cos \theta}{(1-m \sin^2 \theta)^3} \right] = (1-m \sin^2 \theta)^3 - (1-m) \frac{1}{(1-m \sin^2 \theta)^{3/2}} \]

and by integration,

\[ m \int_{\alpha}^{\pi} d\theta \left[ \frac{\sin \theta \cos \theta}{(1-m \sin^2 \theta)^3} \right] = E(m) - (1-m) \int_{\alpha}^{\pi} \frac{d\theta}{(1-m \sin^2 \theta)^{3/2}} \]

The left-hand side integral is zero and we have:

\[ \int_{\alpha}^{\pi} \frac{d\theta}{(1-m \sin^2 \theta)^{3/2}} = \frac{1}{1-m} E(m) \quad (f) \]

Introducing (f) in (e) and after performing the derivatives, we obtain:

\[ \overline{q}^* = \frac{1}{\pi (a+b)^4} \left( \frac{1}{2R} \left[ \frac{R^2 - R^2 + (Z'-Z)^2}{a - b} E(m) - K(m) \right] n_s + \frac{Z' - Z}{a - b} E(m) n_s \right) \]
APPENDIX C

From the expression of the potential in terms of Legendre functions of the second kind\(^{(23)}\):

\[
\bar{u}' = \frac{8^4 Q_1(\tau)}{b^4} \tag{a}
\]

For small values of \(\tau\) (\(\tau = 1 + \frac{a-b}{b}\)) we have the following approximation:

\[
Q_1(\tau) = -\frac{1}{2} \ln \left( \frac{\tau-1}{32} \right) \tag{b}
\]

We have to calculate \(G_{ii}\), the diagonal elements of \(G\). Their expression is:

\[
G_{ii} = \int_{\Omega_i} \bar{u}' R \, d\Gamma \tag{c}
\]

From (a), (b) and (c) we have the expression:

\[
G_{ii} = -\int_{\Omega_i} \ln \left[ \frac{(R-R')^2+(Z-Z')^2}{64 R R'} \right] \frac{R}{R'} \, d\Gamma \tag{d}
\]

after a few simple changes of variable, we obtain the following
expression for (d):

\[ G_{11} = - \frac{L}{2} \left[ \ln \left( \frac{L^2}{256R'^2} \right) I_1 + I_2 - I_3 \right] \]

where \( L \) is the length of segment "i" along which we perform the integration and \( I_1, I_2 \) and \( I_3 \) are integrals of the form:

\[ I_1 = \int_{-1}^{1} (1+au)^i \, du \] (e)

\[ I_2 = \int_{-1}^{1} (1+au)^i \ln u^2 \, du \] (f)

\[ I_3 = \int_{-1}^{1} (1+au)^i \ln(1+au) \, du \] (g)

where "a" is a parameter dependent upon the direction cosine of the normal to the segment, "co", according to the expression:

\[ a = - \frac{L \, co}{2R'} \] (h)

and \( R' \) and \( Z' \) are the coordinates of the middle of the segment. A proper choice of coordinates restricts "a" between \(-1\) and \(1\).

The integrals in (e)-(g) have the following values:

\[ I_1 = \frac{2}{3a} [(1+a)^i - (1-a)^{-i}] \] (i)

\[ I_2 = - \frac{8}{3a} \left\{ \left[ (1+a)^\frac{i}{2} - (1-a)^{-\frac{i}{2}} \right] + \left[ (1+a)^{\frac{i}{2}} - (1-a)^{-\frac{i}{2}} \right] + \frac{1}{2} X \right\} \] (j)
where \( X = \ln[\frac{1+ (1-a)}{1- (1-a)}] + \ln[\frac{(1+a)-1}{(1+a)+1}] \)

\[
I_s = - \left\{ \frac{1}{3} [(1+a)^{3/2}\ln(1+a)-(1-a)^{-3/2}\ln(1-a)] - \right. \\
- \left. \frac{2}{9} [(1+a)^{1/2}-(1-a)^{-1/2}] \right\} (k)
\]

Assembling (i), (j) and (k), we obtain \( G_{ll} \).
APPENDIX D
Program listing

$control bounds,uslinit,nolist
$INTEGER*4

Name of program: BEMFOR4

The program uses the boundary element method to solve an axisymmetric problem.

The configuration consists of a coaxial cable with the outer conductor at 1 V and the inner conductor at 0 V. In addition, the middle conductor protrudes beyond the end of the cable. The cable is filled with dielectric.

Varying four parameters: (i) the permittivity of the dielectric; (ii) the angle formed by the free end of the dielectric filling with the end of the cable; (iii) the internal radius of the cable and (iv) the length of the protruded part, the program finds the conditions under which the capacitance of the system is optimized.

Dan V. Gibson

dimension x(35),y(35),g1(35,35),fi1(35),dfi1(35),dfi2(30)
dimension kde1(35),hi(35,35),xm(35),ym(35),cx(5),cy(5)
dimension kode2(30),h2(30,30),g2(30,30),ht(55,55),xa(23)
dimension ya(23),kdea(23),fia(23),xb(18),yb(18),kodeb(18)
dimension fib(18),kde(10),yc(10),dfi(55)
dimension fi(55),fi2(30),sol(5)
dimension kode(55),alfa(10),xx(35),yy(35),xxm(35),yym(35)
common nx,ma,na,ia,iap,iaq,li,mi,ni,eps1,eps2,do

 initialization of program parameters
nx=maximum dimension of the system of equations
  nx=55
li=4
mra=23
mr=17
li=12
ia=1
eps1=1.5
display"permittivity inside cable (default=1.5)"
accept eps1
display"eps1=",eps1
eps2=1.
display"theta (not a multiple of 9 degrees!)"
accept the
display"theta=",the
if(the.ge.90.or.the.le.0.) go to 44
if(the.eq.9.or.the.eq.18.or.the.eq.27.or.the.eq.36.
or.the.eq.45.or.the.eq.54.or.the.eq.63.or.the.eq.72.
or.the.eq.81) go to 46
goto 45
44 display"theta between 0 and 90 degrees!"
go to 46
45 th=the*3.1415926/180.
iap=0
d=2.
display"internal radius (default=2.)"
accept do
display"internal radius=",do
ti=3.5
display"length of protruded part (default=3.5)"
accept ti
display"length of protruded part=",ti
do 10 i=1,10
alfa(i)=.1570796327*float(i)
xc(i)=do*sin(alfa(i))
yc(i)=.5+do*(1.-cos(alfa(i)))
if(th.gt.alfa(i)) iap=iap+1
10 continue
xib=do*sin(th)
yib=.5+do*(1.-cos(th))
iaq=10-iap
display"length of cable taken into account: 5x internal radius"
elong=5*do
do 84 i=1,11
xa(i)=(1-i)*long/10.
xb(i)=10.-xa(i)
yb(i)=.5+do
xa(mra-i+1)=xa(i)
ya(i)=.5+do
84 ya(mra-i+1)=.5
xa(12)=xa(11)
ya(12)=(ya(11)+ya(13))/2
xb(12)=xb(11)
yb(12)=.5+do
yb(13)=yb(12)
yb(14)=yb(13)
yb(15)=(1+do)/2
yb(16)=.5
yb(17)=do/200.
xb(13)=6.*ti/7.
do 21 i=1,4
21 xb(13+i)=ti
data kodea/10*0,2*1,11*0/
data fia/10*1.,2*0.,11*0./
data kodeb/11*0,-1,5*0/
data fib/10*1.,-1,5*0,1./
data cx/-1.,-2.,-5.,-7.5/
data cy/4*1.5/
ma=mra+iap
na=mrb+iaq
mi=ma+ia
ni=na+ia-1

C form boundary elements REGION I

C

do 13 i=1,mi
if(i.le.mra) go to 11
if(i.le.ma) go to 12
x(i)=xib
y(i)=yib
kodel(i)=-1
go to 13

11 x(i)=xa(i)
y(i)=ya(i)
kodel(i)=kodea(i)
fil(i)=fia(i)
go to 13

12 x(i)=xc(i-mra)
y(i)=yc(i-mra)
kodel(i)=0
fil(i)=0

13 continue

do 601 i=1,mi
if(kodel(i).eq.-1) fil(i)=-1
601 continue

C write(6,1162)
C162 format(11x,"X",10x,"Y",8x,"kode",5x,"fi",//)
C write(6,588)
C88 format(10x,"REGION I",//)
x(mi+1)=x(i)
y(mi+1)=y(i)
do 600 i=1,mi
xm(i)=(x(i)+x(i+1))/2
ym(i)=(y(i)+y(i+1))/2
C write(6,273) x(i),y(i)
C write(6,260) i,xm(i),ym(i),kodel(i),fil(i)
C write(6,274) x(i+1),y(i+1)
600 continue

C60 format(2x,i2,5x,2(f6.2,5x),i2,5x,f6.2)
C73 format(9x,2(f6.2,5x))
C74 format(9x,2(f6.2,5x),//)
xx(mi+1)=x(i)
yy(mi+1)=y(i)
do 311 i=1,mi
xx(i)=x(i)
yy(i)=y(i)
xxm(i)=xm(i)

311

ym(i)=ym(i)

calculate G1 and H1

do 373 i=1,mi

ho=0.
do 33 j=1,mi

if(i-j) 28,29,28

28
call
inte(xm(i),ym(i),x(j),y(j),x(j+1),y(j+1),h1(i,j),g1(i,j))

h1(i,j)=h1(i,j)/eps1

ho=ho+h1(i,j)
go to 333

29
call inlo(x(j),y(j),x(j+1),y(j+1),g1(i,j))

333

g1(i,j)=g1(i,j)/eps1

continue

33

continue

373

continue

arrange system of equations ready to be solved REGION I

do 57 j=1,mi

if(kode1(j)) 57,61,57

61
do 57 i=1,mi

ch1=h1(i,j)
h1(i,j)=-g1(i,j)
g1(i,j)=-ch1

57

continue

c
dfil originally contains the independent coefficients
after solution it will contain the values of the system
unknowns

do 162 i=1,mi

dfil(i)=0.
do 162 j=1,mi-ia

dfil(i)=dfil(i)+g1(i,j)*fil(j)

162

continue

cform boundary elements REGION II

x(1)=xb(11)
y(1)=yb(11)
kode2(1)=-1

fi2(1)=-1.
do 14 i=2,ni+1

if(i.le.(ia+1)) go to 15
mc2=ia+iaq+1

if(i.le.mc2) go to 16
mcl=ia+iag+mrb-ll+1
if(i.le.mcl) go to 17
x(i)=xb(i-mcl)
y(i)=yb(i-mcl)
kode2(i)=kodeb(i-mcl)
fiz(i)=fib(i-mcl)
go to 14

15 x(i)=xib
y(i)=yib
kode2(i)=-1
fiz(i)=-1.
if(i.eq.(ia+1)) go to 63
if(i.eq.(ia+1)) go to 63
go to 14

16 mc=ia+iap
x(i)=xc(i-mc)
y(i)=yc(i-mc)
kode2(i)=0
fiz(i)=0
go to 14

63 kode2(i)=0
fiz(i)=0
go to 14

17 mc=ia+iag-ll+1
x(i)=xb(i-mc)
y(i)=yb(i-mc)
kode2(i)=kodeb(i-mc)
fiz(i)=fib(i-mc)
14 continue
do 700 i=1,mcl-1
xm(i)=(x(i)+x(i+1))/2
ym(i)=(y(i)+y(i+1))/2
x(ni+2)=x(1)
y(ni+2)=y(1)
do 701 i=mcl+1,ni+1
xm(i-1)=(x(i)+x(i+1))/2
ym(i-1)=(y(i)+y(i+1))/2
c write(6,289)
c89 format(10x,"REGION II",//)
c do 702 i=1,mcl-1
c write(6,273) x(i),y(i)
c write(6,260) i,xm(i),ym(i),kode2(i),fiz(i)
c02 write(6,274) x(i+1),y(i+1)
c do 703 i=mcl+1,ni+1
c write(6,273) x(i),y(i)
c write(6,260) i-1,xm(i-1),ym(i-1),kode2(i-1),fiz(i-1)
c03 write(6,274) x(i+1),y(i+1)
c calculate G2 and H2

do 390 i=1,ni
ho=0.
do 303 j=1,ni
l7=j
if(j.ge.mc1) l7=l7+1
if(i-j) 20,25,20
20 call inte(xm(i),ym(i),x(l7),y(l7),x(l7+1),y(l7+1),H2(i,j),
1 g2(i,j))
ho=ho+h2(i,j)
go to 303
25 call inlo(x(l7),y(l7),x(l7+1),y(l7+1),g2(i,j))
303 continue
h2(i,i)=-ho+4*3.1415926
390 continue

arrange system of equations ready to be solved

do 50 j=1,ni
if(kode2(j)) 50,40,50
40 do 50 i=1,ni
ch=h2(i,j)
h2(i,j)=-g2(i,j)
g2(i,j)=-ch
50 continue

dfi2 originally contains the independent coefficients
after solution it will contain the values of the system unknowns

do 60 i=1,ni
dfi2(i)=0.
do 60 j=ia+1,ni
60 dfi2(i)=dfi2(i)+g2(i,j)*fi2(j)
do 499 i=1,ni+mi
do 499 j=1,ni+mi
499 ht(i,j)=0.0

solution of the combined system of equations

do 132 j=1,mi
do 132 i=1,mi
ht(i,j)=h1(i,j)
132 continue

upper part

lower part
l4=mi-ia
l3=mi+ni
do 232 j=l4+1,l3-ia
do 232 i=mi+1,l3
ht(i,j)=+h2(i-mi,j-l4)
continue

add band of G intern

upper part
   do 332 j=I3+1-IA, I3
   do 332 i=1, MI
   HT(i,j)=-G1(i,j-NI)

lower part
   L5=0
   do 432 j=I3+1-IA, I3
   L5=L5+1
   do 432 i=MI+1, I3
   HT(i,j)=+G2(i-MI,L5)*EPS1/EPS2
   do 179 I=1, MI+NI
   IF(I.LE.MI) GO TO 79
   DFI(i)=DFI2(i-MI)
   KODE(i)=KODE2(i-MI)
   FI(i)=FI2(i-MI)
   GO TO 179

79 DFI(i)=DFI1(i)
   KODE(i)=KODE1(i)
   FI(i)=FI1(i)

179 CONTINUE
   CALL SLPND(HT,DFI,D,MI+NI,NX)

CALL INTER(FI,DFI,KODE,CX,CY,XX,YY,SOL)

output

CALL OUTPT(XXM,YYM,FI,DFI,CX,CY,SOL,XM,YM)
STOP
END

$control bounds

SUBROUTINE INTG(XP,YP,X1,Y1,X2,Y2,H,G)

THIS SUBROUTINE COMPUTES THE VALUES OF THE G AND H MATRIX
OFF-DIAGONAL ELEMENTS BY MEANS OF NUMERICAL INTEGRATION
ALONG BOUNDARY ELEMENTS

DIMENSION XCO(4),YCO(4),GI(4),OME(4)

GI(1)= 0.86113631
GI(2)=-GI(1)
GI(3)= 0.33998104
GI(4)=-GI(3)
OME(1)= 0.34785485
OME(2)=OME(1)
OME(3)= 0.65214515
ome(4)=ome(3)
ax=(x2-x1)/2.
bx=(x2+x1)/2.
ay=(y2-y1)/2.
by=(y2+y1)/2.
if(abs(ay).le.0.0001) go to 300
ta=-ax/ay
dim=sqrt(ta**2+1.)
if(ay.gt.0.) dim=-dim
if(abs(dim).ge.50000.) pause"dim too big!"
c=1/dim
si=ta*co
go to 39
300
co=0.
si=1.
if(ax.lt.0.) si=-si
39
q=0.
h=0.
do 40 i=1,4
xco(i)=ax*gi(i)+bx
yco(i)=ay*gi(i)+by
a=yp**2+yco(i)**2+(xp-xco(i))**2
b=2*yp*yco(i)
am=2*b/(a+b)
call ellip(am,ak,ae)
g=g+4*ak/sqrt(a+b)*ome(i)*sqrt(ax**2+ay**2)*yco(i)
ft=(yp**2-yco(i)**2+(xp-xco(i))**2)*ae/(a-b)-ak
st=yco(i)*(xp-xco(i))*ae/(a-b)
40
h=h-4/sqrt(a+b)*(ft/2*si+st*co)*ome(i)*sqrt(ax**2+ay**2)
return
end

c
$control bounds
subroutine inlo(x1,y1,x2,y2,g)
c
c  this subroutine calculates the diagonal elements of G
c
ax=x2-x1
ay=y2-y1
bx=(x2+x1)/2
by=(y2+y1)/2
alen=sqrt(ax**2+ay**2)
if(abs(ay).le.0.0001) go to 300
a=.0
ta=-ax/ay
dim=sqrt(1+ta**2)
if(ay) 12,12,10
10
dim=-dim
12
c=1/dim
si=ta*co
co=nz
si=nr
a=co*alen/(2*by)
if(abs(a).ge.1.) display "a greater than one!"
ap=sqrt(1+a)
am=sqrt(1-a)
gv1=(ap**3-am**3)*(2/2-alog((alen/(16*by))**2))
gv2=alog(abs((1+am)/(1-am)))+alog(abs((ap-1)/(ap+1)))
gv3=ap-am
gv4=(ap**3)*alog(ap**2)-(am**3)*alog(am**2)
g=alen/(3*a)*(gv1+2*gv2+4*gv3+gv4)
return
300 g=alen*(2.-alog'(alen/(16*by))**2))
returnend

$c$
$c$
$scontrol bounds$
subroutine slnpd(a,b,d,n,ny)
$c$
solution of linear sys
dimension a(ny,ny), b(ny)
nl=n-1
do 100 k=1,nl
kl=k+1
c=a(k,k)
if(abs(c)-0.000001) 1,1,3
1  do 7 j=kl,n
if(abs(a(j,k)-0.000001)) 7,7,5
5  do 6 l=k,n
c=a(k,l)
a(k,l)=a(j,l)
6  a(j,l)=c
c=b(k)
b(k)=b(j)
b(j)=c
c=a(k,k)
go to 3
7  continue
8  write(6,2) k
2  format(1x,"**********singularity in row",i5)
d=0.
go to 300
3  c=a(k,k)
do 4 j=kl,n
4  a(k,j)=a(k,j)/c
b(k)=b(k)/c
do 10 i=kl,n
c=a(i,k)
do 9 j=k1,n
   a(i,j)=a(i,j)-c*a(k,j)
10   b(i)=b(i)-c*b(k)
100  continue
101  if(abs(a(n,n))<0.000001) 8,8,101
102  b(n)=b(n)/a(n,n)
do 200  l=1,n1
   k=n-1
   k1=k+1
200  do 200  j=k1,n
   b(k)=b(k)-a(k,j)*b(j)
d=1.
do 250  i=1,n
   d=d*a(i,i)
250  return
end

$control bounds$

subroutine inter(f1,df1,kode,cx,cy,xx,yy,sol)

c
   reorder fi and dfi arrays to put all the values of the
   potential in fi and all the values of the derivatives in
   dfi
   common nx,na,ia,iap,iaq,li,mi,ni,eps1,eps2
   dimension fi(55),dfi(55),kode(55),cx(5),cy(5)
   dimension sol(5),xx(35),yy(35)
   l8=mi-ia
   do 20 i=1,18
      if(kode(i)) 20,20,10
   10   ch=fi(i)
      fi(i)=dfi(i)
      dfi(i)=ch
20   continue

c
do 44 i=1,ia
   fi(i+18)=dfi(i+18)
   fi(mi+i)=dfi(i+18)
44   dfi(l8+i)=dfi(ni+18+i)
do 59 i=1,ni-ia
59   dfi(mi+ni+1-i)=dfi(ni+18+1-i)
do 53 i=1,ia
53   dfi(mi+i)=dfi(l8+i)
do 45 i=mi+1+ia,ni+mi
45   if(kode(i)) 45,45,48
48   ch=fi(i)
   fi(i)=dfi(i)
   dfi(i)=ch
45   continue

c
   compute potential at internal points
   do 40 k=1,li
   sol(k)=0.
do 30 j=1, mi
    call inte(cx(k), cy(k), xx(j), yy(j), xx(j+1), yy(j+1), a, b)
30      sol(k) = sol(k) + dfi(j) * b - fi(j) * a
40      sol(k) = sol(k) / (4 * 3.1415926)
      return
  end

$control bounds
subroutine outpt(xxm, yym, fi, dfi, cx, cy, sol, xm, ym)
  common nx, ma, na, ia, iap, iaq, li, mi, ni, eps1, eps2, do
  dimension xxm(35), yym(35), fi(55), dfi(55), cx(5)
  dimension xm(35), ym(35), cy(5), sol(5)
write(6,202)
write(6,202)
202  format(/)
write (6,201)
201  format(5X, "X", 16X, "Y", 16X, "POTENTIAL", 8X, "POTENTIAL DERIVATIVE")
  write(6,202)
  write(6,202)
  display " REGION I"
write(6,202)
write(6,202)
  do 10 i=1, mi-ia
10    write(6,200) xxm(i), yym(i), fi(i), dfi(i)
200   format(4(3X, e14.7))
write(6,202)
  l8 = mi-ia
  display" internal boundary"
write(6,202)
write(6,202)
  do 14 i=1, ia
14    write(6,200) xxm(l8+i), yym(l8+i), fi(l8+i), dfi(l8+i)
write(6,202)
write(6,202)
write(6,202)
  display " REGION II"
write(6,202)
write(6,202)
  do 15 i=ia+1, ni
15    write(6,200) xm(i), ym(i), fi(mi+i), dfi(mi+i)
write(6,202)
write(6,202)
write(6,202)
203   format(2X, "INTERNAL POINTS",//,11X, "X", 18X, "Y", 14X, "POTENTIAL")
  do 20 k=1, li
20    write(6,204) cx(k), cy(k), sol(k)
204   format(3(5X, e14.7))
   sigma1 = .0
   sigma2 = .0
   do 33 i=1, li
33      sigma1 = sigma1 + dfi(i)
33    sigma2=sigma2+dfi(ni+mi-i)
c1=dc+.5
c2=do+1.
sigma=c1*sigma1*eps1/2.+eps2*(c2*sigma2/2.+(c2**2
&    -c1**2)*dfi(ni+mi)/4.)
sigma=sigma*8.85
c write(6,92) sigma
c2 format(5x,"charge on upper conductor="f14.6,"nC",//)
c write(6,93) sigma
93 format(5x,"capacitance of system="f14.6,"pF",//)
return
end

$control bounds
C    Polynomial Approximations of Elliptic Integrals of
C    the First and Second Kinds
C
C subroutine ellip(m,kk,ke)
dimension a(2,5),b(2,5),as(5),bs(5)
real m,ml,m2,k,k1,kk,ke
a(1,1)=1.38629436112
a(1,2)=0.09666344259
a(1,3)=0.03590092383
a(1,4)=0.03742563713
a(1,5)=0.01451196212
b(1,1)=.5
b(1,2)=.12498593597
b(1,3)=.06880248576
b(1,4)=.03328355346
b(1,5)=.00441787012
a(2,1)=1.
a(2,2)=.44325141463
a(2,3)=.06260601220
a(2,4)=.04757383546
a(2,5)=.01736506451
b(2,1)=0.0
b(2,2)=.24998368310
b(2,3)=.09200180037
b(2,4)=.04069697526
b(2,5)=.00526449639
ml=1.-m
m2=1./ml
do 10 i=1,2
do 11 j=1,5
   as(j)=a(i,j)
   bs(j)=b(i,j)
11   k=(as(1)+as(2)*ml+as(3)*ml**2+as(4)*ml**3+as(5)*ml**4)
k1=(bs(1)+bs(2)*ml+bs(3)*ml**2+bs(4)*ml**3+bs(5)*ml**4)*alog(m2)
   if(i.eq.2) go to 33
   kk=k+k1
go to 10
ke=kl+k
continue
return
end
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