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Abstract

Various polymer flows through extrusion dies have been studied by using the Lubrication Approximation Theory (LAT) and Finite Element Method (FEM). These include flow through an orifice, flow through annular dies, wire coating and wire-coating coextrusion. Free surfaces and interfaces are present. Newtonian and shear-thinning inelastic viscosity models have been used under isothermal and nonisothermal conditions. Thermal boundary conditions ranging from isothermal to adiabatic have been investigated. A Streamline-Upwind/Petrov-Galerkin scheme for quadrilateral elements has been incorporated into the FEM to stabilize the solution for highly convective nonisothermal flows. Free surfaces and interfaces are determined through a relaxation iterative technique that allows no cross flow to the surface. A double-node technique has been implemented in the FEM for multi-layered flows occurring in coextrusion.

Flows of Newtonian fluids through capillary dies of variable length showed that the swell is reduced from 13% for long dies to 8% for an orifice (zero length), thus exhibiting reverse trends from Non-Newtonian viscoelastic fluids. The flow through converging and diverging annular dies
showed the influence that die design has on the thickness and diameter swell of parisons (plastic tubes).

Nonisothermal studies showed that the full energy equation has to be considered in polymer melt flows, even in the case of straight channels. This is because radial temperature gradients exist that cause radial flow that cannot be safely neglected. Comparison with other studies based on such simplifications showed that the errors involved in omitting radial gradients and components can be appreciable.

Wire-coating studies revealed that very good agreement with experiments for high-speed operations is achieved when correct viscosity data are used and thermal-balance boundary conditions are imposed. The analysis showed why an empirical industrial die design employed by Du Pont Co. works. The criteria required include a streamlined flow with no recirculation present, as well as the development of smooth die stresses with no "hump" near the impact region. These observations have been used in constructing new designs for wire-coating coextrusion of two resins. In addition a rather flat, horizontal interface should be achieved within the die for better operation.

A new die design for wire-coating coextrusion of High-Density Poly-
Ethylene (HDPE) and Poly-Styrene (PS) has been successfully deduced, as evidenced by the corresponding analysis. Such design met all criteria for a variety of operating conditions pertaining to wire speeds, melt temperatures and coating thicknesses, typical of industrial operations.
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\(\tau\)  constant stress
\(o\)  origin/initial/reference/outer/exit
\(I\)  fluid \(I\)
\(II\)  fluid \(II\)
\(\infty\)  infinite distance

**Superscripts**

\(-1\)  inverse of a matrix
\((e)\)  element
\(i\)  present iteration
\(T\)  transpose of a vector or a matrix
\(*\)  dimensionless quantity
Overscripts

- vector
- matrix
- local value
- local value
- rate

Dimensionless Groups

\[ Bi = \text{Biot Number} = \frac{(\partial T/\partial r)_{r=0} R}{T_s - T_b} \]

\[ Br = \text{Brinkman Number} = \frac{\nu^2}{k L} \]

\[ C = \text{Capacitance Parameter} = \frac{R_e (e \rho_c)_o}{2H (e \rho_c)_m} \]

\[ Gz = \text{Graetz Number} = \frac{e \rho_c V H^2}{k L} \]

\[ Na = \text{Nahme Number} = \frac{8 \nu^2}{\kappa} \]

\[ Nu = \text{Nusselt Number} = \frac{h R_e}{k_{air}} \]

\[ Pe = \text{Peclet Number} = \frac{e \rho_c V H}{\kappa} \]

\[ Re = \text{Reynolds Number} = \frac{e V H}{\eta} \]
Mathematical Symbols

\[ \Delta \] increment

\[ \partial \] differential operator

\[ \nabla \] vector differential operator

\[ \nabla^2 \] Laplace operator

\[ \frac{\partial}{\partial t} \] substantial derivative

\[ \sum_i \] summation over \( i \)

\[ \{ \} \] column vector

\[ [ ] \] matrix

\[ || \] magnitude

\[ \text{determinant of a matrix} \]
Chapter 1

Introduction

1.1 Polymer Melt Flow in Extrusion Dies

Since the development of polymerization reactions and the tremendous growth of the polymer industry, plastics have literally been omnipresent in every part of everyday life. Enormous efforts have been made to study the behaviour of such new materials and to be able to predict reasonably their characteristics during processing, usually in the form of a melt. A variety of shaping processes exists nowadays, such as extrusion, injection molding, blow molding, film blowing, fiber spinning, calendering, wire coating, to name just a few. Although each process is suited for different products,
almost all plastics (approximately 95%) pass at some point through an extruder to be compressed, conveyed down the screw channel and then melted before being shaped into the desired form or product. A typical schematic diagram of a plasticating extruder is shown in Figure 1.1, along with the various zones encountered (from Agur and Vlachopoulos, 1982).

While a variety of experimental and theoretical studies has been done on extruders with varying degrees of success (Agur and Vlachopoulos, 1982), the plastics industry remains primarily interested in the design of the last section of the extruder, i.e. the extrusion die. Dies come in a variety of shapes and sizes, from the simplest circular hole for the production of plastic fibers and rods to sophisticated three-dimensional sheeting dies for shaping huge plastics sheets; they can be annular for pipe formations for example, or with a moving inner cylinder, as in the process of wire coating; they can combine different polymer streams in a variety of ways to produce multilayered products, as in the process of coextrusion, which has received great attention in the last decade.

Until recently, the design of extrusion dies has been mainly based on the empirical approach of a series of experiments under varying conditions to determine the optimum geometry needed. Extensive and expensive ex-
Figure 1.1: Schematic Diagram of a Plasticating Extruder.
periments have been the norm for a variety of melts to determine such quantities as the length and opening gap for a die to give certain dimensions to the product, or the pressure drop needed for a certain extrusion throughput (flow rate). Taking into account the unusual behaviour of plastics due to their viscoelastic nature, one of the biggest headaches even for the simplest problem of extrusion through a capillary die, is what should be the die diameter to produce a certain extrudate diameter and at what flow rate. This, of course, happens because of an interesting and important phenomenon exhibited by plastics, called "extrudate swell," which accounts for considerable increase in the extrudate cross-section when the material comes out of the die.

Apart from the effect of the geometry on the flow, another important parameter is the polymer melt itself, since different materials flow differently and therefore obey different constitutive relations. Extensive experiments have also been carried out to determine the properties of polymer melts. The data obtained called for a need to correlate their properties and establish appropriate mathematical relationships. Such relationships can be used to model these materials and understand their behaviour under processing conditions by performing numerical simulations.
In the last ten years, the rapid development of computers has allowed the numerical solution of many complicated problems with a variety of sophisticated methods such as the numerical method of finite elements (FEM). The main advantages of this method are:

(a) its ability to easily handle complex geometries and boundary conditions and

(b) its flexibility to solve many different types of problems with only slight modifications of the same computer program.

The question of a powerful numerical method seems more or less to have been settled with the application of FEM in flow problems. One shortcoming of the method seems to be its rather involved formulation which requires a good understanding of variational principles, matrix algebra and computer programming skills. However, computer programs can become "user-friendly" with appropriate pre-processing of input data and post-processing of output data, that greatly simplify the numerical simulations for a series of parametric studies. In that form then, the computer programs can be used by a non-expert on the numerical method itself.
1.2 Review of Numerical Simulation of Polymer Melt Flow in Extrusion Dies

The numerical simulation of polymer melt flows has been the object of many investigations in recent years. Calculations have been performed using several numerical methods, such as perturbation, collocation, finite difference methods (FDM), finite element methods (FEM) and quite recently, boundary element methods (BEM) (Bush and Tanner, 1983). The emphasis has been shifted progressively towards FEM, because of their ability to incorporate complicated geometrical boundaries. The major conclusions of these research efforts have been summarized by Crochet and Walters (1983) and Mitsoulis et al. (1984). A brief summary is also given here.

A helpful classification of polymer melt flows includes:

- Flows dominated by the shear viscosity (nearly viscometric flows)

- Complex flows involving inelastic or highly elastic fluids

In the first category, due to the geometry of the flow field, the fluid elasticity has only a minor effect on the streamlines. This is typical of constrained flows inside oblong extrusion dies, and the Lubrication Approxi-
mation Theory (LAT) can be applied as explained in standard textbooks (McKelvey, 1962; Middleman, 1977; Tadmor and Gogos, 1979). Shear-thinning effects (see Figure 1.2) may remain though quite important and a generalized Newtonian fluid (power-law fluid, for example) can be used to account for such behaviour. Numerical methods for calculating Newtonian flow can be adapted without difficulty to meet the variable-viscosity complication. A Picard iterative technique may be used, in which the velocity is updated by means of the previous velocity field. Up to now, the FDM has been the most popular numerical technique and there are numerous publications in the literature based on its applications to melt flow problems through extrusion dies (Carley, 1959; McKelvey, 1962; Bagley and Storey, 1963; Fenner, 1967; Fenner and Williams, 1967; Middleman, 1977; Uhland, 1977; Winter, 1977; Han and Rao, 1978; Carley et al., 1979; Tadmor and Gogos, 1979; Basu, 1981; Chin et al., 1984; Sornberger et al., 1986).

In the second category, for flow predictions in arbitrary geometries, the FDM has recently been replaced by the FEM because of its flexibility to handle complex shapes that dies may have. The FEM has been exploited for purely viscous (inelastic) fluids by Caswell and Tanner (1978), Wagner and Mitsoulis (1985), Mitsoulis (1986c), Pittman and Rashid (1986) for
Figure 1.2: Typical Shear Stress and Shear Viscosity vs. Shear Rate Curves for Newtonian and Shear-Thinning Fluids.
the design of wire-coating dies, by Crochet and Keunings (1981) for conical
dies, by Crochet and Keunings (1983) for fiber-spinning dies, by Mitsoulis
et al. (1984) for slit and capillary dies, by Mitsoulis (1986b) for annular
dies, by Sornberger et al. (1986) for coát-hanger dies and by Mitsoulis
(1986a) and Mavridis et al. (1987) for coextrusion dies.

For highly elastic fluids flowing in complex geometries, there has been
a tremendous activity since 1980 to predict viscoelastic behaviour using a
variety of viscoelastic constitutive models and usually the FEM. All these
efforts have been reviewed recently by Mitsoulis (1986e). Unfortunately, up
to now the results have been rather discouraging due to numerical break-
down of the computations (divergence of the solution) and/or wrong predic-
tions for cases where convergence had been attained. Due to the unresolved
nature of the problem of viscoelasticity, only purely viscous (inelastic) mod-
els will be considered in this work.

1.3 Objectives

The objectives of this study are to solve the governing conservation and
constitutive equations for polymer melt flows inside extrusion dies. In par-
ticular, two programs will be developed, one based on the Lubrication Approximation Theory (LAT) for quick determination of such quantities as pressure drop vs. flow rate, etc., and another based on the Finite Element Method (FEM) for a full analysis of flows in axisymmetric geometries.

The emphasis for the LAT program will be its user-friendliness and generality for any polymer melt flow inside almost parallel channels with moving or stationary boundaries and various layers of different melts.

For the FEM program, the emphasis will be in developing and implementing a numerical scheme to successfully solve the energy equation for highly convective flows and thus suppress spurious temperature oscillations that have plagued other previous numerical simulations (Wagner and Mitsoulis, 1985; Wagner, 1987). Another feature to be implemented and used for coextrusion flows will be the handling of interfaces when two melts travel together inside an extrusion die, along with the free surfaces present upon exit of the melts to the atmosphere.

The flow of polymer melts in extrusion dies will be considered as steady-state, incompressible, creeping flow (inertia forces negligible). Constitutive models considered in this study will be purely viscous (inelastic) and will include:
(a) Newtonian fluid

(b) Generalized Newtonian fluid (shear-thinning models with or without temperature-dependent viscosity).

Shear-thinning models used in this study will be the power law, a quadratic model and a logarithmic model which can adequately describe experimental viscosity data for polymer melts.

The programs developed will be tested against known analytical and numerical solutions and thus their accuracy will be established. They then will be used for the analysis of several polymer melt flow problems in axisymmetric extrusion dies. From the analysis, new or modified die designs will be deduced for flow of some typical polymer melts used in industrial applications.

1.4 Outline of Thesis

Chapter 2: The equations of conservation of mass, momentum and energy are introduced and simplified using the appropriate assumptions. The models and the constitutive equations available for the description of flow of polymer melts in extrusion dies are also presented.
The relevant dimensionless groups are discussed and the appropriate boundary conditions are outlined.

Chapter 3: The two methods of solution are presented. The Lubrication Approximation Theory (LAT) is briefly discussed and its implementation is given for the case of two fluids flowing side-by-side. The Finite Element formulation (FEM) of the continuity and momentum equations (velocities-pressure or u-w-p formulation) is briefly presented for axisymmetric flows. Then the Streamline-Upwind/Petrov-Galerkin scheme for the energy formulation is detailed along with a new finite element discretization scheme for bilinear quadrilaterals. Also included are a stream function formulation and a method for handling problems with free surfaces and interfaces occurring in coextrusion.

Chapter 4: Results from preliminary runs and test runs are presented to confirm the workability of the finite element method and the new upwinding technique for handling highly convective nonisothermal flows. The validity and accuracy of the results is checked against analytical and other numerical methods.

Chapter 5: The process of high-speed wire coating is examined with ma-
ajor emphasis on thermal effects. Results from LAT and FEM are presented and compared with other numerical results available in the literature as well as with experimental data from an industrial operation.

Chapter 6: The process of wire-coating coextrusion is examined with major emphasis on thermal effects and their influence on the interface location. Results from LAT and FEM are presented and compared with other numerical results available in the literature. Deductions for effective coextrusion die design are given based on the analysis.

Chapter 7: The results of this thesis are summarized for the various problems examined and the different methods used. Conclusions and recommendations for future work are presented.
Chapter 2

Mathematical Modelling of Polymer Melt Flow

This chapter presents an introduction on the importance and need for analyzing and predicting the behavior of polymer melts as they flow through processing equipment. The general conservation equations for the flow analysis are presented along with the constitutive equations used for polymer melts. Finally, the reduction of these equations for steady-state flows in axisymmetric geometries is given under the appropriate assumptions.
2.1 Introduction

The determination of the velocity, pressure and temperature fields of polymer melts inside extrusion dies is of considerable practical interest in the plastics industry. The results of the above primary variables can be used to evaluate other quantities of practical importance, such as flow rates, power requirements, stresses and strains, heat dissipated, extrudate swell, etc. Such information can be used in the design of processing dies.

An analysis of polymer melt flows through processing equipment requires simultaneous consideration of the mass, momentum and energy conservation principles. These equations must also accommodate appropriate constitutive equations that relate stresses to the velocity gradients. The geometry of the equipment enters in the specification of the boundaries. Because of the complexity of the differential equations involved and their domain of integration, nearly all problems require numerical methods for their solution. Except for a few highly simplified (Newtonian or power-law) constitutive equations that can describe some melt flows in simple geometries, it is often very difficult or impossible to obtain solutions that represent adequately the behaviour of polymer melts. In order to obtain a
manageable and solvable form of the equations for the analysis of a very difficult problem, some assumptions based on experience are necessary. Some of the simplifications adopted are described later in this chapter.

Extensive experiments have been carried out to determine the properties of polymer melts. Correlations of these properties can be used to model these materials and allow for the understanding of their behaviour under processing conditions by performing numerical simulations.

The single most important and readily measurable property of polymer melts is the shear viscosity. Some typical viscosity vs. shear rate curves are shown in Figure 2.1 for an LDPE melt (Meissner, 1971). It is seen that at low shear rates, the viscosity is almost constant (Newtonian regime), but at moderate to high shear rates it decreases exhibiting the “shear-thinning” behaviour, which is typical of pseudoplastic materials such as polymer melts. Empirical correlations have been found and used extensively for polymer melts under certain conditions. The use of a power-law model in viscometric flows, for example, is a widely accepted constitutive relationship that describes adequately the shear-thinning behaviour of polymer melts in shear flows. Although such a relation was an improvement over the idealized linear Newtonian models, it tends to overestimate the
Figure 2.1: Viscosity Curves of a Low Density Polyethylene (LDPE) Melt at Different Temperatures (Meissner, 1971).
shear viscosity of most polymer melts in relatively low shear rate range. Therefore an improvement would be to include a Newtonian model in the low shear rate range and a quadratic model in the mid-shear rate range. Such empirical relationships have gained more popularity during the past few years for numerical simulations.

Although able to represent the shear viscosity quite well, the above models fail to account for the elastic effects that most polymers exhibit in practice. As a result, new models that would presumably describe reality adequately have been developed by several researchers (Bird et al., 1977). Unfortunately most investigations in the literature have shown that such models, when implemented in the numerical simulation, have failed to converge at moderate to high elasticity levels that are usually encountered in practical situations (Mitsoulis, 1986c). Therefore, the current work is limited to studies of purely viscous (inelastic) fluids.
2.2 Conservation Equations

In general tensorial form the conservation equations are (Bird et al., 1960):

Mass:

\[
\frac{D\rho}{Dt} + \rho (\nabla \cdot \vec{v}) = 0
\]  \hspace{1cm} (2.1)

Momentum:

\[
\rho \frac{D\vec{v}}{Dt} = -\nabla p + \nabla \cdot \vec{f} + \rho \vec{g}
\]  \hspace{1cm} (2.2)

Energy:

\[
\rho C_v \frac{DT}{Dt} = -\nabla \cdot \vec{q} + \vec{\tau} : \nabla \vec{v}
\]  \hspace{1cm} (2.3)

Assuming that:

(a) the melt is incompressible (constant density), the continuity equation for conservation of mass (Equation 2.1) reduces to:

\[
\nabla \cdot \vec{v} = 0
\]  \hspace{1cm} (2.4)

The incompressibility assumption is not valid when large pressure gradients are present. However, for most polymer melts under usual processing conditions, Equation 2.4 is indeed applicable.

The equation of conservation of momentum involves a balance between inertia, viscous, pressure and body forces. Because polymer melt flows are
very slow flows with extremely small Reynolds numbers \(Re \ll 1\) (Pearson, 1985), it may be assumed that:

(b) inertia effects are negligible in comparison with viscous and pressure forces.

We also assume that:

(c) body forces (such as gravity) are negligible in comparison with viscous and pressure forces.

(d) the flow is steady \(\frac{\partial}{\partial t} = 0\), which applies to many polymer processes.

Thus, the conservation of momentum (Equation 2.2) reduces to:

\[
0 = -\nabla p + \nabla \cdot \tau
\] (2.5)

Turning to the conservation of energy (Equation 2.3), the following assumptions are usually made for polymer melts:

(e) the thermal conductivity \(k\) is constant.

(e) the specific heat at constant pressure \(C_p\) is constant.

The resulting energy equation with convective, conductive and viscous dissipation terms respectively, is:

\[
\rho C_p \overline{v} \cdot \nabla T = k \nabla^2 T + \tau : \nabla \overline{v}
\] (2.6)
2.3 Constitutive Equations

To solve the above equations we also need constitutive equations that relate the extra stress tensor $\tilde{\tau}$ to the rate-of-strain tensor $\tilde{\gamma}$:

$$\tilde{\gamma} = \nabla \bar{v} + (\nabla \bar{v})^T$$

(2.7)

2.3.1 Newtonian Fluid

For Newtonian fluids we have

$$\tilde{\tau} = \mu \tilde{\gamma} = \mu \tilde{\gamma}_{ij}$$

(2.8)

where $\mu$ is a constant viscosity coefficient.

2.3.2 Generalized Newtonian Fluid

The generalized Newtonian fluid includes a variable, non-Newtonian viscosity $\eta$ and it has the form:

$$\tilde{\tau} = \eta(\gamma) \tilde{\gamma} = \eta(\gamma) \tilde{\gamma}_{ij}$$

(2.9)

The apparent viscosity $\eta(\gamma)$ is a function of the magnitude $|\gamma|$ of the rate-of-strain tensor $\tilde{\gamma}$, which is given by the expression

$$|\gamma| = \sqrt{\frac{1}{2} I_2}$$

(2.10)
\( I_2 \) is the scalar second invariant of \( \mathbf{\dot{\gamma}} \), given by (summation convention adopted):

\[
I_2 = \langle \mathbf{\dot{\gamma}} : \mathbf{\dot{\gamma}} \rangle = \dot{\gamma}_{ij} \dot{\gamma}_{ji} = \sum_i \sum_j \dot{\gamma}_{ij} \dot{\gamma}_{ji}
\]

(2.11)

The form of the function \( \eta(\dot{\gamma}) \) gives rise to various empirical relations introduced in the literature to fit experimental data (see Figure 2.1). The relations used in this analysis are:

(a) The power-law model of Ostwald and de Waele (Bird et al., 1960).

The most widely used model in industrial applications is the power-law fluid with an apparent viscosity \( \eta \) given by:

\[
\eta(\dot{\gamma}) = m|\dot{\gamma}|^{n-1}
\]

(2.12)

where \( m \) is usually referred to as the consistency index (\( \text{Pa} \cdot \text{s}^n \)) and \( n \) is the power-law index (dimensionless). Both constants \( m \) and \( n \) can be determined experimentally, using commercially available viscometers.

This model describes adequately the descending linear region of the plot of \( \log \eta \) vs. \( \log \dot{\gamma} \), which is the most important region for practical applications.

(b) Intermediate quadratic model (Carley et al., 1979).

This model takes care of the region between the Newtonian region.
(low shear rates) and the power-law region (high shear rates). The apparent viscosity takes the following form:

$$\eta(\dot{\gamma}) = \frac{\tau}{\dot{\gamma}}$$

(2.13)

where

$$\log \tau = a(\log \dot{\gamma})^2 + b(\log \dot{\gamma}) + c$$

(2.14)

with $a$, $b$ and $c$ being the correlated parameters.

(c) Full quadratic model (Agur and Vlachopoulos, 1982).

This is a stand-alone model with temperature as one of its independent variables. The apparent viscosity takes the following form:

$$\ln \eta = a_1 + a_2 \ln \dot{\gamma} + a_3(\ln \dot{\gamma})^2 + a_4 T + a_5 T^2 + a_6 T \ln \dot{\gamma}$$

(2.15)

where $a_1$, $a_2$, $a_3$, $a_4$, $a_5$ and $a_6$ are correlated parameters. It has the advantage of taking temperature into consideration. It allows the viscosity curves at different temperatures to converge together as $\dot{\gamma}$ increases; this is the general behaviour of most polymer melts at high shear rates (see Figure 2.1).

Unlike model (c) models (a), (b) and the Newtonian model allow a nonisothermal analysis to be carried out through the exponential relation
(Bird et al., 1977):

\[ \eta = \eta_0 \exp(-\beta(T - T_0)) \]  \hspace{1cm} (2.16)

where \( \eta_0 \) is the viscosity at the reference temperature \( T_0 \), \( \eta \) is the viscosity at \( T \), and \( \beta \) is a temperature shift constant.

Although all of the above listed models have been used in the literature for the solution of various problems, the power-law fluid still remains the most popular model for calculations. All the above models are useful for calculating flow rates and shearing forces in steady-state shear flows, such as flows in tubes, slits, rotating disks and cone-and-plate flows. They cannot describe normal-force phenomena, any time-dependent phenomena, or phenomena connected with flows other than steady shear. The power-law model can describe the shear-thinning behaviour of polymer melts over wide shear rate ranges for \( n < 1 \). Although elasticity is not included, the power-law model is used successfully in predicting the behaviour of many polymer processes, especially in constrained flows inside processing equipment.
2.4 Governing Equations for Axisymmetric Flows

The flow of polymer melts inside processing equipment is three-dimensional in nature. However, a large class of extrusion flows occurs inside tubular or annular dies for manufacture of plastic rods, pipes, insulated wires, etc. Such geometries conveniently allow the use of cylindrical coordinates \((r, \theta \text{ and } z)\). In addition, no changes in the \(\theta\)-direction could be safely assumed. The flow can thus be considered as axisymmetric. Due to axisymmetry, the three-dimensional problem can be fully described as two-dimensional with two independent variables, namely \(r\) and \(z\).

For axisymmetric flows, the continuity equation can be written as (Bird et al., 1960):

\[
\frac{\partial v_r}{\partial r} + \frac{v_r}{r} + \frac{\partial v_z}{\partial z} = 0
\]  

(2.17)

The equation of conservation of momentum gives:

\[
0 = -\frac{\partial p}{\partial r} + \frac{\partial \tau_{rr}}{\partial r} + \frac{\tau_{rr}}{r} + \frac{\partial \tau_{rz}}{\partial z} - \frac{\tau_{\theta \theta}}{r}
\]  

(2.18)

\[
0 = -\frac{\partial p}{\partial z} + \frac{\partial \tau_{rz}}{\partial r} + \frac{\tau_{rz}}{r} + \frac{\partial \tau_{zz}}{\partial z}
\]  

(2.19)
and the equation of conservation of energy yields:

\[
\rho C_p \left( v_r \frac{\partial T}{\partial r} + v_z \frac{\partial T}{\partial z} \right) = \kappa \left( \frac{1}{r} \frac{\partial T}{\partial r} + \frac{\partial^2 T}{\partial r^2} + \frac{\partial^2 T}{\partial z^2} \right) + \tau_{rr} \frac{\partial v_r}{\partial r} + \tau_{\theta \theta} \frac{v_r}{r} + \tau_{rz} \frac{\partial v_z}{\partial r} + \tau_{zr} \frac{\partial v_r}{\partial z} + \tau_{zz} \frac{\partial v_z}{\partial z}
\]

(2.20)

It should be noted that because of the symmetry of the stress tensor, \(\tau_{rz} = \tau_{zr}\). Thus, only four stress components are needed for axisymmetric flows. This simplifies the analysis by using a stress vector \((\tau_{rr}, \tau_{zz}, \tau_{rz}, \tau_{\theta \theta})\) and a corresponding rate-of-strain vector \((\dot{\gamma}_{rr}, \dot{\gamma}_{zz}, \dot{\gamma}_{rz}, \dot{\gamma}_{\theta \theta})\).

For axisymmetric flows, the Newtonian constitutive equation gives:

\[
\tau_{rr} = 2\mu \frac{\partial v_r}{\partial r} \quad (2.21)
\]

\[
\tau_{\theta \theta} = 2\mu \frac{v_r}{r} \quad (2.22)
\]

\[
\tau_{zz} = 2\mu \frac{\partial v_z}{\partial z} \quad (2.23)
\]

\[
\tau_{rz} = \mu \left( \frac{\partial v_z}{\partial r} + \frac{\partial v_r}{\partial z} \right) = \tau_{zr} \quad (2.24)
\]

The generalized Newtonian constitutive equation has the same form as the above, except that the constant viscosity \(\mu\) is replaced by the apparent viscosity \(\eta(\dot{\gamma})\). For the power-law model, \(\eta(\dot{\gamma})\) is given by:

\[
\eta(\dot{\gamma}) = m \left( \frac{1}{2} I_2 \right)^{(n-1)/2}
\]

\[
= m \left[ \frac{1}{2} \left( \dot{\gamma}_{rr}^2 + \dot{\gamma}_{\theta \theta}^2 + \dot{\gamma}_{zz}^2 + 2 \dot{\gamma}_{rz}^2 \right) \right]^{(n-1)/2}
\]

(2.25)
where

\[ \dot{\gamma}_{rr} = 2 \frac{\partial v_r}{\partial r} \]  \hspace{1cm} (2.26)

\[ \dot{\gamma}_{\theta \theta} = 2 \frac{v_r}{r} \]  \hspace{1cm} (2.27)

\[ \dot{\gamma}_{zz} = 2 \frac{\partial v_z}{\partial z} \]  \hspace{1cm} (2.28)

\[ \dot{\gamma}_{rz} = \frac{\partial v_z}{\partial r} + \frac{\partial v_r}{\partial z} = \dot{\gamma}_{rr} \]  \hspace{1cm} (2.29)

The above constitutive equations in the form presented here were substituted in the momentum and energy Equations 2.18–2.20 and used in a fully two-dimensional finite element analysis to simulate the behaviour of polymer melts in several axisymmetric problems.

### 2.5 Dimensionless Groups

Before proceeding with the boundary conditions necessary for the solution of the governing conservation and constitutive equations, it is interesting to examine the relevant dimensionless numbers in extrusion flows. The various dimensionless groups are used to characterize the relative significance of each term in the conservation equations of momentum and energy. The dimensionless groups are calculated at a reference temperature \( T \), a char-
acteristic length $H$ and a characteristic velocity $V$. It is appropriate then to define a characteristic shear rate

$$\tilde{\gamma} = \frac{V}{H}$$  \hspace{1cm} (2.30)

and a characteristic viscosity

$$\tilde{\eta} = \eta(\tilde{\gamma}, T)$$  \hspace{1cm} (2.31)

With the above definitions at hand, we can now define the relevant dimensionless groups of interest in the analysis:

1. Reynolds number

$$Re = \left. \frac{\rho V H}{\tilde{\eta}} \right|_T$$  \hspace{1cm} (2.32)

The Reynolds number is a measure of the relative importance of inertia forces compared to viscous forces in the equation of momentum. For polymer melt flows in general, $Re \ll 1$ (Pearson, 1985) and the creeping flow approximation is valid. As a result, the inertia terms are not included in the calculations.

2. Peclet number

$$Pe = \left. \frac{\rho C_p V H}{k} \right|_T$$  \hspace{1cm} (2.33)
The Peclet number is a measure of convective heat transfer with regard to conductive heat transfer. High Pe values indicate a flow dominated by convection. An example of such flows is high-speed wire coating (Pe up to 100,000). From a numerical point of view these flows are notorious because of instabilities that manifest themselves in the form of spurious oscillations in the temperature field (Roache, 1976; Hübner and Thornton, 1982). Special "upwinding" techniques must then be used to remedy the oscillations (Hughes and Brooks, 1979, 1982; Brooks and Hughes, 1982).

3. Graetz number

\[ Gz = \frac{\rho C_s V H^2}{kL} \bigg|_T = Pe \frac{H}{L} \bigg|_T \]  \hspace{1cm} (2.34)

where \( L \) is the axial length of the die. The Graetz number can be understood to be the ratio of the time required for heat conduction from the center of the channel to the wall and the average residence time in the channel. As with Pe, a large value of \( Gz \) means that heat convection in the flow direction is more important than conduction toward the walls.
4. Nahme number

\[ N_\alpha = \left. \frac{\beta \hat{\eta} V^2}{k} \right|_T \]  

(2.35)

The Nahme number is a measure of viscous dissipation effects compared to conduction, hence an indicator of coupling of the energy and momentum equations. For values of \( N_\alpha \) greater than 0.1–0.5 (depending on geometry and thermal boundary conditions), the viscous dissipation leads to considerable coupling of the conservation equations and a nonisothermal analysis is necessary.

In some studies (Mitsoulis and Vlachopoulos, 1984a), the Brinkman number defined by:

\[ Br = \left. \frac{\hat{\eta} V^2}{k T_o} \right|_T \]  

(2.36)

has been used instead of the Nahme number. However, as pointed out by Winter (1977), \( Br \) contains the arbitrary temperature level \( T_o \) and may, therefore, have very different values for similar processes. The value of \( Br \) does not give any information on the extent of the coupling between the equations of motion and energy.

5. Biot number

\[ Bi = \left. \frac{\partial T / \partial r}{} H \right|_{r=H} \]  

(2.37)

\[ \frac{H}{T_o - T_b} \]
where $H$ is the local annular gap, $T_s$ is some temperature of the surroundings and $T_b$ is the local boundary temperature. The Biot number is a measure of the relative importance of heat transfer mode at the boundaries. A high value of $Bi$ ($Bi > 100$) approaches isothermal wall conditions ($Bi = \infty$), while a low value of $Bi$ ($Bi < 1$) describes poor heat transfer to the surroundings (nearly adiabatic case, for which $Bi = 0$) (Winter, 1977, 1978).

6. Capacitance parameter

$$C = \frac{R_w (\rho C_p)_w}{2H (\rho C_p)_m} \quad (2.38)$$

where $(\rho C_p)_w$ and $(\rho C_p)_m$ are the thermal capacitance of the metallic core in an annulus and that of the melt, respectively. The capacitance parameter $C$ is used to account for the energy stored in the boundary during thermal development. The thermal capacitance $(\rho C_p)$ is in the same order of magnitude for polymer melts and for metals (Winter, 1978), and therefore it cannot be ignored in nonisothermal studies.
2.6 Boundary Conditions

The solution of the conservation equations 2.17–2.20 can be obtained by imposition of proper boundary conditions. In order to solve boundary-value problems such as in material flows through processing equipment, a rather complete set of boundary conditions is necessary.

There are basically two types of boundary conditions (Huebner and Thornton, 1982):

1. Essential boundary conditions (or fixed boundary conditions), and

2. Natural boundary conditions (or flux boundary conditions).

The first type refers to the primary variables, e.g. velocities for the flow analysis, temperatures for the thermal analysis, and stream function values for a flow analysis based on stream function formulation. The second type of boundary conditions refers to the secondary variables (usually derivatives of the primary variables), e.g. surface tractions for the flow analysis, heat fluxes for the thermal analysis and velocities for the stream function formulation.

More specifically, for flow problems the following set of boundary conditions is available (Ben-Sabar and Caswell, 1979):
1. \( V_n, V_t \) pure velocity conditions; specify \( V_n, V_t \)

2. \( T_n, T_t \) pure surface tractions conditions; specify \( T_n, T_t \)

3. \( T_n, V_t \) or \( V_n, T_t \) mixed conditions; specify \( T_n, V_t \) or \( V_n, T_t \)

where the subscripts \( n \) and \( t \) represent the components of a vector in the normal and tangential direction to a surface, respectively. In flow problems velocity conditions (type 1) are most commonly encountered. However, in materials processing the appearance of free surfaces requires the specification of surface tractions (type 2). Such surface tractions can be air drag, drawdown force, surface tension, etc.

Boundary conditions for the energy equation require the specification of either \( T \) or \( q_n \) on the entire surface. The following set is available (Ben-Sabar and Caswell, 1979):

1. temperature conditions; specify \( T \)

2. (a) heat flux conditions; specify \( q_n \)

   (b) 'linear' radiation boundary conditions; specify \( q_n = h_T(T - T_a) \)

Condition 2(a) is specified on a boundary where the heat flux exchange is known exactly. A special case for 2(a) is \( q_n = 0 \) (adiabatic condition), where
no heat exchange exists at the boundary. Other cases involve specification of finite values for \( q_a \). In reality, however, the exact heat exchange at the boundary is unknown. Condition 2(b) allows for more flexibility in this respect by introducing the general surface heat transfer coefficient \( h_T \) and the controlled temperature \( T_a \). Generally, the temperature at the boundary \( T \) is unknown. Note that a special case for 2(b) is when the temperature at the boundary \( T \) is equal to \( T_a \), i.e. the boundary temperature is being controlled at a known temperature \( T_a \). This case is commonly known as the isothermal wall condition.

The boundary conditions for the stream function are (Huebner and Thornton, 1982):

1. stream function conditions; specify \( \psi \)

2. velocity conditions; specify \( \partial \psi / \partial n \)

where \( \partial \psi / \partial n \) represents the tangential velocity at the surface.

For stratified multiphase flows of two or more components in coextrusion processes, additional boundary conditions are necessary at the interfaces. A schematic diagram of a fluid-fluid interface is shown in Figure 2.2. In such cases, the interface is modelled as a continuous surface with zero thickness.
Figure 2.2: Schematic Diagram of a Fluid-Fluid Interface.
As a result, there is a discontinuity of fluid properties across the interface.

At the interface, by assuming only pressure and viscous forces are in effect (i.e. neglecting surface tension effects), the boundary conditions for flow analysis are (Mitsoulis, 1986a; Mavridis et al., 1987):

1. kinematic conditions

\[ v_{t,I} = v_{t,II} \]  \hspace{1cm} (2.39) \\
\[ v_{n,I} = v_{n,II} = 0 \]  \hspace{1cm} (2.40)

2. tangential stress conditions

\[ \eta_I \left( \frac{\partial v_{t,I}}{\partial n} + \frac{\partial v_{n,I}}{\partial t} \right) = \eta_{II} \left( \frac{\partial v_{t,II}}{\partial n} + \frac{\partial v_{n,II}}{\partial t} \right) \]  \hspace{1cm} (2.41)

3. normal stress conditions

\[ -p_I + 2\eta_I \frac{\partial v_{n,I}}{\partial n} = -p_{II} + 2\eta_{II} \frac{\partial v_{n,II}}{\partial n} \]  \hspace{1cm} (2.42)

where \( v_t \) and \( v_n \) are the velocities tangential and normal to the interface, respectively, \( \eta \) are the apparent viscosities and \( p \) are the pressures. Subscripts \( I \) and \( II \) denote fluids \( I \) and \( II \), respectively.

At the interface, the boundary conditions for the energy equation are:
1. temperature conditions

\[ T_I = T_{II} \]  \hspace{1cm} (2.43)

2. heat flux conditions

\[ q_{n,I} = q_{n,II} \]  \hspace{1cm} (2.44)

At the interface, the boundary conditions for the stream function are:

1. stream function conditions

\[ \psi_I = \psi_{II} \]  \hspace{1cm} (2.45)

2. velocity conditions

\[ \frac{\partial \psi_I}{\partial n} = \frac{\partial \psi_{II}}{\partial n} \]  \hspace{1cm} (2.46)

Therefore, a complete set of boundary conditions is necessary for the solution of the conservation equations 2.17–2.20. The specific boundary conditions to be applied depend upon the problem at hand. Having outlined the governing equations and the types of boundary conditions involved, we embark in the next Chapter upon formulating the methods for their solution.
Chapter 3

Methods of Solution

3.1 Introduction

The numerical methods used in this study are the Lubrication Approximation Theory (LAT) and the Finite Element Method (FEM). Both methods will be briefly discussed here. Most of the material covered in this chapter can also be found in Mitsoulis (1984), Huebner and Thornton (1982) and Basu (1981), and it is included here for the sake of completeness.
3.2 Lubrication Approximation Theory

The Lubrication Approximation Theory has been used to reduce the governing two-dimensional partial differential equations to a one-dimensional ordinary differential equation. As such, LAT is only valid for extrusion dies with geometries which are approximately horizontal (i.e. small angles present, see Figure 3.1). Only the isothermal analysis for LAT is discussed.

Consider the momentum conservation equations 2.18 and 2.19, and the domain shown in Figure 3.1 where:

- $\phi$ is the angle the outer wall makes with the axis,

- $V_o$ is the velocity of the outer wall, and

- $V_i$ is the velocity of the inner wall.

If $\phi$ is small ($< 10^\circ$) (Middleman, 1977)

\[
\begin{align*}
    v_r & \ll v_z \quad (3.1) \\
    \frac{\partial p}{\partial r} & \ll \frac{\partial p}{\partial z} \quad (3.2) \\
    \frac{\partial v_z}{\partial z} & \ll \frac{\partial v_z}{\partial r} \quad (3.3)
\end{align*}
\]
Figure 3.1: Schematic Diagram for Flow in an Annulus.
then Equation 2.18 is eliminated and Equation 2.19 reduces to an ordinary
differential equation

\[
\frac{dp}{dz} = \frac{d^{2}r_{z}}{dr} + \frac{\tau_{rz}}{r}
\]  

(3.4)

with boundary conditions

at \( r = r_{i} \), \( v_{z} = V_{i} \)  

(3.5)

at \( r = r_{o} \), \( v_{z} = V_{o} \)

for the more general case of an annulus. Note that \( r_{i} \) and \( r_{o} \) are the inner
and outer radius of the annulus, respectively. In addition, no-slip condition
is assumed, i.e. the polymer melt at the inner wall takes the inner wall
velocity \( (V_{i}) \) and the polymer melt at the outer wall takes the outer wall
velocity \( (V_{o}) \).

The governing equation, Equation 3.4, is integrated to give

\[
\tau_{rz} = \frac{dp}{dz} \frac{r}{2} + \frac{c_{o}}{r}
\]  

(3.6)

where \( c_{o} \) is the integration constant. In general, Equation 3.6 cannot be
solved analytically due to the complicated constitutive equations involved
(Rao, 1979).

Equation 3.6 is also applicable for each individual fluid in multilayer
coeextrusion processes. In order to illustrate the method of solution used,
the coextrusion process of two layers is considered. Referring to Figure 3.2, fluid A forms the inner layer and fluid B forms the outer layer in the final product. In general, these two fluids will have different flow rates given by:

\[
Q_A = 2\pi \int_{0}^{R_o} v_z(A)(r)r \, dr
\]
\[
Q_B = 2\pi \int_{0}^{R_o} v_z(B)(r)r \, dr
\]

(3.7)

(3.8)

where \(\alpha R_o\) is the interface radius. Also note that in fully developed flow

\[
\frac{dp}{dz} = \frac{\partial p_A}{\partial z} = \frac{\partial p_B}{\partial z}
\]

(3.9)

Two additional boundary conditions, besides Equation 3.5, are required at the interface:

at \( r = \alpha R_o \quad v_z(A) = v_z(B) \)

at \( r = \alpha R_o \quad \tau_{r z}(A) = \tau_{r z}(B) \)

(3.10)

For coextrusion of two layers, \(dp/dz\), \(c_o\), and the interface location are unknown. Thus, an iterative procedure is used. In the beginning of the iterative procedure, we assume \(dp/dz\), \(c_o\) and the interface location. The shear stresses are evaluated at the specified radial positions. With an appropriate constitutive equation relating the viscosity to the shear stress for each layer, the shear rates at each radial position could be obtained by
Figure 3.2: Schematic Diagram for Coextrusion of Two Layers in an Annulus.
using

\[ \dot{\gamma} = \frac{\tau_{zz}}{\eta} \]  

(3.11)

Note that two nodes, one in each fluid, must have the same coordinates. These nodes will ensure the continuity of the shear stress and velocity at the interface. The shear rates at these two nodes, in general, will be different.

The shear rates are then integrated from the inner wall to the outer wall by

\[ v_{z(A)}(r) = \int_{\alpha R_o}^{R_o} \dot{\gamma} \, dr + V_i \]  

(3.12)

\[ v_{z(B)}(r) = \int_{R_o}^{\alpha R_o} \dot{\gamma} \, dr + v_{z(A)}(\alpha R_o) \]  

(3.13)

using the inner wall velocity as the initial condition and assuming the velocity is continuous at the interface. Since the position of the interface, the value of \( dp/dz \) and \( c_o \) are arbitrary, the velocity profile thus obtained does not usually satisfy the velocity boundary condition at the outer wall (die wall). The velocity profile in each layer is integrated by using Equations 3.7 and 3.8 to get the flow rates of each fluid. At correct values of \( dp/dz, c_o \) and the interface location, the volumetric flow rates should be equal to the specified flow rates of the polymers and the velocity at the die wall should equal \( V_o \). If any of these conditions is violated, the values of \( dp/dz, c_o \) and
the interface location are simultaneously changed using numerical differentiation and a Newton-Raphson scheme in a matrix form (Maron, 1982) and the procedure is repeated until convergence occurs.

For extrusion of a single layer, all of the above still holds. The only difference is instead of using two different constitutive equations, only one is used throughout. In doing so, the shear rate at the interface is also continuous. The location of the interface becomes immaterial in this case.

For extrusion dies with a variable gap (Figure 3.1), this process is carried out at a specified increment in the $z$-direction until the full length of the die is analyzed. Then, the integration of the pressure gradient throughout the length of the die will yield the pressure profile in the axial direction:

$$P|_z = - \int \left( \frac{dp}{dz} \right) \, dz$$

(3.14)

where $P|_z$ is the pressure at any axial location before the die exit. In addition, integrating the shear stresses along the wall surface gives the tension profile in the axial direction:

$$F|_z = -2\pi \int \tau_{rz} \, dz$$

(3.15)

where $F|_z$ is the tension at any axial location before the die exit.
Although simple in formulation and fast in execution, the LAT fails to account for the nonisothermal, two-dimensional case encountered in actual situations. As a result, a more elaborate numerical method is required to perform the full analysis. This method is discussed as follows.

3.3 Finite Element Method for Axisymmetric Flows

The Finite Element Method (FEM) is a numerical analysis technique for obtaining approximate solutions to a wide variety of engineering problems. The main advantage of FEM over other numerical methods (notably, finite difference) is its ability to solve problems in irregular and complex geometries with unusual boundary conditions (Vlachopoulos, 1977). Once the general differential conservation equations have been cast in their equivalent finite element formulation, a computer program can be written and used for different situations with only minor changes. These may include the geometry, boundary conditions and material properties that are particular to each problem.

In the FEM, the differential equations are solved in an area rather than
a point. As a result, the differential equations must be recast in an approximate integral form which is the basis for the FEM formulation. Several methods are available for reducing the differential conservation equations to suitable integral equations. These include (Huebner and Thornton, 1982):

- the *direct approach*, based on the direct stiffness method of structural analysis

- the *variational approach*, based on the calculus of variations

- the *weighted residuals approach*, based on Galerkin’s method

- the *energy balance approach*, based on the balance of thermal and/or mechanical energy of a system

Mitsoulis (1984) has used the variational approach for both flow and heat transfer analysis. This approach, however, is only applicable for a limited class of differential equations. On the other hand, the weighted residuals approach (Galerkin’s method) provides a convenient means to cast any differential equation into integral form and will be adopted in this work.

Another point concerns the discretization of the domain into small subdomains, called finite elements. For the flow analysis, the same discretiza-
tion scheme used by Mitsoulis (1984) is employed. However, due to persistent difficulties in obtaining oscillation-free temperature solutions in highly convective flows, a different discretization scheme has been used for the solution of the energy equation.

### 3.3.1 Velocity-Pressure (u-w-p) Formulation

Using the method of weighted residuals (Huebner and Thornton, 1982), the continuity and momentum Equations 2.17–2.19 are written as the following integral equations:

\[
\int_{A^{(e)}} \left[ \frac{\partial v_r}{\partial r} + \frac{v_r}{r} + \frac{\partial v_z}{\partial z} \right] W_i dA = 0
\]  \hspace{1cm} (3.16)

\[
\int_{A^{(e)}} \left[ \frac{-\partial p}{\partial r} + \frac{\partial \tau_{rr}}{\partial r} + \frac{\tau_{rr}}{r} + \frac{\partial \tau_{rz}}{\partial z} - \frac{\tau_{00}}{r} \right] W_i dA = 0
\]  \hspace{1cm} (3.17)

\[
\int_{A^{(e)}} \left[ -\frac{\partial p}{\partial z} + \frac{\partial \tau_{rz}}{\partial r} + \frac{\tau_{rz}}{r} + \frac{\partial \tau_{zz}}{\partial z} \right] W_i dA = 0
\]  \hspace{1cm} (3.18)

where \( W_i \) are the weighting functions, and \( A^{(e)} \) is the solution domain for element \((e)\). Then by applying integration by parts using Green's theorem (Huebner and Thornton, 1982), Equations 3.16–3.18 become:

\[
\int_{A^{(e)}} \left[ \frac{\partial v_r}{\partial r} + \frac{v_r}{r} + \frac{\partial v_z}{\partial z} \right] W_i dA = 0
\]  \hspace{1cm} (3.19)
\[
\int_{A(e)} \left[ (-p + \tau_{rr}) \frac{\partial W_i}{\partial r} + \tau_{rz} \frac{\partial W_i}{\partial z} + \left( \frac{\tau_{rr}}{r} - \frac{\tau_{\theta\theta}}{r} \right) W_i \right] dA = \int_{\Gamma(e)} T_r W_i d\Gamma
\]

(3.20)

\[
\int_{A(e)} \left[ (-p + \tau_{zz}) \frac{\partial W_i}{\partial z} + \tau_{rz} \frac{\partial W_i}{\partial r} + \frac{\tau_{rz}}{r} W_i \right] dA = \int_{\Gamma(e)} T_z W_i d\Gamma
\]

(3.21)

where \( \Gamma(e) \) is the boundary for element \( e \) that also lies on the domain boundary; \( T_r \) and \( T_z \) are the \( r \) and \( z \) components of the surface traction \( \bar{T} \) given by:

\[
T_r = (\tau_{rr} - p) n_r + \tau_{rz} n_z
\]

(3.22)

\[
T_z = \tau_{rz} n_r + (\tau_{zz} - p) n_z
\]

(3.23)

where \( n_r \) and \( n_z \) denote direction cosines of the outward unit normal vector \( \bar{n} \). By relating the stresses to the rates-of-strain through an appropriate constitutive equation, Equations 3.19–3.21 may now be discretized. This must be done by an appropriate choice of element. Once an element has been chosen, the continuous function that relates the nodal values of the field variables and sometimes the nodal values of their derivatives to anywhere else within the element has been fixed. These continuous functions are called "interpolation functions." Mathematical considerations require that the interpolation functions for velocity should be higher by one order than the interpolation functions for pressure (Taylor and Hood, 1973).
Thus, a quadratic triangular element as shown in Figure 3.3 is chosen. The
velocities $v_x$ (or $u$) and $v_z$ (or $w$) are interpolated by a quadratic polynomial whereas the pressure $p$ is interpolated by a linear polynomial. Thus, we have

$$ u = \sum_{i=1}^{6} N_i u_i $$
$$ w = \sum_{i=1}^{6} N_i w_i $$
$$ p = \sum_{i=1}^{3} L_i p_i $$

where $N_i$ are the "interpolation (shape) functions." These are related to the "natural (area) coordinates" $L_i$ for a triangle by the expressions

$$ N_1 = L_1(2L_1 - 1), \quad N_4 = 4L_1L_2 $$
$$ N_2 = L_2(2L_2 - 1), \quad N_5 = 4L_2L_3 $$
$$ N_3 = L_3(2L_3 - 1), \quad N_6 = 4L_3L_1 $$

The natural coordinates $L_i$ are defined by

$$ L_i = \frac{A_i}{A} $$

where the areas $A_i$ and $A$ are given in standard textbooks (e.g. Huebner and Thornton, 1982). In addition, the derivatives of $u$ and $w$ could be
Figure 3.3: (a) Axisymmetric Ring Element with Triangular Cross Section.
(b) A Quadratic Triangular Element for u-w-p Formulation.
obtained as
\[
\frac{\partial u}{\partial r} = \sum_{i=1}^{6} \left( \frac{\partial N_i}{\partial r} \right) u_i \quad \frac{\partial u}{\partial z} = \sum_{i=1}^{6} \left( \frac{\partial N_i}{\partial z} \right) u_i \\
\frac{\partial w}{\partial r} = \sum_{i=1}^{6} \left( \frac{\partial N_i}{\partial r} \right) w_i \quad \frac{\partial w}{\partial z} = \sum_{i=1}^{6} \left( \frac{\partial N_i}{\partial z} \right) w_i
\]
(3.29)

Galerkin's method consists of substituting the weighting functions \( W_i \) by the corresponding interpolation functions \( N_i \) and \( L_i \), i.e.: 
\[
\int_{A(\cdot)} \left[ \frac{\partial v_r}{\partial r} + \frac{v_r}{r} + \frac{\partial v_z}{\partial z} \right] L_i \, dA = 0
\]
(3.30)
\[
\int_{A(\cdot)} \left[ (-p + \tau_{rr}) \frac{\partial N_i}{\partial r} + \tau_{rz} \frac{\partial N_i}{\partial z} + \left( \frac{\tau_{rr}}{r} - \frac{\tau_{\theta \theta}}{r} \right) N_i \right] \, dA = \int_{\Gamma(\cdot)} T_r N_i \, d\Gamma
\]
(3.31)
\[
\int_{A(\cdot)} \left[ (-p + \tau_{zz}) \frac{\partial N_i}{\partial z} + \tau_{rz} \frac{\partial N_i}{\partial r} + \frac{\tau_{\theta \theta}}{r} N_i \right] \, dA = \int_{\Gamma(\cdot)} T_z N_i \, d\Gamma
\]
(3.32)

Equations 3.30–3.32 when applied at the nodes of the discretized flow domain along with the appropriate boundary conditions, provide as many equations as there are unknown nodal velocity and pressure variables.

By choosing an appropriate number of Gaussian integration points, Equations 3.30–3.32 are numerically integrated over an element. As the domain of interest contains many elements, the contributions from all the elements are taken into account by a global assemblage procedure. The final matrix equation is of the form
\[
[K] \{X\} = \{F\}
\]
(3.33)
where \([K]\) is a symmetric stiffness matrix, \([X]\) is the vector of the nodal unknowns and \([F]\) a load vector containing body forces and surface tractions. Then the boundary conditions are introduced by a standard procedure (Huebner and Thornton, 1982). Solving Equation 3.33 with a standard matrix solver gives the solution of \(u\), \(w\) and \(p\) at the appropriate nodes in the domain. For a generalized Newtonian fluid, a successive substitution scheme (Picard method) is used for the non-linear system of equations because of its simplicity and wider range of convergence (Mitsoulis and Vlachopoulos, 1984b).

For the analysis of coextrusion of stratified multilayer flows, there is a discontinuity of fluid properties across the interface. In order to satisfy the boundary conditions at the interface (Equations 2.39–2.42), the pressures at the interface must be discontinuous. The discontinuity of pressures comes from the following analysis (Mitsoulis, 1986a; Mavridis et al., 1987):

The continuity equation at the interface, for incompressible fluids, may be written for each fluid:

**Fluid 1**

\[
\frac{\partial v_n,1}{\partial t} + \frac{\partial v_{n,1}}{\partial n} = 0
\]  

(3.34)
Fluid II

\[
\frac{\partial v_{t,II}}{\partial t} + \frac{\partial v_{m,II}}{\partial n} = 0
\]  

(3.35)

Taking the derivatives of Equation 2.39:

\[
\frac{\partial v_{t,II}}{\partial t} = \frac{\partial v_{n,II}}{\partial t} = \frac{\partial v_{t}}{\partial t}
\]  

(3.35)

and substituting into Equations 3.34 and 3.35 gives:

\[
\frac{\partial v_{n,II}}{\partial n} = \frac{\partial v_{n,II}}{\partial t} = -\frac{\partial v_{t}}{\partial t}
\]  

(3.37)

Substituting Equation 3.37 into 2.42, and rearranging the latter Equation gives:

\[
(p_{II} - p_{I}) = 2(\eta_{I} - \eta_{II}) \frac{\partial v_{t}}{\partial t}
\]  

(3.38)

Equation 3.38 states that there will be a pressure discontinuity whenever \( \eta_{I} \neq \eta_{II} \) and \( \frac{\partial v_{t}}{\partial t} \neq 0 \). This discontinuity invalidates the continuous approximation adopted by a standard application of the finite-element method and requires a special treatment.

In order to handle such discontinuity in the pressure, a double-node technique (Mitsoulis, 1986a; Mavridis et al., 1987) is used. This technique involves using a discontinuous finite-element grid having two values for the primitive variables (velocities and pressure) on two different nodes at the
same spatial location. Primitive variables that are continuous are specified as such, interface boundary conditions are applied directly, and the finite jump in the discontinuous variables is determined from the solution of the global system.

Referring to Figure 3.4, at the interface, nodes i and i + 1, j and j + 1, and k and k + 1 have the same coordinates, respectively, i.e.:

\[ \begin{align*}
    r_i &= r_{i+1}, \quad z_i = z_{i+1} \\
    r_j &= r_{j+1}, \quad z_j = z_{j+1} \\
    r_k &= r_{k+1}, \quad z_k = z_{k+1}
\end{align*} \]  

(3.39)

In addition, the velocities at these nodes are constrained as follows:

\[ \begin{align*}
    \bar{v}_{i+1} &= \bar{v}_i \\
    \bar{v}_{j+1} &= \bar{v}_j \\
    \bar{v}_{k+1} &= \bar{v}_k
\end{align*} \]  

(3.40)

However, pressures at these nodes are unconstrained. In general, for two-dimensional flows, pressures are not equal at the interface. By using this double-node discretization technique, the FEM formulation for single-layer flows can be applied to stratified multilayer flows with only minor changes in the computer program.
Figure 3.4: Double Nodes at the Interface.
3.3.2 Temperature Formulation

Using the method of weighted residuals (Huebner and Thornton, 1982) with weighting functions \( W_i \), Equation 2.20 is put in the form:

\[
\int_{A^{(e)}} \left[ k \left( \frac{1}{r} \frac{\partial T}{\partial r} + \frac{\partial^2 T}{\partial r^2} + \frac{\partial^2 T}{\partial z^2} \right) + Q_d + \rho C_p \left( v_r \frac{\partial T}{\partial r} + v_z \frac{\partial T}{\partial z} \right) \right] W_i \, dA = 0
\]  

(3.41)

where \( A^{(e)} \) is the solution domain for element \((e)\), and \( Q_d \) is the viscous dissipation term. We also assume constant and isotropic material properties \((k, \rho \text{ and } C_p)\). Then by applying integration by parts using Green's theorem (Huebner and Thornton, 1982), Equation 3.41 becomes:

\[
\int_{A^{(e)}} k \left( \frac{\partial W_i \, \partial N_j}{\partial r} + \frac{\partial W_i \, \partial N_j}{\partial z} + \frac{1}{r} W_i \frac{\partial N_j}{\partial r} \right) \{T\}^{(e)} \, dA
\]

\[
+ \int_{A^{(e)}} \rho C_p W_i \left( v_r \frac{\partial N_j}{\partial r} + v_z \frac{\partial N_j}{\partial z} \right) \{T\}^{(e)} \, dA
\]

\[
+ \int_{\Gamma^{(e)}} (\vec{q} \cdot \vec{n}) W_i \, d\Gamma - \int_{A^{(e)}} Q_d W_i \, dA = 0
\]

(3.42)

where
\{T\}^{(e)} = \text{temperature at the nodes for element (e)}

\textbf{\bar{q}} \cdot \textbf{n} = \text{normal outward heat flux at the boundary}

\Gamma^{(e)} = \text{boundary for element (e)}

\textbf{A}^{(e)} = \text{solution domain for element (e)}

W_i = \text{weighting function for node } i \text{ of element (e)}

N_i = \text{interpolation function for node } i \text{ of element (e)}

In standard Galerkin formulation, \( W_i \equiv N_i \). The solution is not oscillatory if the convective term is relatively small compared with the conductive term. But if the opposite is true, the temperature solution will be oscillatory (Huebner and Thornton, 1982). The degree of oscillations depends very much on the relative magnitude of the convective term to the conductive term, which is measured by the Peclet number (\( Pe \)) defined previously (Equation 2.33). In order to suppress the oscillations, a consistent Steadline-Upwind/Petrov-Galerkin (SU/PG) formulation developed by Hughes and Brooks (1979, 1982) and Brooks and Hughes (1982) has been implemented. Further details of this method can be found in Appendix A.
Bilinear isoparametric Lagrangian quadrilaterals are used to discretize the domain of interest. An example of this element is shown in Figure 3.5. It has four nodes with four straight edges. Therefore, two quadratic triangular elements could be used to form four bilinear elements (Figure 3.6). The temperatures and coordinates at the four nodes are linearly interpolated as follows:

\[
T = \sum_{i=1}^{4} N_i(\xi, \eta) T_i \tag{3.43}
\]

\[
r = \sum_{i=1}^{4} N_i(\xi, \eta) r_i \tag{3.44}
\]

\[
z = \sum_{i=1}^{4} N_i(\xi, \eta) z_i
\]

where \(N_i\)'s are given by:

\[
N_1(\xi, \eta) = \frac{1}{4}(\xi - 1)(\eta - 1)
\]

\[
N_2(\xi, \eta) = -\frac{1}{4}(\xi + 1)(\eta - 1)
\]

\[
N_3(\xi, \eta) = \frac{1}{4}(\xi + 1)(\eta + 1)
\]

\[
N_4(\xi, \eta) = -\frac{1}{4}(\xi - 1)(\eta + 1)
\]

In the above \(r\) and \(z\) are global coordinates and \(\xi\) and \(\eta\) are local coordinates. In order to perform the integration on Equation 3.42, transformation
Figure 3.5: Bilinear Isoparametric Quadrilateral Element.
Figure 3.6: Two 6-Node Quadratic Triangles for u-w-p Formulation Subdivided into Four 4-Node Bilinear Quadrilaterals for Temperature/Stream Function Formulation (Dashed Lines).
of coordinates is required using the Jacobian matrix:
\[
\begin{bmatrix}
\frac{\partial()}{\partial \xi} \\
\frac{\partial()}{\partial \eta}
\end{bmatrix}
= 
\begin{bmatrix}
\frac{\partial r}{\partial \xi} & \frac{\partial r}{\partial \xi} \\
\frac{\partial r}{\partial \eta} & \frac{\partial r}{\partial \eta}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial()}{\partial r} \\
\frac{\partial()}{\partial \xi}
\end{bmatrix}
= [J]
\begin{bmatrix}
\frac{\partial()}{\partial r} \\
\frac{\partial()}{\partial \xi}
\end{bmatrix}
\] (3.46)

where () represents any variable and \([J]\) defines the Jacobian matrix:
\[
[J] = 
\begin{bmatrix}
\frac{\partial r}{\partial \xi} & \frac{\partial r}{\partial \xi} \\
\frac{\partial r}{\partial \eta} & \frac{\partial r}{\partial \eta}
\end{bmatrix}
\] (3.47)

\([J]\) is evaluated by substituting Equation 3.44 into Equation 3.47. Thus, from Equation 3.46:
\[
\begin{bmatrix}
\frac{\partial()}{\partial r} \\
\frac{\partial()}{\partial \xi}
\end{bmatrix}
= [J]^{-1}
\begin{bmatrix}
\frac{\partial()}{\partial r} \\
\frac{\partial()}{\partial \xi}
\end{bmatrix}
\] (3.48)

To complete the evaluation of the integral in Equation 3.42, the area \(dr dz\) is
\[
dr dz = |J| \, d\xi d\eta
\] (3.49)

where \(|J|\) is the determinant of \([J]\).

Equation 3.42 is numerically integrated over an element using the appropriate Gaussian integration points. Again, a global assemblage of the individual elements gives rise to a matrix equation of the form similar to Equation 3.33 where \([K]\) is generally unsymmetric (if the convection term
is included), and \( \{ F \} \) is a load vector containing the viscous dissipation term and the appropriate fixed and/or natural boundary conditions.

### 3.3.3 Stream Function Formulation

In fluid mechanics the stream function \( \psi \) and the vorticity \( \omega \) are of great importance. For axisymmetric flows these are defined by

\[
ru = \frac{\partial \psi}{\partial z}, \quad rw = \frac{\partial \psi}{\partial r}
\]

(3.50)

\[
\omega = \frac{\partial w}{\partial r} - \frac{\partial u}{\partial z}
\]

(3.51)

Taking the derivatives of Equation 3.50 and substituting into Equation 3.51, gives

\[
\nabla^2 \psi = -\omega
\]

(3.52)

The above equation is called the Poisson equation and is valid for any axisymmetric flow of any fluid. Its usefulness lies in the fact that enables us to visualize the flow field by constructing streamlines from the stream function \( \psi \).

The same finite element formulation used for temperatures (bilinear elements) can also be used for the stream function \( \psi \), by realizing that the
energy equation with no convection satisfies a Poisson equation of the form
\[ k \nabla^2 T = -Q_d \]  
(3.53)
where \( Q_d = \tau : \nabla v \) is the viscous dissipation term. Comparison with Equation 3.52 shows the equivalence for \( k = 1, T = \psi \), and \( Q_d = \omega \). A solution of a flow field (u-w-p formulation) gives \( \omega \), and the stream function can, therefore, be obtained \textit{a posteriori} by solving the Poisson equation with the FEM and the appropriate boundary conditions.

### 3.4 Free Surface/Interface Flows

Flows with free surfaces/interfaces in polymer processing are encountered whenever a fluid exits from a die to the atmosphere (free surface flows) or when two fluids meet in the die (e.g., interface formation in coextrusion flows). These problems are particularly difficult to solve since not only the flow characteristics (velocities, pressures, temperatures, etc.) are unknown but also the location of the free surface/interface that forms part of the boundary is unknown. The only condition that makes this class of problems solvable is the fact that no fluid can flow through a free surface/interface,
which are streamlines. Hence, at the free surface/interface

$$\bar{n} \cdot \vec{v} = 0 \quad (3.54)$$

where $\bar{n}$ is the unit outward normal vector to the surface and $\vec{v}$ the velocity vector.

The FEM is very attractive for free surface/interface problems because of the ability of the elements to deform and take the shape of the flowing fluid. A simple procedure originally developed by Nickell et al. (1974) is to assume at first a location for the free surface (usually an extension of the solid boundary line that the fluid last encountered) and solve the system of conservation equations for these boundaries. Once the velocity field has been found, a streamline can be constructed based on the velocities $u$ and $w$ found on that surface and the equation that defines a streamline, i.e.

$$\frac{w}{dz} = \frac{u}{dr} \quad (3.55)$$

Integration of Equation 3.55 can be carried out (usually numerically by applying Simpson's rule) to locate a new surface $h_{new}(z)$ which is given by

$$h_{new}(z) = h_0 + \int_0^l \frac{u}{w} \, dz \quad (3.56)$$

where $h_0 = h_{new}(0)$ and $l$ is the length in the $z$-direction. The old surface
is then updated using:

$$h^{i+1}(z) = h^i(z) + \lambda \left[ h_{new}(z) - h^i(z) \right]$$  (3.57)

where $h^{i+1}(z)$ is the updated surface, $h^i(z)$ is the old surface, and $\lambda$ is a relaxation factor.

With the updated boundary, the system of conservation equations is solved again in the new domain. Recent velocities are used to compute a new surface and the process is repeated until no change in the location of the free surface is observed.

Mitsoulis (1986,1987) extended Nickell et al.'s approach to handle interfaces in coextrusion flows. The same method has been used quite recently by Mavridis et al. (1987). In most cases of free surface flows from extrusion dies, $\lambda = 1$ (Picard-like iteration) gives satisfactory convergence. However, for interface problems, when Picard iteration fails to converge, an underrelaxation factor $\lambda = 0.5$ is recommended (Mavridis et al., 1987).

Finally, a more general procedure for handling unusual free surfaces/interfaces in complex flows has been developed by Kistler (1984), and is known as u-w-p-h formulation. In this, the coordinates $h_i$ of the free surface/interface are not decoupled from the system of equations, but solved for simultane-
ously with the other primary variables. A grand Newton's scheme has also been implemented for the u-w-p-h formulation, having a quadratic convergence. However, extensive computer storage and execution time are considered the main drawbacks of this new method (Kistler and Scriven, 1984).
Chapter 4

Preliminary Tests and Results

Before proceeding with the numerical analysis of actual extrusion processes, the finite element program was tested against some well-known one- and two-dimensional cases. Comparisons were made with analytical solutions (whenever available) or numerical solutions reported in the literature.

The ability of FEM to determine the location of unknown a priori free surfaces was tested in the isothermal extrusion of Newtonian fluids. The flow of Newtonian fluids through an orifice was first analyzed. Following that, the flow of Newtonian fluids through converging and diverging annular dies was examined. The purpose was to investigate the effect of geometry on the swelling phenomena associated with the extrudate. In addition, these
tests also serve to evaluate the validity of the velocities-pressure formulation used.

In order to perform nonisothermal analysis, the temperature program developed was tested against several one-dimensional problems that have analytical solutions. The one-dimensional heat conduction-convection problem with no source term was first analyzed. Then, a convective heat transfer problem with a source term was solved. These tests serve to evaluate the validity of the new temperature program developed.

4.1 Flow of a Newtonian Fluid through an Orifice

Plastic rods are made by the extrusion of polymer melts through tubular dies. Upon exiting from the die, viscoelastic fluids exhibit a considerable increase in the cross-sectional area of the emerging jet. This phenomenon is usually called "extrudate swell" (die swell). The extent of swelling for a polymer fluid depends very much on the length-to-diameter ratio \((L/D)\) of the die. A typical polymer melt behaviour is shown in Figure 4.1 (Vlahopoulos, 1981), where \(B\) is the swell ratio \((d/D)\). An orifice of zero
Figure 4.1: Variation of Polymer Extrudate Swell with $L/D$ Ratio.
length produces the maximum swelling \( B_\infty \), whereas a sufficiently long die produces an asymptotic value \( B_\infty \) which depends on the polymer melt used and the flow rate. Various attempts in the literature to numerically simulate the swelling phenomena associated with polymer melts have not shown promising results so far (Crochet and Walters, 1983). However, at the time of writing this thesis, Tanner (1987) apparently has successfully simulated the extrudate swell phenomenon for an LDPE melt using a viscoelastic model with strain history.

Although inelastic in nature, the Newtonian fluid has also been observed to swell (Middleman and Gavis, 1961). The numerical predictions of this swelling phenomenon from a long capillary tube have been quite successful (Tanner, 1973; Allan, 1977; Omodei, 1979; Chang et al., 1979). However, no work has been done to investigate the effect of \( L/D \) for an orifice (capillary die with \( L/D \ll 1 \)) on the swelling of a Newtonian jet.

In this analysis, the diameter of the reservoir is four times the diameter of the orifice (also known as a 4:1 contraction). Nguyen and Boger's experiments (1979) have shown that the flow kinematics depend little on contraction ratio, in the range between 4:1 and 12:1. Thus, a contraction ratio of 4:1 is sufficient to represent the flow of polymer melts from a large
Figure 4.2: Schematic Diagram for the Flow of a Newtonian Fluid through an Orifice.
reservoir into a small capillary. The \( L/D \) (orifice length/orifice diameter) ratios investigated in this study are: 0.5, 0.15, 0.1, 0.05 and 0.0. The physical system for the analysis of this flow problem is illustrated in Figure 4.2 and is representative of flow of polymer melts from a reservoir through an orifice before being extruded into the atmosphere. Due to symmetry, the calculation was done on only half of the domain (area bounded by ABCDE-FGHA). In all cases, the boundary conditions were assigned as follows:

1. Along boundary AH, the well-known fully-developed Poiseuille velocity profile was imposed (Bird et al., 1960):

\[
v_z = v_{z,\text{max}} \left[ 1 - \left( \frac{r}{R_{\text{res}}} \right)^2 \right]
\]  

(4.1)

\[
v_r = 0
\]

(4.2)

where

\[
0 < r < R_{\text{res}}
\]

(4.3)

Note that \( v_{z,\text{max}} \) is the maximum axial velocity at the centerline.

2. Along boundary ABCD, no-slip boundary condition was prescribed:

\[
v_z \mid_{r=R_{\text{res}}} = 0
\]

(4.4)

\[
v_r \mid_{r=R_{\text{res}}} = 0
\]

(4.5)
3. Along boundary FGH, zero radial velocities were assigned due to symmetry:

\[ u_r\big|_{r=0} = 0 \] (4.6)

4. Along boundary EF, the surface traction normal to the surface was set to zero,

\[ \mathbf{T} \cdot \mathbf{n} = 0 \] (4.7)

and the velocity tangential to the plane was set to zero:

\[ \mathbf{u} \cdot \mathbf{t} = v_r = 0 \] (4.8)

5. Along boundary DE, the zero surface traction condition was set:

\[ \mathbf{T} \cdot \mathbf{n} = 0 \] (4.9)

Since only Newtonian fluids are considered and the results are in dimensionless form, the actual values of \( u_{z, \text{max}} \) and \( R_{\text{res}} \) do not affect the swelling.

A typical FEM grid used for the u-w-p formulation is shown in Figure 4.3. All the grids used have 336 u-w-p elements and 741 nodes (13 nodes across and 57 nodes along). Different distributions of the grid were used for different \( L/D \) ratios. A denser grid is used near the orifice to
Figure 4.3: Finite Element Grid for the Flow of a Newtonian Fluid through an Orifice ($L/D = 0.15$).
better capture the stress singularity at the entry point C and exit point D (Mitsoulis, 1984). In addition, it is also used to capture the shape of the free surface, which is rapidly changing after leaving the die. The use of such dense grids ensures that the results are virtually free from mesh influence.

The stream function formulation was also employed in order to visualize the flow field via streamlines. Referring to Figure 4.2, the boundary conditions used were:

1. Along boundary ABCDE:

   \[ \psi = 0 \quad (4.10) \]

2. Along boundary FGH:

   \[ \psi = \psi_{|_{R_{res}}} \quad (4.11) \]

3. Along boundary AH:

   \[ \frac{\partial \psi}{\partial n} = 0 \quad (4.12) \]

4. Along boundary EF:

   \[ \frac{\partial \psi}{\partial n} = 0 \quad (4.13) \]

Note that \( \psi_{|_{R_{res}}} \) is a measure of the total volumetric flow rate of the system.
under investigation. Integrating Equation 4.1 gives

$$\psi|_{R_{es}} = \int_0^{R_{es}} v_z r \, dr$$

$$= v_{z,\text{max}} \frac{R_{es}^2}{4}$$

(4.14)

using the definition of the stream function.

The only non-linearity present in this problem is the unknown \textit{a priori} free surface. The successive substitution method (Picard iteration) was used to determine the free surface. Initially, boundary CDE (Figure 4.2) was assumed to be a straight line. The free surface (boundary DE) was then updated at each iteration. Convergence is assumed when the location of a free surface reaches a stable value i.e. deviation of the present location from the previous one is less than 0.1%. In each case, four iterations were required to attain this criterion. The average computation time (CPU time) required for each \(L/D\) run was approximately 120 seconds.

Diameter swell ratio (or simply diameter swell) was used to determine the degree that the Newtonian fluid swells. In this context, diameter swell is defined as

$$B = \frac{\text{diameter swell}}{\text{extrude radius}} = \frac{\text{EF}}{\text{orifice radius}} = \frac{\text{EF}}{\text{DG}}$$

(4.15)

where both the distances \(\text{EF}\) and \(\text{DG}\) are shown in Figure 4.2. The diameter
Table 4.1: Diameter Swell for the Flow of a Newtonian Fluid through an Orifice.

<table>
<thead>
<tr>
<th>$L/D$ Ratio</th>
<th>Diameter Swell, B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>1.132</td>
</tr>
<tr>
<td>0.15</td>
<td>1.131</td>
</tr>
<tr>
<td>0.10</td>
<td>1.124</td>
</tr>
<tr>
<td>0.05</td>
<td>1.114</td>
</tr>
<tr>
<td>0.00</td>
<td>1.082</td>
</tr>
</tbody>
</table>

swell for each $L/D$ run is tabulated in Table 4.1 and plotted on Figure 4.4.

As can be seen, the diameter swell reaches a plateau (about 13% swell ratio) when $L/D > 0.15$. Any increase in the $L/D$ of the orifice will not significantly affect the swell ratio (< 0.1%). As a result, the diameter swell for $L/D = 0.15$ and $L/D \to \infty$ are virtually the same. On the other hand, a decrease in the $L/D$ causes the swell to decrease. In a limiting case, when $L/D = 0$, the Newtonian fluid swells about 8%. In all cases, the free surfaces attained their final values within an axial distance equal to three times the radius of the orifice and remained unchanged farther downstream. An example of the shape of the free surface for the $L/D = 0.15$ case is shown
Figure 4.4: Diameter Swell for the Flow of a Newtonian Fluid through an Orifice.
in Figure 4.5. Note that the ordinate of the graph is highly exaggerated with respect to the abscissa.

For a Newtonian fluid emerging from a capillary die the swelling ratio was found to be 13.2% (refer to Table 4.1 for \( L/D = 0.5 \)). The numerical results available in the literature (for \( L/D \to \infty \)) have shown that the swelling ratio depends slightly on the finite element grid. The results range from 12.6% (Crochet and Keunings, 1980) to 14.3% (Crochet and Keunings, 1982b). Recently, Tanner (1982) used a boundary element method and determined the Newtonian swell as being 12.844%, while calculations with very refined finite element grids have given 12.855% (Tanner, 1982) and 13% (Omodei, 1979).

The flow field is visualized through velocity vectors and streamlines. An example of the velocity field for \( L/D = 0 \) and streamline pattern for \( L/D = 0.15 \) are shown in Figures 4.6 and 4.7, respectively.

As can be seen from these graphs, in the area near the corner of the reservoir, the flow is very weak resembling an almost stagnant region. Negative small velocities also appear and the direction of the arrows reveals the existence of a small and weak vortex forming in the corners. This is best demonstrated via the streamlines. The stream function has been normal-
Figure 4.5: Shape of Free Surface for the Flow of a Newtonian Fluid through an Orifice ($L/D = 0.15$).
Figure 4.6: Velocity Field for the Flow of a Newtonian Fluid through an Orifice ($L/D = 0$).
Figure 4.7: Streamlines for the Flow of a Newtonian Fluid through an Orifice ($L/D = 0.15$).
ized to take the value of 0 at the wall and 1 at the centerline. The corner vortex has an intensity that reaches a minimum value of \(-0.002\), i.e. 0.2% of the fluid flow in the domain examined is recirculating in the corner.

The present results (diameter swell) have shown excellent agreement with those available in the literature (experimental and numerical). This, in turn, gives us confidence that the u-w-p and free-surface formulations are numerically sound. The behaviour of Newtonian fluids, however, is totally different from that of viscoelastic fluids (compare Figures 4.1 and 4.4). This is another indication that other mechanisms must be involved in the flow of viscoelastic fluids. However, such an investigation is beyond the scope of the present study.

4.2 Flow of a Newtonian Fluid through Converging and Diverging Annular Dies

Plastic pipes are formed by the extrusion of polymer melts through annular dies. Converging or diverging annular dies are commonly used in the plastics industry for extrusion. For polymer melts the simulations have been pursued with a variety of constitutive equations with unclear results
so far (Crochet and Walters, 1983). Meanwhile experimental research has shifted from the simplest die design of a straight capillary tube to more sophisticated annular dies used for pipe formations (Orbey and Dealy, 1984). There is a need to understand the effect of such complicated annular die designs on the extrudate. In order to decouple the effect of geometry and non-Newtonian viscoelastic nature of the fluids, it is essential to consider first the Newtonian fluid behaviour. The case of Newtonian extrudate swell from a straight annulus has been examined by Mitsoulis (1986). Newtonian swell from converging and diverging capillaries (conical dies) has also been studied (Allan, 1977).

The experimental work of Orbey and Dealy (1984) has been performed on a variety of tapered annular dies to study the effect of die design on the swelling of different HDPE melts. It is the purpose of this section to provide the corresponding results from numerical calculations on Newtonian fluids of various diameter ratios and convergence angles in flow through tapered annular dies.

A schematic diagram of extrusion through a tapered annular die is given in Figure 4.8. Two independent swell ratios can be defined in the case of an annular extrudate: the diameter swell $B_1$, and the thickness swell, $B_2$,
Figure 4.8: Schematic Diagram for Extrusion through a Tapered Annular Die
defined by:

\[ B_1 = \frac{D_p}{D_o} \]  \hspace{1cm} (4.16)

\[ B_2 = \frac{h_p}{h_o} \]  \hspace{1cm} (4.17)

A third swell ratio, the inner diameter swell, \( B_3 \), follows from the above definitions:

\[ B_3 = \frac{D_p - 2h_p}{D_o - 2h_o} \]  \hspace{1cm} (4.18)

Due to symmetry, only half of the domain (area bounded by ABCDE-FGHA) need be considered. The appropriate boundary conditions include:

1. Along boundary AH, a fully developed velocity profile is imposed.

The velocity profile is (Bird et al., 1960):

\[ v_z = \left( -\frac{dp}{dz} \right) \frac{r_o^2}{4\mu} \left[ 1 - \left( \frac{r}{r_o} \right)^2 + 2\lambda^2 \ln \left( \frac{r}{r_o} \right) \right] \]  \hspace{1cm} (4.19)

\[ v_r = 0 \]  \hspace{1cm} (4.20)

where

\[ \lambda^2 = \frac{1 - \kappa_{en}^2}{2\ln(1/\kappa_{en})} \]  \hspace{1cm} (4.21)

and

\[ \kappa_{en} < \frac{r}{r_o} < 1 \]  \hspace{1cm} (4.22)
Again, since only Newtonian fluids are considered, the actual values of $\frac{\partial p}{\partial z}$ and $\mu$ are not important. Thus, they are arbitrarily chosen.

2. Along ABC and FGH, there is no slip at the boundary, i.e.:

$$v_1 = 0$$  \hspace{1cm} (4.23)

$$v_2 = 0$$  \hspace{1cm} (4.24)

3. At the end plane of the discretization (boundary DE), the velocity tangential to the plane was set to zero, i.e.:

$$\mathbf{v} \cdot \hat{z} = 0$$ \hspace{1cm} (4.25)

4. At the free surface (boundary CD and EF), the usual zero surface traction condition was imposed:

$$\mathbf{T} \cdot \hat{n} = 0$$ \hspace{1cm} (4.26)

The finite element calculations were carried out for the geometries given by Orbey and Dealy (1984). The effect of different converging and diverging angles was also examined. In all cases the finite element grid was extended $10h_o$ upstream and $10h_o$ downstream of the exit, except for the case of a $10^\circ$-diverging angle where the entry was extended $17h_o$ upstream. Such
entrance and exit lengths are sufficient to justify the imposition of a fully
developed velocity profile upstream and \( v_r = 0 \) downstream. Special care
must be taken when selecting the finite element grid. From previous experi-
ence and after several trials, a grid was chosen having 464 u-w-p elements,
1003 nodes (17 points across) with a total of 2,120 non-zero degrees of
freedom (unknowns). The grid was selectively dense where most drastic
changes are expected to occur.

Figure 4.9 shows the final finite element grid and the streamlines for
a 20°–diverging annular die. The stream function has been normalized
between 0 (outer streamline) and 1 (inner streamline) with increments of 0.1
in between. Figure 4.10 shows a typical velocity field for a 20°–converging
annular die. The velocity vectors have been normalized by the average
velocity upstream.

The various die designs used are summarized in Table 4.2 and the corre-
sponding results concerning swell ratios are summarized in Table 4.3. The
results of the diameter swell, inner diameter swell and thickness swell for
cases 1 to 6 are shown in Figures 4.11a, 4.11b and 4.11c, respectively.

A run for straight annulus (case 1) with \( \kappa_{en} = \kappa_{ef} = 0.75 \) is included.
For case 1, the diameter swell, inner diameter swell and thickness swell are
Figure 4.9: Analysis of Annular/Newtonian Extrudate Swell. Diverging

Die, $\kappa_{en} = 0.5$, $\kappa_{ez} = 0.75$, $\phi = 20^\circ$, $L_f = 5.5h_0$: (a) Finite Element Grid, and (b) Streamlines.
Figure 4.10: Velocity Field from the Analysis of Annular Newtonian Extrudate Swell. Converging Die, $\kappa_{en} = 0.75$, $\kappa_{ex} = 0.5$, $\phi = -20^{\circ}$, $L_f = 5.5h_o$.

(Vectors Drawn to Scale).
Table 4.2: Various Die Designs for Newtonian Fluids in Tapered Annular Dies.

<table>
<thead>
<tr>
<th>Case</th>
<th>Entry Diameter Ratio</th>
<th>Exit Diameter Ratio</th>
<th>Taper Angle</th>
<th>Taper Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1*</td>
<td>0.75</td>
<td>0.75</td>
<td>0</td>
<td>$\infty$</td>
</tr>
<tr>
<td>2</td>
<td>0.50</td>
<td>0.75</td>
<td>10</td>
<td>11.3 $h_o$</td>
</tr>
<tr>
<td>3*</td>
<td>0.50</td>
<td>0.75</td>
<td>20</td>
<td>5.5 $h_o$</td>
</tr>
<tr>
<td>4</td>
<td>0.50</td>
<td>0.75</td>
<td>25</td>
<td>4.3 $h_o$</td>
</tr>
<tr>
<td>5</td>
<td>0.50</td>
<td>0.75</td>
<td>30</td>
<td>3.5 $h_o$</td>
</tr>
<tr>
<td>6</td>
<td>0.50</td>
<td>0.75</td>
<td>35</td>
<td>2.9 $h_o$</td>
</tr>
<tr>
<td>7</td>
<td>0.67</td>
<td>0.75</td>
<td>10</td>
<td>5.5 $h_o$</td>
</tr>
<tr>
<td>8</td>
<td>0.75</td>
<td>0.67</td>
<td>-10</td>
<td>5.5 $h_o$</td>
</tr>
<tr>
<td>9*</td>
<td>0.75</td>
<td>0.50</td>
<td>-20</td>
<td>5.5 $h_o$</td>
</tr>
<tr>
<td>10</td>
<td>0.50</td>
<td>0.50</td>
<td>0</td>
<td>$\infty$</td>
</tr>
</tbody>
</table>

* Die design employed by Orbey and Dealy (1984).
Table 4.3: Effect of Die Design on Extrudate Swell for Newtonian Fluids
in Tapered Annular Dies.

<table>
<thead>
<tr>
<th>Case</th>
<th>Diameter Swell</th>
<th>Inner Diameter Swell</th>
<th>Thickness Swell</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B_1%$</td>
<td>$B_2%$</td>
<td>$B_3%$</td>
</tr>
<tr>
<td>1*$</td>
<td>5.64</td>
<td>1.69</td>
<td>17.47</td>
</tr>
<tr>
<td>2</td>
<td>15.71</td>
<td>16.99</td>
<td>11.88</td>
</tr>
<tr>
<td>3*$</td>
<td>29.79</td>
<td>37.86</td>
<td>5.59</td>
</tr>
<tr>
<td>4</td>
<td>39.11</td>
<td>51.30</td>
<td>2.52</td>
</tr>
<tr>
<td>5</td>
<td>49.94</td>
<td>66.78</td>
<td>-0.01</td>
</tr>
<tr>
<td>6</td>
<td>65.97</td>
<td>89.41</td>
<td>-4.34</td>
</tr>
<tr>
<td>7</td>
<td>15.83</td>
<td>17.19</td>
<td>11.75</td>
</tr>
<tr>
<td>8</td>
<td>-0.16</td>
<td>-1.09</td>
<td>21.63</td>
</tr>
<tr>
<td>9*$</td>
<td>-0.01</td>
<td>-23.09</td>
<td>21.69</td>
</tr>
<tr>
<td>10</td>
<td>8.87</td>
<td>1.70</td>
<td>16.05</td>
</tr>
</tbody>
</table>

* Die design employed by Orbey and Dealy (1984).
Figure 4.11: Swell Ratios vs. Diverging Angle for Newtonian Fluids Extruded from Tapered Annular Dies ($\kappa_{en} = 0.5$, $\kappa_{ext} = 0.75$): (a) Outer Diameter Swell. (b) Inner Diameter Swell. (c) Thickness Swell.
5.64%, 1.69% and 17.47%, respectively. Mitsoulis (1986) obtained exactly the same values as this work. In addition, the results of Crochet and Keunings (1980) are 5.5% ($B_1$), 1.6% ($B_2$) and 17% ($B_3$). The close agreement between this work and the numerical solutions available in the literature is readily seen.

Figures 4.11a and 4.11b show that the diameter and inner diameter swells increase rapidly with $\phi$ (diverging angle). On the other hand, the thickness swell decreases, becoming negative (in %) at about 30° (Figure 4.11c). The maximum diverging angle employed was 35°. Attempts to analyze angles beyond 35° failed because no convergence for the free surface could be obtained.

Table 4.3 also shows some other results with converging angles. Cases 1, 3 and 9 correspond to the die designs given by Orbey and Dealy (1984). They found out that for all resins examined, the diameter swell was always highest for the converging, followed by the straight and then the diverging dies. The contrary is borne out by our calculations for Newtonian fluids. The thickness swell depended on the resin, whereas for Newtonian fluids the sequence is highest for divergent and lowest for convergent dies. Obviously, other mechanisms take place in flow of viscoelastic fluids through tapered
annular dies that cannot be explained by Newtonian fluid mechanics.

4.3 One-Dimensional Heat Transfer without Source Term

The area of convection-dominated phenomena has proven to be one of the most difficult areas to satisfactorily deal with by numerical methods (Hughes and Brooks, 1979). This section is set out to evaluate the behaviour of the conventional and Streamline-Upwind/Petrov-Galerkin (SU/PG) finite element formulations. A “classical” one-dimensional (z-direction) steady-state flow without source term (viscous dissipation) is considered.

For the one-dimensional problem in the z-direction with no viscous dissipation term, the equation of conservation of energy (2.20) reduces to:

\[ \frac{d^2T}{dz^2} - \frac{\rho C_p \omega}{k} \frac{dT}{dz} = 0 \]  

(4.27)

with the imposed boundary conditions

\[ T|_{z=0} = 1 \]  

(4.28)

\[ T|_{z=L} = 0 \]  

(4.29)
where $L$ is the length of the solution domain. The problem has a simple exact solution:

$$T = \frac{e^{(Pe/L)z} - e^{Pe/L}}{1 - e^{Pe/L}}$$

(4.30)

where

$$Pe = \frac{\rho C_p w L}{k}$$

(4.31)

is the Peclet number of the system. The bilinear quadrilateral Lagrangian element was used in the temperature formulation to discretize the solution domain. Since the problem is only one-dimensional, the finite elements used are rectangular in shape with equal area.

Huebner and Thornton (1982) had shown that their upwinding solution was inferior to the conventional formulation at low $Pe$ number ($Pe = 0.2$), as shown in Figure 4.12. However, at high $Pe$ number, the upwinding solution showed good agreement with the analytical solution, whereas the conventional finite element solution yielded temperatures with such large oscillations that the results were worthless ($Pe = 25$). Although the upwinding solution they obtained was better than the conventional finite element solution, there were still discrepancies between the numerical and the analytical solutions.
Figure 4.12: Solution for One-Dimensional Heat Transfer without Source Term (Huebner and Thornton, 1982).
With SU/PG, however, the solution agrees with the analytical solution up to seven significant figures for whatever Pe values used. An example is shown in Table 4.4. Although the dimensionless element length used is 0.02 (50 finite elements), a series of runs showed that the SU/PG method of solution is independent of the element dimension (sometimes known as “superconvergence quality”). On the other hand, the conventional Galerkin method of solution is highly dependent on the element dimension (accuracy increases with grid density).

Some other types of elements were also employed. These are: quadratic triangular element (no upwinding), linear triangular element (no upwinding), linear triangular element (upwinding, Mitsoulis, 1984), linear triangular element (upwinding, Mizukami, 1985). In each case, an equal number of nodes were used. At high enough Pe (> 100), these methods failed miserably.
Table 4.4: Comparison between SU/PG, Conventional* and Analytical Solutions for One-Dimensional Heat Transfer (without Viscous Dissipation) at $z/L = 0.98$ (Dimensionless Element Length = 0.02).

<table>
<thead>
<tr>
<th>$P_e$</th>
<th>Conventional Solution</th>
<th>SU/PG Solution</th>
<th>Analytical Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.03132</td>
<td>0.03132</td>
<td>0.03132</td>
</tr>
<tr>
<td>10</td>
<td>0.18183</td>
<td>0.18128</td>
<td>0.18128</td>
</tr>
<tr>
<td>20</td>
<td>0.33333</td>
<td>0.32968</td>
<td>0.32968</td>
</tr>
<tr>
<td>40</td>
<td>0.57143</td>
<td>0.55067</td>
<td>0.55067</td>
</tr>
<tr>
<td>60</td>
<td>0.75000</td>
<td>0.69880</td>
<td>0.69880</td>
</tr>
<tr>
<td>100</td>
<td>1.00000</td>
<td>0.86466</td>
<td>0.86466</td>
</tr>
</tbody>
</table>

* Conventional Galerkin finite element solution with bilinear element.
4.4 One-Dimensional Convective Heat Transfer with Source Term

Leonard (1979) has shown that some upwind formulations give very poor results when a source term (e.g. viscous dissipation) is present. However, Brooks and Hughes (1982) showed that the SU/PG solution gives nearly exact results. The test case used (Leonard, 1979) is solved again in order to reproduce Brooks and Hughes’ results.

For one-dimensional heat transfer with source term, the equation of conservation of energy (4.20) reduces to:

\[- \rho C_p u \frac{dT}{dz} = Q_d \]  

(4.32)

where \( Q_d \) (the viscous dissipation term) is given by

\[
0 \leq z \leq 6 \quad , \quad Q_d = 1 - 0.25z \\
6 < z \leq 8 \quad , \quad Q_d = 0.25(z - 6) - 0.5 \\
z > 8 \quad , \quad Q_d = 0
\]  

(4.33)

The boundary conditions are:

\[
\text{at} \quad z = 0 \quad , \quad T = 0 \\
\text{at} \quad z = 15 \quad , \quad \frac{dT}{dz} = 0
\]  

(4.34)
The bilinear elements used are again rectangles of equal area. Since this is a one-dimensional problem, the width of the element is not important. The length of the element was fixed at 1.0. There are altogether 15 elements. The material properties ($\rho$ and $C_p$) and constant velocity ($u$) were taken to be unity.

The solution for this system is tabulated in Table 4.5. In addition, the analytical solution and the classical upwinding solution (inconsistent Petrov-Galerkin scheme) are included (Brooks and Hughes, 1982). The agreement between the SU/PG and the analytical solution is excellent, the maximum deviation being about 4%. On the other hand, the classical upwinding solution is highly degraded due to the incorrect treatment of the source term.

From the above it becomes evident that the Streamline-Upwind/Petrov-Galerkin scheme applied to bilinear quadrilateral elements is best suited for the treatment of the energy equation for problems dominated by convection and viscous dissipation such as those occurring in polymer melt flows. The preliminary tests and results of this chapter showed the excellent agreement obtained for benchmark problems and built confidence in the numerical methods. Having thus established their accuracy, we embark upon solving
Table 4.5: Comparison of Different Schemes for One-Dimensional Convective Heat Transfer with Source Term.

<table>
<thead>
<tr>
<th>$z$</th>
<th>Temperature Solution</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Classical</td>
<td>SU/PG</td>
<td>Exact</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>0.00</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.74</td>
<td>0.875</td>
<td>0.875</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>1.25</td>
<td>1.500</td>
<td>1.500</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>1.50</td>
<td>1.875</td>
<td>1.875</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>1.50</td>
<td>2.000</td>
<td>2.000</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>1.25</td>
<td>1.875</td>
<td>1.875</td>
<td></td>
</tr>
<tr>
<td>6.0</td>
<td>0.83</td>
<td>1.458</td>
<td>1.500</td>
<td></td>
</tr>
<tr>
<td>7.0</td>
<td>0.59</td>
<td>1.083</td>
<td>1.125</td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>0.54</td>
<td>0.979</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>15.0</td>
<td>0.54</td>
<td>0.979</td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>
some difficult polymer extrusion problems with free surfaces and interfaces
and dominated by convection and viscous dissipation effects.
Chapter 5

Computer-Aided Analysis and Design of Wire-Coating Extrusion Dies

Isothermal and nonisothermal analyses of wire-coating extrusion dies are performed. The isothermal analysis of Newtonian and power-law fluid flow in a particular die design employed by Du Pont Co. is carried out using the Lubrication Approximation Theory (LAT) and the Finite Element Method (FEM). The full two-dimensional nonisothermal analysis is then carried out by implementing the Streamline-Upwind/Petrov-Galerkin (SU/PG) tem-
perature formulation. The nonisothermal analysis is first performed on a simple die design used by Carley et al. (1979), and a comparison is made between their findings and FEM results. Finally, the die employed by Du Pont Co. is analyzed using a commercially available wire-coating LDPE resin (Alathon 3535) for which experimental data is available. Comparisons are made between theory and experiment and a new criterion is developed for optimum operation.

5.1 Introduction - The Wire-Coating Process

The wire-coating process is a continuous extrusion process for primary insulation of conducting wires with molten polymers for mechanical strength and environmental protection purposes.

Various details of the wire-coating process and a literature survey on the numerical simulation of wire-coating has been provided in a recent comprehensive review by Mitsoulis (1986). As a result, only a summary is included in this section.

Most numerical analyses of wire-coating dies have been done on the
pressure-type die. The early studies were performed by using the LAT and assuming isothermal flow. Using these simplifications, both Newtonian and power-law fluids have been analyzed (Carley, 1959; McKelvey, 1962; Bagley and Storey, 1963; Fenner and Williams, 1967; Fenner, 1970; Han and Rao, 1978).

The first full two-dimensional analysis was done by Caswell and Tanner (1978). The FEM was used to analyze the whole flow field. That work, however, was mainly concerned with isothermal flows of Newtonian and power-law fluids.

Inclusion of the energy equation in the analysis has also been done (Carley et al., 1979; Winter, 1978). However, these studies were carried out by neglecting the $v_r (\partial T/\partial r)$ term in the energy equation.

Recently, a full two-dimensional nonisothermal analysis has been performed by Wagner and Mitsoulis (1985) and Mitsoulis (1986) using FEM. However, the temperature field, in some cases, was plagued by numerical instabilities due to the temperature formulation employed.

The need, therefore, arises to perform a more reliable two-dimensional nonisothermal analysis of the wire-coating process, using the SU/PG temperature formulation discussed in Chapter 3.
5.2 Mathematical Modelling of Wire Coating

A schematic diagram for a wire-coating extrusion unit is shown in Figure 5.1. The polymer melt flowing in the die is surrounded by three distinct components:

1. The \textit{die wall}, which forms the outer boundary for the annulus configuration. It is stationary at all times.

2. The \textit{torpedo} or \textit{guider tip}, which forms the inner boundary before the melt meets the wire. It is stationary during the process.

3. The \textit{wire}, which is travelling at a constant speed. It is concentric with the center-line of the die and forms the last part of the inner boundary.

From here on, the section of the die bounded by the die wall and the torpedo will be called the "annular section," while the section bounded by the die wall and the wire will be called the "die section."

The torpedo, although stationary during a wire-coating process, is adjustable to different positions before the coating operation. Haas and Skewis
(1974) claimed that the location of the torpedo greatly affects the quality of the coated wire. The location of the torpedo is defined by the "gum space." Referring to Figure 5.2, the gum space (GS) is defined as shown.

Figure 5.3 shows the domain of interest for the analysis along with the relevant notation. Due to symmetry, only half of the domain need be considered. For LAT the area bounded by EFGAHEDE is analyzed (without free surface), whereas for FEM the area bounded by EFGAHCDE is analyzed (with free surface).

For LAT, the boundary conditions used are (no-slip assumed):

1. Along boundaries ED (die wall) and FGA (torpedo), \( v_z = 0 \).

2. Along boundary AH (wire surface), \( v_z = V_w \).

where \( V_w \) is the wire velocity.

For FEM, the boundary conditions for the \( u-w-p \) formulation are (no-slip assumed):

1. Along boundary EF, a fully developed velocity profile for Newtonian fluid is imposed. The velocity profile is (Bird et al., 1960):

\[
 v_z = \left( -\frac{dp}{dz} \right) \frac{r_o^2}{4\mu} \left[ 1 - \left( \frac{r}{r_o} \right)^2 + 2\lambda^2 \ln \left( \frac{r}{r_o} \right) \right] \quad (5.1)
\]
Figure 5.2: The "Gum Space" Concept and Relevant Notation.
Figure 5.3: Notation for Fluid Flow and Heat Transfer Analysis in a Wire-Coating Extrusion Die.
\[ v_r = 0 \quad (5.2) \]

where

\[ \lambda^2 = \frac{1 - \kappa_{en}^2}{2 \ln(1/\kappa_{en})} \quad (5.3) \]

and

\[ \kappa_{en} < \frac{r}{r_o} < 1 \quad (5.4) \]

2. Along boundaries ED and FGA, no-slip is assumed:

\[ v_r = 0 \quad (5.5) \]
\[ v_z = 0 \quad (5.6) \]

3. Along boundary BC (outflow plane of the domain), the velocity tangential to the plane is set to zero:

\[ \overline{v} \cdot \hat{t} = v_r = 0 \quad (5.7) \]

4. Along boundary DC (free surface), the usual zero surface traction condition is imposed:

\[ \overline{T} \cdot \hat{n} = 0 \quad (5.8) \]

The boundary conditions for the temperature formulation only apply in nonisothermal analysis. They can be (Figure 5.3):
1. Isothermal wall condition:

\[ T = T_m \]  \hspace{1cm} (5.9)

where \( T_m \) is the temperature of the melt coming in from the extruder (assumed to be constant at the end of the extruder, due to the large gap).

2. Adiabatic condition:

\[ q_n = 0 \]  \hspace{1cm} (5.10)

where \( q_n \) is the heat flux normal to the surface.

3. Heat balance condition:

(a) at the die wall surface (refer to Appendix B for details of derivation):

\[ q_n = \frac{k_w}{r_o \ln(1 + s/r_o)} (T - T_s) \]  \hspace{1cm} (5.11)
where
\[ k_w = \text{thermal conductivity of the die wall} \]
\[ (\text{assumed constant}) \]
\[ r_c = \text{radius of the die wall} \]
\[ T = \text{unknown temperature at the die wall} \]
\[ T_s = \text{known controlled temperature in the die} \]
\[ \text{at a distance } s \text{ away from the die wall} \]
\[ s = \text{distance from the die wall to a location in} \]
\[ \text{the die where temperature is being controlled} \]

(b) at the free surface, using the definition of heat transfer coefficient

(Holman, 1981):

\[ q_n = h_T (T - T_a) \]  \hspace{1cm} (5.12)

where
\[ h_T = \text{heat transfer coefficient to the air} \]
\[ T = \text{unknown temperature at the free surface} \]
\[ T_a = \text{ambient temperature} \]

(c) at the wire surface (refer to Appendix B for the details of derivation):

\[ q_n = \frac{R_w}{2} (\rho_w C_{pw}) V_w \frac{\partial T}{\partial z} \]  \hspace{1cm} (5.13)
where

\[ R_w = \text{wire radius} \]
\[ \rho_w = \text{density of wire} \]
\[ C_{pw} = \text{heat capacity of wire} \]
\[ V_w = \text{wire velocity} \]

\[ dT/dz = \text{unknown axial temperature gradient} \]

In actual situations, due to the complex geometry of the die, the heat-balance boundary conditions are two-dimensional in nature, and further FEM analysis within the solid boundaries is necessary. However, such an analysis would consume a large amount of computing resources. Since the main area of interest is the melt flowing in the die, the above heat-balance conditions were derived based on some assumptions listed below.

As a result, these heat-balance conditions are only approximate and serve to illustrate the effects of intermediate boundary conditions, i.e. neither isothermal wall nor adiabatic wall.

The assumptions involved in using Equation 5.11 are:

(a) The heat transfer in the die is one-dimensional, i.e. the axial heat transfer is neglected \( (\partial T/\partial z = 0) \).

(b) There is no heat sink or source in the die.
(c) The thermal conductivity of the die wall, $k_w$, is independent of temperature.

(d) $q_n = q_r$ (radial heat flux component) i.e. the axial heat flux component is neglected ($q_z = 0$).

The assumption involved in using Equation 5.12 is:

(a) $h_T$ is independent of temperature.

The assumptions involved in using Equation 5.13 are:

(a) The radial temperature gradient in the wire is negligible compared with the axial gradient ($\partial T/\partial r \ll \partial T/\partial z$).

(b) $\rho_w$ and $C_{pw}$ are independent of temperature.

To obtain streamlines a posteriori from the solution of the flow field, boundary conditions for the stream function are needed. Referring to Figure 5.3, these are:

1. Along boundary FGAHB:

   $\psi = 0$ \hspace{1cm} (5.14)

2. Along boundary CDE:

   $\psi = Q/(2\pi)$ \hspace{1cm} (5.15)
3. Along boundaries BC and EF:

\[ \frac{\partial \psi}{\partial n} = 0 \] (5.16)

where \( Q \) is the volumetric flow rate.

5.3 Isothermal Wire Coating

Many of the earlier numerical simulations for the wire-coating process have been done by assuming isothermal flows. In addition, these simulations were mainly concerned with the flow in the die section, i.e. the annular region was entirely neglected. When only a slightly tapered die wall is involved, the use of LAT is justified. However, the torpedo is also an integrated part of a wire-coating die. Thus, a full analysis of wire-coating dies should include both the annular and the die sections. In such cases, however, the use of LAT is not so easily justified.

The purpose of this section is to analyze the flow field in a full die using both LAT and FEM, the former being a one-dimensional and the latter a two-dimensional analysis. The LAT has been implemented in a computer program developed. The program was written based on Fenner’s analysis
(1970). More details can be found in an internal report by Heng (1986). The behaviour of both Newtonian and power-law fluids are studied.

In this section, the analysis is carried out in a die used for high-speed industrial operations by Du Pont Co. (Haas and Skewis, 1974). The details for such a die are as shown in Figure 5.4. For such a die, Haas and Skewis claimed that the quality of the coated wire depends on the location of the torpedo (thus the GS). They concluded, after experimental investigations, that a GS=4.9R_w is the optimum design for this die. Wagner (1987) has performed a thorough isothermal analysis on the same die with GS=7.9R_w. It is, then, the intention of this section to compare these two designs (see Figure 5.9 for the differences in the designs).

For this isothermal analysis, a constant melt temperature is assumed throughout the flow domain. The isothermal temperature is assumed to be (Haas, 1985):

$$ T = T_m = 232^\circ C $$

(5.17)

where $T_m$ is the temperature of the melt coming in from the extruder. In addition, the final coated wire radius is set at 1.8R_w i.e. the coating thickness is 80% of the wire radius.

The flow of Newtonian and power-law fluids in Du Pont's die with
Figure 5.4: Die Design Employed by Du Pont (Piece 22-1S) (Haas and Skewis, 1974).
GS=4.9R_w is studied. Power-law indices of n = 1, 0.75, 0.5 and 0.25 are used. Note that the Newtonian fluid is a special case of the power-law fluid with n = 1. The results of primary interest are: pressure (P), die shear stress (τ_d), wire shear stress (τ_w) and wire tension (F). These results are made dimensionless by introducing the characteristic shear stress:

$$\tau = m \left( \frac{V_w}{R_w} \right)^n$$

(5.18)

where m is the consistency index and n is the power-law index. The dimensionless variables are:

- dimensionless pressure,
  $$P^* = \frac{P}{\tau}$$
  (5.19)

- dimensionless die shear stress,
  $$\tau_d^* = \frac{\tau_d}{\tau}$$
  (5.20)

- dimensionless wire shear stress,
  $$\tau_w^* = \frac{\tau_w}{\tau}$$
  (5.21)

- dimensionless wire tension,
  $$F^* = \frac{F}{\tau R_w^2}$$
  (5.22)
where $R_w$ is the wire radius.

The LAT results are obtained by using 100 nodes along the annular region and 100 nodes along the die region. For each axial cut, 100 nodes are used across the flow channel, giving a total of 20,000 nodal points in the domain. Despite such a great number of nodes, the execution time is extremely fast (a few CPU secs), and this is typical of problems described by an ordinary differential equation.

Figures 5.5, 5.6 and 5.7 show the axial pressure, die and wire shear stress, and wire tension profiles, respectively. The corresponding results for GS=$7.9R_w$ taken from Wagner's thesis (1987) are also included. The behaviour of the operating variables has been discussed by Wagner (1987) and will not be repeated here.

The $4.9R_w$-GS design exhibits extremely similar behaviour to the $7.9R_w$ design. A look at the pressure ($P^*$) profiles (Figure 5.5) shows only discrepancies close to the torpedo. This is understandable, since bringing the torpedo closer allows a smaller area for flow, thus a higher pressure is required. The positive pressure gradient ($dP^*/dz$) discussed by Wagner (1987) is still present. He explains that such behaviour can be used as a criterion to determine the presence of recirculation. A look at the stresses
Figure 5.5: Dimensionless Pressure Profiles along Du Pont's Die for Power-law Fluids Using the LAT: (a) GS=7.9R_w. (b) GS=9.4R_w.
Figure 5.6: Dimensionless Shear Stress Profiles along the Die Wall and Wire in Du Pont's Die for Power-law Fluids Using the LAT: (a) $GS=7.9R_w$. (b) $GS_{opt}=4.9R_w$. 
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Figure 5.7: Dimensionless Wire Tension Profiles along Du Pont's Die for Power-law Fluids Using the LAT: (a) \( GS = 7.9R_w \). (b) \( GS = 4.9R_w \).
(τ*) in Figure 5.6 shows similar behaviour. A slight discrepancy for the die wall stress occurs close to the end of the annular region. The \(4.9R_w\)-GS design has die stresses which are always less than zero. The \(7.9R_w\)-GS design, however, might start from a positive value, reaching zero in the early stage of the die section, and becoming negative farther downstream. It is believed that this positive die stress behaviour, rather than the positive pressure gradient behaviour, should be used as a criterion to determine the presence of recirculation. Schematically, this is shown in Figure 5.8. As can be seen, the die shear stress can only be positive when back-flow exists.

Further analysis using FEM (see Figure 5.10) has confirmed this point. The wire tension profiles for the \(4.9R_w\)-GS case (Figure 5.7) show very similar behaviour to the \(7.9R_w\)-GS case.

The two-dimensional FEM is used to study the same domain. There are a total of 216 u-w-p elements and 511 nodes. A section of the grids for the two designs are shown in Figure 5.9. The boundary conditions for the u-w-p formulation are as described in the mathematical modelling section of this chapter. The streamlines obtained for the \(4.9R_w\)-GS and \(7.9R_w\)-GS designs are plotted in Figure 5.10. Wagner (1987) found a small recirculation at the die wall for the \(7.9R_w\)-GS design. By moving the torpedo a little deeper into
Figure 5.8: Schematic Diagram of Radial Velocity Profiles in Wire Coating and the Corresponding Die Shear Stresses.
Figure 5.9: Finite Element Grid for u-w-p Formulation near the Impact Region of Du Pont's Die: (a) GS=7.9R_w. (b) GS=4.9R_w.
the die \((4.9R_w \text{ GS})\), the recirculation disappears. Obviously, the \(4.9R_w\)-GS design gives a better "streamlined" flow by eliminating the almost stagnant region (region where recirculation occurs).

The major differences between the two designs were found to exist close to the end of the annular region. Both the LAT and FEM have shown no significant differences between the two designs. The most interesting aspect is the elimination of the recirculation for the \(4.9R_w\)-GS design.

### 5.4 Nonisothermal Wire Coating

The majority of nonisothermal studies in wire-coating dies have been performed by neglecting the \(u_r (\partial T/\partial r)\) term in the energy equation. In this section, the full two-dimensional energy equation is solved using the new temperature formulation (discussed in Chapter 3) and the results are compared to those obtained by neglecting radial convection in earlier work (Endo's die, Carley et al., 1979). Following that, the die employed by Du Pont Co. is analyzed for a commercially used wire-coating resin (Alathon 3535) for which experimental data is available. In this analysis, the effect of thermal boundary conditions and the concept of optimum gum space are
Figure 5.10: Streamline Patterns for a Newtonian Fluid near the Impact Region of Du Pont's Die: (a) GS=7.9R_w. (b) GS=4.9R_w.
also being examined.

5.4.1 Comparison with Previous Results (Endo's Die)

Endo (1976) (also Carley et al., 1979) solved the coupled momentum and energy equations in a simple wire-coating die (as shown in Figure 5.11) using the Finite Difference Method (FDM). Due to numerical instabilities encountered, the radial convection term \( v_r (\partial T/\partial r) \) in the conservation of energy equation was dropped in their calculations.

In this section, their problem is reworked with the FEM. The new temperature formulation (discussed in Chapter 3) is used to solve the full energy equation. Current findings are compared to the FDM results. The physical properties of LDPE (Carley et al., 1979) are summarized as follows:

Density: \( \rho_a = 0.914 \) g/cm\(^3\) at room temperature

\( \rho_m = (1.143 + 0.00089T)^{-1} \) g/cm\(^3\) for \( T > 127^\circ C \)

Specific heat: \( (C_p)_m = 2.078 + 0.00337T \) J/g \(^\circ C\)

Thermal conductivity: \( k_m = 0.00329 \) J/cm s \(^\circ C\)

The above physical properties are evaluated at the entry melt temperature

\[ T_m = 226.8^\circ C \]

and assumed constant throughout the die.
The three-region viscosity curve employed is (Carley et al., 1979):

Newtonian regime:

\[ \log \tau = \log \dot{\gamma} + \log \mu_0 \quad \dot{\gamma} \leq \dot{\gamma}_N \]  
\[ \text{(5.23)} \]

Transition regime:

\[ \log \tau = a (\log \dot{\gamma})^2 + b \log \dot{\gamma} + c \quad \dot{\gamma}_N \leq \dot{\gamma} \leq \dot{\gamma}_p \]  
\[ \text{(5.24)} \]

Power-law regime:

\[ \log \tau = n \log \dot{\gamma} + \log f \quad \dot{\gamma} \geq \dot{\gamma}_p \]  
\[ \text{(5.25)} \]

where \( \dot{\gamma}_N = 0.01 \text{ s}^{-1}, \dot{\gamma}_p = 1600 \text{ s}^{-1}, \mu_0 = 40,000 \text{ poise}, a = -0.06408, \)
\( b = 0.7437, c = 4.346, n = 0.333 \) and \( \log f = 5.004 \) for the reference temperature, \( T_0 = 206^\circ C. \)

The temperature dependence of viscosity was handled as follows (Carley et al., 1979):

\[ \eta_T = \eta_o \exp \left[ \frac{E_r}{R} \left( \frac{1}{T_0} - \frac{1}{T} \right) \right] \]  
\[ \text{(5.26)} \]

where \( \eta_T \) and \( \eta_o \) are the viscosities at absolute temperatures \( T \) and \( T_0 \) (K),
the reference temperature, \( E_r \) is the activation energy at constant stress
(refer to Appendix C for details) and \( R \) is the molar energy constant. The
values for these quantities are: $T_o = 479 \text{ K}$, $E_r = 48,900 \text{ J/gmol}$, $R = 8.310 \text{ J/gmol K}$.

The operating requirement consists of coating a No. 22 AWG wire ($R_w = 0.03215 \text{ cm}$) with a final cold (room temperature) coating of $0.0254 \text{ cm}$ (79% of $R_w$) at $V_w = 2032 \text{ cm/s}$.

Referring to Figure 5.11, the die is 1.27 cm long with a 3°-tapered angle. The analysis done by Carley et al. (1979) is only restricted to within the die. However, a free surface extended 11.8$R_w$ beyond the exit is included in this study so that the boundary conditions at the outflow plane can be more appropriately specified. The corresponding dimensionless groups are summarized as follows (referring to Appendix C for details of calculations):

$$Re = 0.86 \quad Pe = 32,800$$
$$Na = 147 \quad G\alpha = 656$$

It is interesting to note the low value of $Re$ number justifying the creeping flow assumption but the high values of the $Pe$ and $Na$ numbers, indicating a convection-dominated flow with strong viscous dissipation.

The boundary conditions for the u-w-p formulation are as follows (refer to Figure 5.11):

1. Along AB, the fully developed Newtonian velocity profile is specified.
Figure 5.11: Schematic Diagram for Endo's Die along with Notation and Boundary Conditions.
(Rao, 1979).

2. Along AD, no-slip boundary condition is assumed, i.e. $v_r = v_z = 0$.

3. Along the wire surface, no-slip boundary condition is assumed, i.e. $v_r = 0, v_z = V_w$.

4. Along the free surface, zero surface traction is prescribed, i.e. $\overline{T} \cdot \overline{n} = 0$.

5. Along the outflow plane, zero radial velocity is prescribed, i.e. $\overline{u} \cdot \overline{r} = v_r = 0$.

The thermal boundary conditions are (refer to Figure 5.11):

1. Along AB, the temperature is assumed to be $T_m = 226.8°C$.

2. Along other boundaries, adiabatic conditions are assumed, i.e. $\overline{q} = 0$.

A section of the discretized domain is shown in Figure 5.12. Both the u-w-p and temperature grids are included. All elements have equal length ($z$-direction). A total of 1040 u-w-p (2080 bilinear) elements, and 2227 nodes (17 nodes across, 131 nodes along) are used. Such dense grids give solutions which are virtually independent of mesh layout.

The pressure profile from the FEM is shown in Figure 5.13. Also included are Endo's results (1976). An overall pressure drop of 11.5 MPa
Figure 5.12: Finite Element Grid for Endo's Die: (a) u-w-p Grid. (b) Temperature Grid.
Figure 5.13: Pressure Distribution in Endo's Die.
is obtained as compared to 13.7 MPa from Endo (1976), a discrepancy of about 17%. A look at the radial temperature profile at the die exit (Figure 5.14) shows a significantly higher temperature at the die wall. It is possible, then, to obtain a lower pressure drop due to a reduction in the temperature-sensitive viscosity. Referring to Figure 5.14, it is seen that dropping the \( v_r \)-component greatly underestimates the maximum temperature. The term \( v_r (\partial T/\partial r) \) serves to convect heat to the walls, thus altering the flow and temperature fields. This in turn affects the overall pressure drop in the system. It is also interesting to note that a trial run with \( v_r (\partial T/\partial r) \) set to zero in the new temperature program gave about the same pressure drop as the one found by Carley et al. (1979). These findings clearly demonstrate the errors involved by not considering the \( v_r \)-component in the energy equation. In addition, Endo’s temperature profile shows a reduction in temperature from the maximum as the die wall is approached. This is highly unrealistic because the adiabatic boundary condition should produce a flat temperature profile after a maximum has been reached (Uhland, 1977; Basu, 1981). The radial velocity profile at the die exit is also shown (Figure 5.15). As can be seen, a more pluggish profile is obtained from the FEM. This can also be attributed to the higher tem-
Figure 5.14: Radial Temperature Profile at the Die Exit in Endo's Die.
Figure 5.15: Radial Velocity Profile at the Die Exit in Endo's Die.
perature achieved at the die wall, which tends to give a steeper velocity gradient.

Figure 5.16 shows the maximum temperature distribution. The high temperature achieved at the die exit is mostly due to the singularity present, which gives rise to tremendous viscous dissipation. Also included is the wire temperature rise (Figure 5.17). A different discretization (linear triangular elements) for the Streamline-Upwind/Petrov-Galerkin (SU/PG) scheme as proposed by Mizukami (1985) has also been employed. The maximum temperature and wire temperature distribution produced by this upwinding scheme are also included in Figures 5.16 and 5.17, respectively. The highly oscillatory temperature solution illustrates the failure of the linear triangles in treating flows dominated by convection and viscous dissipation effects (high Peclet and Nahme number flows). It has been pointed out by Hughes and Brooks (1982) that this particular upwinding scheme is exact for rectangles and highly skewed quadrilaterals introduce errors. Since triangles are a degenerate form of rectangles (highly skewed), they are expected to be inferior in suppressing the spurious oscillations.

The present analysis shows that the implementation of the Streamline-Upwind/Petrov-Galerkin scheme in bilinear elements is necessary in order
Figure 5.16: Maximum Temperature Distribution in Endo's Die: (a) Bilinear Quadrilaterals. (b) Linear Triangles.
Figure 5.17: Wire Temperature Rise in Endo's Die: (a) Bilinear Quadrilaterals. (b) Linear Triangles.
to obtain accurate solution of the full energy equation for nonisothermal polymer melt flows. In addition, when the full energy equation is considered, the temperatures reach higher values and in turn the pressure drops in the system are lowered. These errors would increase as the taper angle is increased and as the $Re$ and $Nu$ numbers become larger.

5.4.2 Influence of Die Design and Thermal Boundary Conditions (Du Pont's Die)

(a) Design A ($GS=7.9R_w$)

The nonisothermal analysis of LDPE (Alathon-3535) in Du Pont's die is first carried out for the $7.9R_w$-GS design (Design A) for which experimental data is available (Haas and Skewis, 1974). The effect of various types of thermal boundary conditions (isothermal, adiabatic and heat balances) is investigated. Following that, the $4.9R_w$-GS design (Design B) with heat-balance boundary conditions is studied and the results are compared with the $7.9R_w$-GS design.

The physical properties of LDPE (Basu, 1981) are summarized as follows:
Density: \( \rho_c = 0.918 \ \text{g/cm}^3 \) at \( T = 23^\circ C \)
\( \rho_m = 0.8772 - 0.00059T \ \text{g/cm}^3 \) for \( T > 150^\circ C \)

Specific heat: \( (C_p)_m = 2.079 + 0.003376T \ \text{J/g}^\circ C \)

Thermal conductivity: \( k_m = 0.00326 \ \text{J/cm s}^\circ C \)

The viscosity curves for Alathon-3535 were experimentally determined by Tzoganakis (1986). The following viscosity function (refer to Chapter 2, Equation 2.15) is used to curve-fit the data via linear regression (Agur and Vlachopoulos, 1982):

\[
\ln \eta = a_1 + a_2 \ln \dot{\gamma} + a_3 (\ln \dot{\gamma})^2 + a_4 T + a_5 T^2 + a_6 T \ln \dot{\gamma} \quad (5.27)
\]

with
\[
a_1 = 10.68 \quad , \quad a_2 = -0.7614 \quad , \quad a_3 = -0.007190 \\
a_4 = 0.003535 \quad , \quad a_5 = -4.473 \times 10^{-5} \quad , \quad a_6 = 0.001131
\]

For the heat-balance thermal boundary conditions, the following additional data are used:

Density of copper wire \( \rho_w = 8.913 \ \text{g/cm}^3 \)

Specific heat of copper wire \( (C_p)_w = 0.2136 \ \text{J/g}^\circ C \)

Thermal conductivity of copper wire \( k_w = 3.894 \ \text{J/cm s}^\circ C \)
Thermal conductivity of stainless steel (die) \( k_d = 0.4673 \, J/cm \, s \, °C \)

Thermal conductivity of tungsten (torpedo) \( k_t = 1.5 \, J/cm \, s \, °C \)

Heat transfer coefficient \( h_T = 0.0047 \, J/cm^2 \, s \, °C \)

Ambient air temperature \( T_a = 23 \, °C \)

Body die temperature \( T_s = 232 \, °C \)

Torpedo temperature \( T_t = 232 \, °C \)

Distance for controlled temperature in die \( s = 0.35 \, cm \) \((\approx 11R_w)\)

Distance for controlled temperature in torpedo \( s \approx 0 \, cm \)

The physical properties for the metals are taken from Perry and Green (1984) and evaluated at 232°C. Note that the values of \( s \) are set arbitrarily but within reasonable limits for the analysis. The heat transfer coefficient has been evaluated according to Phuoc and Tanner (1980) based on the experimental data of Acierno et al. (1971) (see Appendix D for details). It was found out from the nonisothermal analysis that the value of \( h_T \) does not affect the overall results in the die (which are of main interest).

The boundary conditions imposed for the analysis have been presented in Section 5.2. For isothermal wall conditions \((Bi = \infty)\), the temperatures
on all boundaries are set to

\[ T_0 = 232 ^\circ C \]  

(5.28)

which is assumed to be the temperature of the melt at the die entrance (Haas, 1986). For adiabatic conditions \( (Bi = 0) \),

\[ \bar{q} = 0 \]  

(5.29)

is prescribed everywhere except at the die entrance where the temperature is set to the temperature of the melt at the die entrance. For the heat-balance boundary conditions, and referring to the Section 5.2 and Figure 5.3, an arbitrary value of \( s = 0.35 \) was chosen. This corresponds to \( 30 < Bi < 130 \). Due to the complicated geometry of the die wall, the values for the \( Bi \) obtained are only approximate.

A series of runs was carried out for each set of thermal boundary conditions. The results are obtained for four different wire speeds: 100, 500, 1000 and 2000 \( \text{cm/s} \). In each case the final coated wire radius is \( 1.8R_w \), i.e. coating thickness is 80% of wire radius. From the work of Wagner and Mitsoulis (1985), Carley et al. (1979) and Winter (1978), it is apparent that the temperature rise due to viscous dissipation occurs only in a very thin layer close to the walls while the rest of the melt passes under almost isother-
mal conditions at die temperature (entrance melt temperature, 232 °C). Therefore, the melt density is assumed to be at 232 °C, i.e. \( \rho_m = 0.74 \), and stay constant throughout the domain. Taking the density difference between the cold melt (solid at 23 °C) and the hot melt (at 232 °C) into consideration, a coating thickness of \( h_m = 0.94 R_w \) is required to give a final cold coating of \( h = 0.8 R_w \). This density difference is accounted for in all the runs of this section.

The FEM grid employed consists of 1200 u-w-p elements (2400 bilinear quadrilaterals) and 2567 nodes, with 151 nodes along the die length and 17 nodes radially. The grids are shown in Figure 5.18 for the u-w-p formulation and in Figure 5.19 for the temperature/stream function formulation. The use of such dense grids guarantees results which are free from mesh influences.

The pressure profiles are similar to those obtained from the isothermal analysis. However, the overall pressure drops obtained are always lower for the nonisothermal case, due to a reduction in the temperature-sensitive viscosity. Table 5.1 presents a summary of pressure drop data for all these cases. The results from the nonisothermal analysis and the experimental data (Haas and Skewis, 1974) are also plotted in Figure 5.20. As can
Figure 5.18: Finite Element Grids for u-w-p Formulation in the Nonisothermal Analysis of Du Pont's Die (GS=7.9R_w).
Figure 5.19: Finite Element Grids for Temperature/Stream Function Formulation in the Nonisothermal Analysis of Du Pont's Die (GS=7.9R_e).
Table 5.1: Overall Pressure Drop vs. Wire Speed for LDPE—Comparison between FEM and Experimental Results (Du Pont's Die, 22 AWG Wire, GS=7.9R_w).

<table>
<thead>
<tr>
<th>Wire Speed $V_w$ (cm/s)</th>
<th>FEM, nonisothermal</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Bi = \infty$</td>
<td>$30 &lt; Bi &lt; 130$</td>
</tr>
<tr>
<td>100</td>
<td>44.99</td>
<td>14.82</td>
</tr>
<tr>
<td>500</td>
<td>25.26</td>
<td>24.48</td>
</tr>
<tr>
<td>1000</td>
<td>30.43</td>
<td>28.87</td>
</tr>
<tr>
<td>2000</td>
<td>35.69</td>
<td>32.74</td>
</tr>
</tbody>
</table>
Figure 5.20: Comparison of Experimental Data with Predictions from the Nonisothermal FEM Analysis (Du Pont's Die, GS=7.9R_w).

LDPE ($T_o=232^\circ C$)

- $\text{Bi}=\infty$
- $30<\text{Bi}<130$
- $\text{Bi}=0$

- Experimental: Haas & Skewis (1974)
- FEM

Pressure, $\Delta P$ (MPa) vs. Wire Speed, $V_w$ (m/s)

Melt fracture
be seen, the FEM results compare well with the experimental data. The isothermal wall condition ($Bi = \infty$) gives results which are always higher than the experimental data; thus it provides an upper limit at different wire speeds. On the other hand, the adiabatic wall condition ($Bi = 0$) provides the lower limit at high enough speeds ($V_w > 350 \text{ cm/s}$). Finally, the results based on heat balances ($30 < Bi < 130$) are in between these two extreme thermal boundary conditions, and they represent the experimental data better. Thus, heat balances are a better model for the thermal boundary conditions. This has also been pointed out by Winter (1977, 1978), who claimed that in actual wire-coating processes, $10 < Bi < 100$. Incidentally, this $Bi$ range agrees well with the range found out from the calculations ($30 < Bi < 130$).

Wagner (1987) has analyzed the same die design ($7.9R_w \text{ GS}$) with a different formulation and discretization (Mitsoulis, 1984) using the isothermal wall condition ($Bi = \infty$). His results for the overall pressure drop, however, showed some deviation from the present work (see Figure 5.21). A look at his radial temperature profile at the exit for $V_w = 2000 \text{ cm/s}$ shows severe oscillations of $\pm100^\circ C$ (Figure 5.22). A plot of current results on the same graph shows an oscillation-free profile. Evidently, the unreliable tempera-
Figure 5.21: Comparison between Results from Nonisothermal Analysis for Present and Previous Work (Wagner, 1987) (GS=7.9R_w, Bi = ∞).
Figure 5.22: Comparison between Radial Temperature Profiles at the
Die Exit Obtained from Present and Previous Work (Wagner, 1987)

\( GS = 7.9R_w, V_w = 2000 \text{ cm/s}, Bi = \infty \).
ture field obtained by Wagner (1987) is the cause for the discrepancies in the overall pressure drop. However, it is seen that despite the erroneous temperature field, the overall pressure results are not very much off. This agrees with Wagner's assertion that local oscillations do not greatly affect such global quantities as pressures, wire tension, etc. Of course, the current temperature formulation and discretization with its superior performance gives more reliable and better results.

For the temperature field, we have different radial profiles for either set of boundary conditions. Figure 5.23 shows a typical developing profile for the intermediate case of thermal boundary conditions ($30 < B_i < 130$) in which the unknown boundary temperatures are found from thermal balances. The temperatures grow higher close to the die walls due to viscous dissipation but not at the die walls unless the die exit is approached. This is better illustrated in Figures 5.24 and 5.25, where the maximum temperature distribution and the die wall temperatures are plotted along the die length for different wire speeds. It is seen that near the exit, the temperatures follow the stress singularity that becomes more dramatic as the wire speed increases. The global maxima reach $337^\circ C$ for $1000 \ cm/s$ and $397^\circ C$ for $2000 \ cm/s$, just before the exit, but it is doubtful whether the melt
Figure 5.23: Temperature profile development along Du Pont's die

\( T_0 = 232{\degree}C \)

\( \frac{\text{AXIAL COORDINATE}}{R_w} \)

\( \frac{\text{RADIAL COORDINATE}}{R_w} \)

\( GS = 7.9R_w, V_w = 1000 \text{ cm/s}, 30 < L_w < 130 \)
Figure 5.24: Maximum Temperature Distribution along Du Pont's Die for Different Wire Speeds (GS=7.9R_w, 30 < Bi < 130).
Figure 5.25: Die Wall Temperature Distribution along Du Pont's Die for Different Wire Speeds (GS=7.9R_w, 30 < \beta < 130).
can sustain such temperatures without degrading. The experimental results also showed that wire speeds $V_w \geq 1000 \text{ cm/s}$ were causing increased wire-coating roughness (Haas and Skewis, 1974), which is an indication of the severity of these conditions.

It is also interesting to see that using heat balances on the wire surface leads to an increase in wire temperature of only about 1°C for the slowest speed of 100 cm/s (see Figure 5.26). Higher speeds reduce the rise, and therefore the wire exits with its temperature almost unaltered. Thus, due to the extremely short residence time in the die, the wire temperature stays approximately constant. The same conclusion was also reached by Winter (1978). This is not the case, though, when adiabatic walls are assumed ($Bi = 0$) as shown in Figure 5.27, where the wire temperature increases rapidly with wire speed. This is another indication that correct boundary conditions have to be used to obtain reliable results.

The radial temperature profiles at the die exit for the intermediate case ($30 < Bi < 130$) are shown in Figure 5.28 for four different wire speeds. The influence of changing from isothermal walls ($Bi = \infty$) to adiabatic walls ($Bi = 0$) is shown in Figure 5.29, where the three radial temperature profiles are compared at the die exit. Near the wire the actual profile
Figure 5.26: Torpedo Wall and Wire Surface Temperature Distribution along Du Pont's Die for Different Wire Speeds (GS=7.9R_w, 30 < B* < 130).
Figure 5.27: Wire Surface Temperature Distribution along Du Pont's Die for Different Wire Speeds (GS=7.9R_w, Bi = 0).
Figure 5.28: Radial Temperature Distribution at Du Pont's Die Exit \((z = 0)\) for Different Wire Speeds \((GS=7.9R_w, 30 < R < 130)\).
Figure 5.29: Radial Temperature Distribution at Du Pont's Die Exit ($z = 0$) assuming different thermal boundary conditions ($GS=7.9R_w$, $V_w = 1000 cm/s$).
resembles that for isothermal walls, whereas near the die wall it approaches the adiabatic case. Adiabatic conditions cause the maxima to move to the walls and also increase considerably the maximum values. All these results are also in qualitative agreement with the nonisothermal calculations of Carley et al. (1979), Basu (1981) and Winter (1978). The shear stress profiles at both the torpedo wall/wire and die wall are shown in Figure 5.30 for the two extreme sets of thermal boundary conditions. Due to the higher temperatures developed under adiabatic conditions, the stress singularities at impact and exit are somewhat alleviated.

The influence of wire speed on wire tension is shown in Figure 5.31 under isothermal \((Bi = \infty)\) and adiabatic boundary conditions \((Bi = 0)\). Adiabatic conditions lower the maxima and shift them toward the exit. Higher speeds also shift the maxima toward the exit, in agreement with Pittman and Rashid (1986).

From the experimental values of pressure and assuming Newtonian behaviour, Haes and Skewis (1974) calculated shear rates and viscosities (hence shear stresses) for each wire speed. The finite element analysis shows that there are two regions of maximum stresses, at impact and at the die exit, where stress singularities exist (see Figure 5.30). The question,
Figure 5.30: Shear Stress Distribution along the Torpedo/Wire and Die Wall in Du Pont’s Die Assuming Different Boundary Conditions (GS=7.9R_w, V_w = 1000 cm/s).
Figure 5.31: Wire Tension Distribution along Du Pont's Die for Different Wire Speeds and Thermal Boundary Conditions (GS=7.9R_w).
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Table 5.2: Maximum Shear Rates ($\dot{\gamma}_{\text{max}}$) and Shear Stresses ($\tau_{\text{max}}$) Calculated in Du Pont's Die for Different Wire Speeds (22 AWG Wire, GS=7.9$R_w$).

<table>
<thead>
<tr>
<th>Wire Speed $V_w$ (cm/s)</th>
<th>Haas and Skewis (1974)</th>
<th>FEM Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\dot{\gamma}_{\text{max}}$ (s$^{-1}$)</td>
<td>$\tau_{\text{max}}$ (MPa)</td>
</tr>
<tr>
<td>100</td>
<td>16,000</td>
<td>0.18</td>
</tr>
<tr>
<td>500</td>
<td>80,000</td>
<td>0.35</td>
</tr>
<tr>
<td>1000</td>
<td>160,000</td>
<td>0.44</td>
</tr>
<tr>
<td>2000</td>
<td>320,000</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Therefore, arises as to which maximum stresses in the unit to consider. The stresses on the wire at exit are chosen, since the singularities at wire impact and die lip are still not well understood and their modelling is currently an active topic of research. Comparisons between the experimental predictions and the results from the nonisothermal FEM analysis are made in Table 5.2. Although the shear rates compare well (note the linear dependence on wire speed), the FEM stresses are always higher for both extreme cases of boundary conditions. The discrepancies may be attributed to the
assumptions involved (Newtonian vs. non-Newtonian fluid, temperature dependence, etc.). Nevertheless, all calculated values for the shear stress are above the critical shear stress values for melt fracture reported in the literature (Vlachopoulos and Alam, 1972). For LDPE, these range between 0.13 and 0.19 MPa (Wagner and Mitsoulis, 1985; Vlachopoulos and Alam, 1972). It should be noted, however, that critical stresses are given for fully developed flow in capillaries or slits preceded by flow in a sudden contraction, and not in a tapered annulus with the inner wall moving as is the case in wire coating.

The streamline pattern for all cases was virtually identical to the one shown in Figure 5.32, while a typical velocity profile development is shown in Figure 5.33. No recirculation is present in any case. The same was also found by Wagner (1987).

(b) Design B ($GS=4.9R_w$)

In an attempt to study the effect of different die designs on the field variables, a claimed “optimum” design (Haas and Skewis, 1974) of $4.9R_wGS$ (Design B) is also analyzed. A different mesh layout has to be used. The grids are shown in Figure 5.34 for the u-w-p formulation and in Figure 5.35
Figure 5.32: Typical Streamline Pattern Obtained from the Nonisothermal Analysis in Du Pont's Die (Normalized Streamlines between 0 and 1, GS=7.9Rw).
Figure 5.33: Typical Velocity Profile Development Obtained from the Non-isothermal Analysis in Du Pont's Die (Velocity Vectors Normalized by $V_w$, All Dimensions Drawn to Scale, GS=7.9$R_w$).
for the temperature/stream function formulation. The total number of elements and nodes employed are the same as for the 7.9Rw-GS case. Four runs, for \( V_w = 100, 500, 1000 \) and 2000 cm/s, with intermediate thermal boundary conditions (30 < Bi < 130) were carried out.

The pressure profiles for the two designs operating at \( V_w = 100 \) cm/s and 2000 cm/s are plotted in Figure 5.36. For all cases, the overall pressure drop is higher for the 4.9Rw-GS design. It is observed that this design always gives a higher pressure drop in the annular region due to a more restricted flow area. On the other hand, the die-region pressure drop is lower for the 4.9Rw-GS design. However, the differences in die-region pressure drop tend to decrease as the wire speed is decreased, until they become almost equal at \( V_w = 100 \) cm/s.

Figure 5.37 shows the stresses at \( V_w = 500 \) cm/s for the two designs. There is, basically, no difference in the stresses in the die region. In addition, the stresses on the torpedo surface show similar characteristics for these designs. However, it is evident that the die wall stresses show different behaviour during the transition from the annular region to the die region. The 4.9Rw-GS design gives a stress distribution which is steadily decreasing (more negative) before reaching the singularity point at the beginning
Figure 5.34: Finite Element Grids for u-w-p Formulation in Du Pont's Die

(GS=4.9R_w).
Figure 5.35: Finite Element Grids for Temperature/Stream Function Formulation in Du Pont's Die ($GS=4.9R_w$).
Figure 5.36: Pressure Distribution for Two Different Designs in Du Pont's Die ($30 < Bi < 130$, $GS=7.9R_w$ and $4.9R_w$).
Figure 5.37: Stresses Distribution for Two Different Designs in Du Pont's Die ($V_w = 500 \text{ cm/s}, 30 < Bi < 130$, GS=$7.9R_w$ and $4.9R_w$).
of the die region, thus giving a smooth profile. On the other hand, the
7.9\( R_w \)-GS design gives a stress distribution which increases (less negative)
in the beginning of the transition region followed by a decrease before the
beginning of the die region, thus giving a “hump” in the transition region.
The hump can be interpreted as a deceleration of the velocity followed by
an acceleration (see Figure 5.8). Therefore, fluid particles undergoing such
a change in stresses may be responsible for a rough coating exhibited by
the 7.9\( R_w \)-GS design. However, the absolute value for the stresses in the
transition region is small compared to the stresses close to the die exit. The
same pattern is observed for other wire speeds.

Maximum temperature profiles at \( V_w = 1000 \text{ cm/s} \) for the two designs
are shown in Figure 5.38. The 4.9\( R_w \)-GS design gives higher maximum
temperatures everywhere along the die, the largest difference being in the
neighbourhood of the impact region. However, the maximum temperature,
occurring close to the die exit, does not seem to be affected much.

The wire tension profiles for the two designs are very similar in shape
(Figure 5.39). The 4.9\( R_w \)-GS design gives a lower tension at any axial
location, as expected, because the melt meets the wire farther down in the
die.
Figure 5.38: Maximum Temperature Distribution for Two Different Designs in Du Pont's Die ($V_w = 1000 \text{ cm/s}$, $30 < Bi < 130$, $GS=7.9R_w$ and $4.9R_w$).
Figure 5.39: Wire Tension Distribution for Two Different Designs in Du Pont’s Die ($V_w = 1000 \text{ cm/s}$, $30 < Bi < 130$, $GS=7.9R_w$ and $4.9R_w$).
A comparison between two typical streamline patterns is made in Figure 5.40. The difference in the flow field in the transition region (from annular to die region) is readily seen. The streamline closest to the die wall for the $4.9R_w$-GS design shows a more constrained flow. Such flow reduces the stagnant region close to the die wall, thus giving rise to a smoother die shear stress profile (as seen in Figure 5.37), avoiding the "hump" present in the $7.9R_w$-GS design. The flow field farther downstream is almost identical for the two cases. From the design viewpoint, the $4.9R_w$-GS design, although giving a higher pressure drop, is more desirable as it provides a more streamlined flow. This is believed to be the main reason for giving a reduced wire-coating roughness. Therefore, for design purposes, the torpedo must be set at such distance, so that a smooth shear stress distribution is achieved at the die wall, as well as a streamlined flow with no recirculation.

5.5 Concluding Remarks

The isothermal analysis of the two die designs ($4.9R_w$-GS and $7.9R_w$-GS) did not show significant differences. The increase in pressure for the $4.9R_w$-
Figure 5.40: Streamline Patterns for Two Different Designs in Du Pont's

Die ($V_w = 1000 \text{ cm/s, } 30 < Bi < 130$). (a) GS=7.9$R_w$, (b) GS=4.9$R_w$. 
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GS design is predicted by either LAT or FEM. In addition, the suppression of recirculation for Newtonian fluids flowing in this design is predicted by LAT and supported by FEM through the visualization of flow field (streamlines). The die stresses predicted could be used as a criterion for determining the presence of recirculation, i.e. positive $\tau_{rr}$ at the die wall.

The nonisothermal analysis of Endo's die shows that the new temperature program developed did not present any difficulty in getting convergence as in the case of Carley et al. (1979). Its superior performance over other "upwinding" schemes using different discretization (for example Mizukami's, 1985) is readily seen. In addition, this analysis also shows that the inclusion of the radial convection term $v_r(\partial T/\partial r)$ is essential when performing the nonisothermal analysis. Neglecting this $v_r$-term tends to underestimate the maximum temperature and thus overestimate the pressure drop.

An accurate representation of the temperature field is crucial in the analysis of wire-coating extrusion dies for better predictions, as supported by the good agreement with the experimental data available. If isothermal flow field is assumed, gross overdesign should be expected. Although the heat-balance thermal boundary conditions are more realistic, an isother-
mal wall condition is recommended for designing purposes, since the latter always provides an overestimate of the pressure drop.

The nonisothermal analysis of the two designs (4.9$R_w$-GS and 7.9$R_w$-GS) showed two major differences. The flow field for the 4.9$R_w$-GS design showed a more "streamlined" flow, which may account for the better coating surface obtained experimentally. In addition, a smoother die stress distribution that resulted from the more constrained flow may also be part of the reason. Therefore, for design purposes, these two qualitative criteria should be considered.
Chapter 6

Computer-Aided Analysis and Design of Wire-Coating Coextrusion Dies

Isothermal and nonisothermal analyses of wire-coating coextrusion dies are performed. The isothermal analysis of power-law fluids flowing in a particular die design used by Han and Rao (1980) is performed to validate the LAT program developed for coextrusion flows. Then, a modified Du Pont's die that accommodates two fluids is analyzed assuming isothermal flows by using both LAT and FEM. The nonisothermal analysis is first performed
on a simple die design used by Basu (1981) and a comparison is made between his findings and FEM results. The analysis is then extended to an improved design for the modified Du Pont’s die for typical polymer melts under a variety of flowrate ratios and operating conditions.

6.1 Introduction - The Wire-Coating Coextrusion Process

The process of coextrusion is a convenient one-step method for producing bilayered fibers, plastic films, tubes, etc. In insulating electrical wires, the wires are sometimes coextruded with an inner polymer layer with good electrical insulation properties, and an outer layer with good chemical resistance. It is also a common practice to coextrude a lubricant or a color compound on top of the first layer. Common problems encountered in single extrusion (melt fracture, swelling and excessive temperature rise) are also present in coextrusion. On top of that, there are problems of interfacial instability and migration and poor bonding between the surfaces.

Many experimental studies of coextrusion have been primarily concerned with the encapsulation phenomenon of the more viscous polymer
by the less viscous one (Lee and White, 1974; Han, 1975; Minagawa and White, 1975; Southern and Ballman, 1975). In addition, the interfacial instabilities were also investigated (Khan and Han, 1976, 1977; Han and Shetty, 1978; Schrenk et al., 1978; Kim and Han, 1983). The development of the interface along the length of the die has been experimentally studied by Everage (1975), Minagawa and White (1975) and White and Lee (1975). For wire-coating coextrusion, Han and Rao (1980) found that the interfacial instability is related to shear stress, viscosity ratio and first normal stress difference ratio at the interface.

Analytical studies on the encapsulation phenomenon have been performed by MacLean (1973) by using a minimum viscous dissipation approach. Everage (1973, 1975) has predicted the variation of interface position along the channel length as a function of viscosity ratio of the liquids. White and Lee (1975) concluded that the difference in viscosities of the fluids is the major factor in determining the shape of the interface. At the time of writing this thesis, Karagiannis et al. (1987) have used the FEM and the minimum viscous dissipation approach to determine the equilibrium interface shape in the cross section of complex die configurations.

Most numerical simulations of the coextrusion process have been done
by using the LAT for isothermal flow of power-law fluids. Han and Shetty (1976) analyzed the flow of multilayer film coextrusion. Han and Rao (1980) studied the wire-coating coextrusion process. Recently, the flows of two molten polymers in flat dies have been studied by Sornberger et al. (1986).

An improvement in the analysis was made when the FEM was used to simulate the full two-dimensional flow of polymer melts. Mitsoulis (1986) studied the extrudate swell of Newtonian fluids in tubular and annular geometries, while Mitsoulis and Heng (1987) extended the FEM analysis to power-law fluids.

The first attempt to perform the nonisothermal analysis of coextrusion flows seems to have been made by Uhland (1977). He studied the flow in tubular dies for power-law fluids. Following that, Basu (1981) has performed an analysis on wire-coating coextrusion dies using a more elaborate two-region (Newtonian and quadratic) viscosity function for three typical polymer melts (LDPE, HDPE and PS). Chin et al. (1984) and Sornberger et al. (1986) performed a similar analysis for flat-film coextrusion.

All the above studies are based on the simplification of the conservation equations according to LAT. Therefore, there exists a need to perform a full nonisothermal analysis of the coextrusion process. In this work, such
an analysis will be carried out for the wire-coating coextrusion process.

6.2 Mathematical Modelling of Wire-Coating Coextrusion

In the coextrusion wire-coating technique two different polymers are concentrically coated on the wire in a single step. The two melts are extruded from two different extruders and meet in a pressure die as shown in Figure 6.1.

The boundary conditions imposed are similar to those described in Section 5.2 and will not be repeated here. Additional boundary conditions for the interface have been included in Section 3.3.1.

The material properties employed in this analysis, except those for Newtonian fluids, are taken from Basu (1981). Two widely used and well characterized polymers are considered: (i) high density polyethylene (HDPE) (Union Carbide Corp., DMDJ 4306) and (ii) polystyrene (PS) (Dow Chemical Co., STYRON 678). The data for these polymers are summarized as follows:
Figure 6.1: Schematic Representation of the Wire-Coating Coextrusion Process.
**HDPE:**

\[ \rho_a = 0.954 \quad \text{(g/cm}^3\text{ at room temperature)} \]
\[ \rho_m = 0.8732 - 0.000291T \quad \text{(g/cm}^3\text{ for } T > 150^\circ C) \]
\[ (C_p)_m = 3.5 \quad \text{(J/g }^\circ C) \]
\[ k_m = 0.005 \quad \text{(J/cm s K)} \]

**PS:**

\[ \rho_a = 1.05 \quad \text{(g/cm}^3\text{ at room temperature)} \]
\[ \rho_m = 1.093 - 0.000605T \quad \text{(g/cm}^3\text{ for } T > 150^\circ C) \]
\[ (C_p)_m = 1.425 + 0.00404T \quad \text{(J/g }^\circ C) \]
\[ k_m = 0.00128 \quad \text{(J/cm s K)} \]

The viscosity was represented by two regions (Basu, 1981):

**Newtonian region:**

\[ \mu = \mu_o \quad , \quad \tau \leq \tau_N \quad \text{ (6.1)} \]

**Quadratic region:**

\[ \log \dot{\gamma} = a + b(\log \tau) + c(\log \tau)^2 \quad , \quad \tau > \tau_N \quad \text{ (6.2)} \]

where the correlated constants \( \mu_o, a, b, \) and \( c \) are tabulated in Table 6.1 (Basu, 1981). The viscosity is given in poise.
Table 6.1: Correlated Constants for Viscosity Function (Basu, 1981).

<table>
<thead>
<tr>
<th></th>
<th>HDPE</th>
<th>PS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0$ (°C)</td>
<td>220</td>
<td>220</td>
</tr>
<tr>
<td>$\beta\ (K^{-1})$</td>
<td>0.01266</td>
<td>0.03</td>
</tr>
<tr>
<td>$\tau_N\ (\text{dynes/cm}^2)$</td>
<td>$10^4$</td>
<td>$10^4$</td>
</tr>
<tr>
<td>$\mu_0\ (\text{poise})$</td>
<td>$2.098 \times 10^6$</td>
<td>$1.406 \times 10^4$</td>
</tr>
<tr>
<td>$a$</td>
<td>-11.95</td>
<td>-1.318</td>
</tr>
<tr>
<td>$b$</td>
<td>2.405</td>
<td>-0.7287</td>
</tr>
<tr>
<td>$c$</td>
<td>$5.073 \times 10^{-4}$</td>
<td>0.2553</td>
</tr>
</tbody>
</table>
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The temperature dependence of viscosity was handled as follows (Basu, 1981):

\[ \eta = \eta_0 \exp [-\beta(T - T_0)] \]  

(6.3)

where \( T_0 \) is the reference temperature and \( \eta_0 \) is the corresponding viscosity. The values of \( T_0 \) and temperature shift factor \( \beta \) are tabulated in Table 6.1. Figure 6.2 shows the viscosity curves for these two polymer melts. As evidenced, HDPE is always more viscous than PS.

6.3 Isothermal Wire-Coating Coextrusion

6.3.1 Lubrication Approximation Theory

The isothermal analysis is carried out using the lubrication approximation theory (LAT) program developed for coextrusion processes. The details for this analysis have been discussed in Section 3.2. In order to check the validity of this program, a simple system of two power-law fluids flowing in a straight annular die is first considered.

The LAT program is checked against a numerical solution obtained by Han and Rao (1980). A straight annular die of radius 0.15875 cm was used to coat a wire of radius 0.06452 cm at a speed of 6.5 cm/s. The power-law
Figure 6.2: Shear Viscosity vs. Shear Rate Curves for HDPE and PS.
Table 6.2: Comparison of LAT Results for Two Power-Law Fluids between Present Study and Han and Rao's (1980).

<table>
<thead>
<tr>
<th></th>
<th>Present Study</th>
<th>Han and Rao</th>
<th>% Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-dp/dz$</td>
<td>3.10</td>
<td>3.15</td>
<td>1.6</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.57</td>
<td>0.58</td>
<td>1.7</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.73</td>
<td>0.74</td>
<td>1.3</td>
</tr>
</tbody>
</table>

model is used to describe the viscosity functions (Han and Rao, 1980):

(inner layer) $m_i = 0.01007 \text{ MPa} \cdot s^n$, $n_i = 0.43$

(outer layer) $m_o = 0.00300 \text{ MPa} \cdot s^n$, $n_o = 0.45$

The required operating conditions are $Q_i = 0.3227 \text{ cm}^3/s$ and $Q_o = 0.6206 \text{ cm}^3/s$, and $T_o = 220^\circ C$. The results obtained for this system are tabulated in Table 6.2 along with Han and Rao's results. As can be seen, the agreement is good with a maximum deviation of 1.7% from their results. The discrepancies can be attributed to different accuracy (double-precision variables are used in the current program) and grid density used (100 nodes in each layer are used in the current program).

Having established the accuracy of this program, we proceed with the analysis of a full wire-coating coextrusion die. Since no industrial designs
for coextrusion dies are available in the literature, we have taken Du Pont's die (see Figure 5.4) and modified it to accommodate two different fluids. We will refer to this die as the modified Du Pont's die (Design A). A diagram of the modified Du Pont's die is shown in Figure 6.3. The dimensions for this die have also been included. Note that this figure is similar to Figure 5.4. The only difference is that the lower section of the torpedo has been removed in order to accommodate a second fluid coming in from a separate extruder.

The flows of two polymers, namely HDPE and PS, are considered. The viscosity functions used have been summarized in Section 6.2. The operating conditions consist of applying a coating of thickness 0.5RH on a 22-AWG wire (RH = 0.032 cm) at 1000 cm/s. The isothermal temperature is set at T = 170°C, as in Basu's analysis (1981). At this temperature, the HDPE melt is more viscous than the PS melt (see Figure 6.2). The effect of flowrate ratio, which is defined as:

\[
\frac{Q_o}{Q_i} = \frac{\text{outer layer flowrate}}{\text{inner layer flowrate}}
\]  

(6.4)

on the flow behaviour of these two polymers is investigated.

Two different systems are considered: (i) PS forms the outer layer and
Figure 6.3: Modified Du Pont's Die Employed in the Isothermal Analysis of Wire-Coating Coextrusion (Design A). Changes in the Design Represented by *.
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HDPE forms the inner layer (PS/HDPE), and (ii) HDPE forms the outer layer and PS forms the inner layer (HDPE/PS). Note that system (i) and (ii) mean that the less viscous and the more viscous component form the outer layer, respectively.

Four different flowrate ratios are used in this study: 0.4359, 0.7920, 1.333, and 2.246. These correspond to the arbitrarily chosen outer to inner layer coating thickness ratio of 1/3, 3/5, 1/1 and 5/3, respectively. Extreme thickness ratios are not used because they are not feasible in actual operation. The pressure and stress distribution curves are plotted in Figures 6.4 and 6.5, respectively.

Referring to Figure 6.4, for the PS/HDPE system, as the flowrate ratio is increased, the overall pressure drop for the outer layer increases. However, the same cannot be said about the inner layer. The pressure profile for the inner layer in the die region shows the same characteristics as for the outer layer. In the annular region, however, positive pressure gradients actually exist for the inner layer, suggesting inappropriate flowrate ratios have been used. On the other hand, when the more viscous component (HDPE) forms the outer layer (HDPE/PS system), the trend for the outer layer pressure drop in the die region and annular region is reversed. As the flowrate ratio
Figure S.4: Pressure Profiles along Modified Du Pont’s Die (Design A)

Using LAT: (a) PS/HDPE. (b) HDPE/PS.
Figure 6.5: Shear Stress Profiles along the Die Wall and Wire in Modified Du Pont's Die (Design A) Using LAT: (a) PS/HDPE. (b) HDPE/PS.
increases, the pressure drop decreases. The same positive annular pressure
gradient phenomenon for the inner layer exists.

A look at the stress for PS/HDPE system (Figure 6.5) suggests that as
the flowrate ratio increases, the annular region stresses decrease (become
more negative). In the die region, as the flowrate increases, the die wall
shear stresses decrease and the wire-shear stresses increase (become more
positive). The stress distribution for the HDPE/PS system shows that all
stresses decrease as the flowrate ratio increases. It is also interesting to
note that positive shear stresses at the die wall exist for PS/HDPE system,
indicating the presence of recirculation, which cannot be eliminated by
simply changing the flowrate ratio.

In addition, these results show that for isothermal flows, changing flowrate
ratio affects the inner fluid more than the outer fluid. Furthermore, when
the outer fluid is less viscous than the inner fluid, the effects tend to be
magnified. This analysis also reveals that higher pressure drop is required
when the outer fluid is more viscous than the inner fluid.
6.3.2 Finite Element Analysis

It has been shown that the flowrate ratio has little effect on the suppression of recirculation present in the PS/HDPE system. Therefore, it would be interesting to investigate the effect of viscosity ratio, which is defined as:

\[
\frac{\mu_o}{\mu_i} = \frac{\text{outer layer viscosity}}{\text{inner layer viscosity}}
\]  \hspace{1cm} (6.5)

on the suppression of recirculation. For such an analysis, Newtonian fluids are considered. The two-dimensional FEM analysis is used so that the quantitative amount of recirculation can be evaluated.

A total of seven viscosity ratios are investigated: 0.1, 0.2, 0.25, 0.5, 1.0, 1.25 and 2. Extreme viscosity ratios are not used because they are not practical in actual operation. The same operating conditions from the previous analysis are used, i.e. \(V_w = 1000 \text{ cm/s} \) and \(R_c = 1.8R_w \). In addition, the flowrate ratio is fixed at 0.9243, i.e. a thickness ratio of 0.70, or the coating thickness for the outer layer is only 70% of the inner.

A section of the u-w-p grid and stream function grid employed is shown in Figure 6.6. There are 432 u-w-p elements (864 stream function elements) and 1022 nodes (73 nodes along and 14 nodes across) with 7 nodes in each layer. The grids shown are the final ones after solution for the unknown \( \epsilon \).
Figure 6.6: Finite Element Grid for Isothermal Analysis of Modified Du Pont’s Die (Design A): (a) u-w-p Grid. (b) Stream Function Grid.
priori interface has been achieved. The initial interface location assumed consists of an arbitrary but judiciously chosen curve after the contact point followed by a flat line. This interface is then updated according to the procedure outlined in Section 3.4 with an underrelaxation factor $\lambda = 0.5$. In each case 7 iterations were required for convergence to occur.

Figure 6.7 shows a typical pressure distribution along the unit. In particular, the pressures along the outer wall of the inner channel and the inner wall of the outer channel are shown up to the contact point, after which the interface is formed. The discontinuity of pressures still exists when the two fluids first meet each other, then equalization occurs rather rapidly. Figure 6.8 shows a typical streamline pattern, where the streamlines have been normalized to take the values of $-1$ at the wire surface, 0 at the interface and the torpedo surfaces, and 1 at the die wall/free surface with increments of 0.25 in between. As can be seen, there is a large recirculation near the contact region, with 30% of the outer fluid recirculating.

The recirculation results for different viscosity ratios are plotted in Figure 6.9. It is evident that as the viscosity ratio increases, the amount of recirculation decreases at an exponential rate until it vanishes at $\mu_o/\mu_i \approx 1.5$, i.e. there is no recirculation when the outer fluid is approximately 1.5 times
Figure 6.7: Pressure Profile for Isothermal Analysis of Two Newtonian Fluids in Modified Du Pont's Die (Design A).
Figure 6.8: Streamline Pattern for Isothermal Analysis of Two Newtonian Fluids in Modified Du Pont’s Die (Design A).
Figure 6.9: Recirculation as a Function of Viscosity Ratio for Isothermal Analysis of Two Newtonian Fluids in Modified Du Pont’s Die (Design A).
more viscous than the inner fluid.

Therefore, the recirculation can be reduced by having a more viscous fluid outside. In certain cases, when the viscosity ratios are greater than a limiting value, the recirculation disappears. This phenomenon is also true if shear-thinning fluids are involved, as supported by the shear stress curves at the die wall for the HDPE/PS system (Figure 6.5(b)). However, when a more viscous fluid is on the outside, it has been shown experimentally that interfacial instabilities occur (Khan and Han, 1976; Han and Shetty, 1978; Kim and Han, 1983). Thus, $\mu_o/\mu_i > 1$ indicates an unstable region since this is not the preferential configuration.

This isothermal analysis has shown many interesting phenomena in wire-coating coextrusion. In actual situations, however, these flows are highly nonisothermal as discussed in Section 5.4. A full analysis is therefore necessary by solving the coupled momentum and energy equations, which will be discussed in the next section.
6.4 Nonisothermal Wire-Coating Coextrusion

This section presents a full nonisothermal analysis of wire-coating coextrusion. In particular, the present results will be first compared with the only other existing nonisothermal analysis based on the LAT simplification (Basu, 1981) and the errors will be discussed. Then, the full flow domain will be examined for a high-speed industrial coextrusion operation employing typical polymer melts in a new improved die design.

6.4.1 Comparison with Previous Results (Basu's Die)

The only nonisothermal study in wire-coating coextrusion dies has been performed by Basu (1981). His analysis was based on LAT for both the momentum and energy equations, i.e. neglecting all the \(v_r\)-components in both equations.

It has been found previously (Section 5.4.1) that a tapered die (Endo's die) gives large discrepancies when the radial convection term is excluded. It would be interesting to see if the flow of two polymers in a straight-channel wire-coating coextrusion die (Basu's die) gives the same type of
error. Since an interface is present, the effects of one-dimensional (LAT) vs. two-dimensional analysis (FEM) on the interface location are also investigated.

Basu's die consists of a wire \((R_w = 0.1026 \text{ cm})\) being coated from a cylindrical die \((R_o = 0.225 \text{ cm})\). Run No. 5 of his analysis is repeated here. The operating condition is to coat the wire with an inner layer (PS) having a thickness of 0.056 cm and an outer layer (HDPE) with a thickness of 0.013 cm at 1000 cm/s. The die considered is 2.43 cm long.

The flow is considered to be fully developed at \(T_o = 170^\circ C\) at the entry. The LAT is used to determine the velocity profile and locate the interface position. These, in turn, are used in the FEM analysis as entrance boundary conditions. Adiabatic-wall thermal boundary condition is assumed everywhere. The various dimensionless groups for this case are summarized as follows (refer to Appendix C for details of calculations):

\[
\begin{align*}
\text{PS:} & \quad Re = 0.27, \quad Pe = 91,500 \\
& \quad Na = 483, \quad Gz = 2,100 \\
\text{HDPE:} & \quad Re = 0.065, \quad Pe = 7,500 \\
& \quad Na = 42, \quad Gz = 40
\end{align*}
\]

As can be seen, \(Pe\) and \(Na\) numbers are quite high, while \(Re\) numbers are
very low. Of course, due to adiabatic walls assumed, $B_i = 0$.

For the finite element analysis, the domain after the die exit is extended to a length of about $10R_w$ (see Figure 6.10). The finite element grid consists of 720 u-w-p elements (1440 temperature elements) with 73 nodes along and 22 nodes across the domain (11 nodes for each fluid). The nodes at the interface are double nodes (Figure 3.4). The initial interface location is assumed to be a horizontal line extending from the fully developed location imposed at the entry. Again, it is updated by the procedure detailed in Section 3.4 with an underrelaxation factor of 0.5. Approximately seven iterations are required for the solution to converge.

The streamline pattern from the nonisothermal finite element analysis is shown in Figure 6.11, where the streamlines have been normalized to take the values of $-1$ at the wire surface, 0 at the interface and 1 at the die wall/free surface with increments of 0.25 in between. Obviously, a rearrangement of the flow field occurs right at the exit in anticipation of the free surface, and therefore the interface location is higher than would be from Basu’s analysis.

A comparison with Basu’s results at the die exit with the presence of the free surface for the velocity and temperature profiles is given in Figures 6.12
Figure 6.10: Finite Element Grid for Analysis of Basu’s Die: (a) u-w-p
Triangles, (b) Temperature Quadrilaterals.
and 6.13, respectively. It is seen that there are discrepancies due to the
rearrangement of the profiles at the exit. When the free surface was ignored,
the discrepancies were not great except for a higher temperature at the die
wall found when the full energy equation is solved (extra heat contribution
from the $v_r \partial T / \partial r$ term).

The interface pressure is shown in Figure 6.14, where the discontinuities
near the die exit become evident. The overall pressure drop in the system
was found to be 12.4 MPa which underestimates Basu’s result of 13.5 MPa
by 8%. When the free surface was ignored, the pressure was slightly higher
(12.8 MPa). This shows that even for straight channels ($\phi = 0$), there
are discrepancies when the radial components in the energy equation are
ignored.

Again, it has been shown that solving the full two-dimensional momen-
tum and energy equations is necessary when non-fully developed flows are
anticipated, for instance, shift of interfaces due to temperature gradients
and free surface flows. In addition, the inclusion of the radial convection
term in the energy equation gives higher temperatures at the die wall.
These effects would be magnified as the $Pe$ and $Na$ numbers and the taper
angle $\phi$ become larger.
Figure 6.12: Comparison of Velocity Profiles at Die Exit between Present Study and Basu's Results (Run No. 5, 1981).
Figure 6.13: Comparison of Temperature Profiles at Die Exit between Present Study and Basu's Results (Run No. 5, 1981).
Figure 6.14: Pressure Distribution along the Interface in Basu's Die.
6.4.2 Influence of Die Design and Thermal Boundary Conditions (Modified Du Pont's Die)

After analyzing the simple die design considered by Basu (1981), we proceed to perform a thorough nonisothermal analysis of a full die. This die is required to provide streamlined flows, as discussed in Section 5.4.2. In addition, it must also provide an interface which does not change drastically in the axial direction. Such requirement ensures that additional stresses are not introduced due to the radial movements.

The physical properties of the polymers used have been summarized in Section 6.2. Two polymers, namely HDPE and PS, are employed. In addition, the boundary conditions have been discussed in the same section.

The effects of thermal boundary conditions and wire speed on the field variables are investigated. Since there are two different melts, the effects of entrance temperature on the field variables are also examined. This additional parameter is expressed as:

\[
\frac{(T_0)_o}{(T_0)_i} = \text{entrance temperature for the outer layer} / \text{entrance temperature for the inner layer} \quad (6.6)
\]

For each run, the required final cold coated wire radius is \(1.8R_w\), i.e. overall coating thickness is 80% of the wire radius. The final thickness of the inner
layer is arbitrarily taken to be three times as thick as the outer layer, i.e. a thickness ratio of 1/3. The volumetric flowrate of the individual melt is then calculated at the corresponding entry melt temperature.

Special care must be taken in designing an improved die configuration. The previous analysis in Chapter 5 has shown that streamlined flows can be achieved by constraining the flow area available in the die. In the present case, the flow area in the die region can be reduced by reducing the final tapered angle. In addition, the flow area in the impact region can be further restricted by moving the torpedo deeper into the die, i.e. reducing the gum space GS. Both measures have been taken in redesigning the modified Du Pont's die. Preliminary runs have shown that a die design given in Figure 6.15, and thereafter called modified Du Pont's Die (Design B), tends to provide streamline flows and levelled interfaces for the operating conditions desired.

Three sets of runs are performed to determine the effects of various thermal boundary conditions and wire speeds of the field variables. These sets are:

1. \((T_e)_o = (T_e)_i = 220^\circ C\), isothermal walls and \(V_w = 100, 500, 1000\) and 2000 \(cm/s\).
Figure 6.15: Modified Du Pont’s Die Employed in the Nonisothermal Analysis of Wire-Coating Coextrusion (Design B). Changes in the Design Represented by *.
2. \((T_o)_o = (T_o)_i = 220^\circ C\), adiabatic walls and \(V_w = 100, 500, 1000\) and 2000 \(cm/s\).

3. \((T_o)_o = 220^\circ C, (T_o)_i = 200^\circ C\), adiabatic walls and \(V_w = 1000\) \(cm/s\), and
\[(T_o)_o = 200^\circ C, (T_o)_i = 220^\circ C\), adiabatic walls and \(V_w = 1000\) \(cm/s\).

For all these runs, PS and HDPE will always form the outer and inner layers, respectively, i.e. PS/HDPE. Experimental results have shown that this is the favourable configuration, as discussed in Section 6.3.2.

The FEM grid employed consists of 780 u-w-p elements (1560 bilinear quadrilaterals) and 1738 nodes, with 79 nodes along the die length and 22 nodes radially (11 nodes for each fluid). Some typical final grids used are shown in Figure 6.16 for the u-w-p formulation and in Figure 6.17 for the temperature/stream function formulation.

A typical interfacial pressure distribution is shown in Figure 6.18. Slight pressure discontinuities exist immediately after the contact point and at the exit. However, the pressure discontinuities are not very distinct due to an interface which is almost horizontal, as shown in Figure 6.19. Such interface yields interfacial pressure which is almost continuous, as explained
Figure 6.16: Finite Element Grids for u-w-p Formulation in the Nonisothermal Analysis of Modified Du Pont's Die (Design B).
Figure 6.17: Finite Element Grids for Temperature/Stream Function Formulation in the Nonisothermal Analysis of Modified Du Pont's Die (Design B).
Figure 6.18: Pressure Distribution in Modified Du Pont's Die (Design B)

(PS/HDPE, $V_w = 2000 \, \text{cm/s}$, $R = 0$ and $(T_o)_e = (T_o)_i = 220^\circ C$).
Figure 6.19: Interface Location in Modified Du Pont's Die (Design B)

(PS/HDPE, $V_w = 2000 \text{ cm/s}$, $Bi = 0$ and $(T_o)_o = (T_o)_i = 220^\circ C$).
in Section 2.6.

The overall pressure drops for the isothermal and adiabatic boundary conditions are plotted in Figure 6.20. The pressure drop for the inner layer is always higher than the outer layer because of the higher flowrate and viscosity of the former. The effects of the thermal boundary conditions are readily seen. The adiabatic boundary condition always yields a lower pressure drop, consistent with the results presented in Section 5.4.2. Two typical radial temperature profiles at the exit are shown in Figure 6.21. Again, the higher temperatures at the die wall for the adiabatic case lower the viscosities and thus the pressure drop. In addition, the higher interfacial temperatures achieved by the adiabatic case should also contribute to the lowering of pressure drop.

Another interesting phenomenon is the steeper shear rate at the die wall and an interface which is closer to the die wall for the adiabatic case, as illustrated in Figure 6.22. In this case the profile away from the wall is flatter since the flowrate must be conserved. The shifting of the interfaces progressively toward the wall as the die wall temperature increases is evident in Figure 6.23. Note also that there is an additional maximum in temperature as compared to the single-layer wire-coating analysis per-
Figure 6.20: Overall Pressure Drop in the Nonisothermal Analysis of Modified Du Pont's Die (Design B) (PS/HDPE, \(T_s = T_m = 220^\circ C\)).
Figure 6.21: Radial Temperature Distribution at Modified Du Pont's (Design B) Die Exit ($z = 0$) Assuming Different Thermal Boundary Conditions (PS/HDPE, $V_w = 1000 \text{ cm/s}$, $(T_o)_o = (T_o)_i = 220^\circ C$).
Figure 6.22: Radial Velocity Profile at Modified Du Pont's (Design B)

Die Exit ($z = 0$) Assuming Different Thermal Boundary Conditions

(PS/HDPE, $V_w = 1000$ cm/s, $(T_o)_e = (T_o)_i = 220^\circ C$).
Figure 6.23: Radial Temperature Distribution at Modified Du Pont’s (Design B) Die Exit ($z = 0$) for Different Wire Speeds (PS/HDPE, $R = 0$, $(T_o)_o = (T_o)_i = 220^\circ C$).
formed in Section 5.4.2. This local maximum occurs in the neighborhood of the interfaces regardless of the thermal boundary condition. As can be seen, the temperature field is a strong function of wire speed.

The strong dependence of the temperature field on wire speed is also evident in Figure 6.24. These maximum temperature curves show two temperature peaks, one at the contact region and another at the exit region. The tremendous temperature rise before the contact point is due to the high viscous dissipation generated at the inner wall of the torpedo. This high temperature continues to dominate at the interface after the contact point. However, the temperature at the interface is considerably lower than that before the contact point. It is also interesting to mark that the maximum temperature is declining slowly in this region. At approximately seven wire radii from the exit, the temperature at the die wall starts to dominate. This temperature increases until reaching a peak at the exit. Both the adiabatic and isothermal wall cases look similar. Quantitatively, however, the adiabatic condition gives temperatures which are much higher than the ones obtained from the isothermal wall condition. The difference grows larger as the wire speed increases. Such discrepancy is also reflected in the pressure drop (Figure 6.20); as the wire speed increases the gap between
Figure 6.24: Maximum Temperature Distribution along Modified Du Pont's Die (Design B) for Different Wire Speeds (PS/HDPE, \(T_e) = (T_w) = 220^\circ C\)): (a) \(Bi = 0\). (b) \(Bi = \infty\).
these two conditions grows considerably.

The wire temperature rise for the adiabatic case is also included in Figure 6.25. Although the wire temperature rise is also a function of wire speed, the absolute rise is relatively insignificant as the maximum rise is less than 10°C from the inner inlet melt temperature ($T_o$).

Two typical stress distributions for both the adiabatic and isothermal wall conditions are included in Figure 6.26. Along the wire surface, the latter condition tends to give more positive stresses before the contact region and when approaching the exit (approximately ten wire radii from the exit). In between these two regions, little differences are observed. Along the die wall, however, the stresses show discrepancies only when approaching the exit from approximately ten wire radii. In this case, the isothermal condition tends to give more negative stresses. The smooth die shear stresses also indicate that the flows are streamlined. This is indeed true as indicated in Figure 6.27.

The effects of entry melt temperatures are also investigated. Two different temperatures are used: 200 and 220°C. The outer and inner layer temperatures are individually reduced to 200°C from the original 220°C. The radial temperature profiles at the exit for these cases are plotted in
Figure 6.25: Wire Surface Temperature Distribution along Modified Du Pont's Die (Design B) for Different Wire Speeds (PS/HDPE, $(T_0)_o = (T_0)_i = 220^\circ C, Bi = 0)$.
Figure 6.26: Shear Stress Distribution along the Torpedo/Wire and Die Wall in Modified Du Pont's Die (Design B) Assuming Different Thermal Boundary Conditions (PS/HDPE, \(T_o = 220^\circ C\), \(V_w = 1000 \text{ cm/s}\)).
Figure 6.27: Typical Streamline Pattern Obtained from the Non-isothermal Analysis in Modified Du Pont's Die (Design B) (PS/HDPE, \((T_o)_o = (T_o)_i = 220^\circ C\)).
Figure 6.28. When the outer and inner entry temperatures are 220°C and 200°C, respectively (i.e. 220°C/200°C), the temperature profile for the inner layer shows considerable difference in temperature from the original case (220°C/220°C). However, the temperatures for the outer layer show little difference. For the 200°C/220°C case, the reverse is true. Although the temperatures are significantly different for the bulk of the outer layer, at a boundary layer very close to the wall, the temperatures are essentially the same. As a result, for the range of temperatures involved, the entry temperatures do not affect the die wall temperatures notably. Again, this fact is reflected in the same interface location obtained for all three cases.

A summary of the overall pressure drops is included in Table 6.3. As can be seen, the pressure drops are only affected when the entry temperature of the outer layer is changed. A drop of 20°C for the outer layer changes the outer and inner layer pressure drops by 22% and 4%, respectively.

6.5 Concluding Remarks

The isothermal analysis of PS and HDPE melts in modified Du Pont’s die (Design A) has been carried out by LAT. It has been shown that the
Figure 6.28: Radial Temperature Distribution at Modified Du Pont's (Design B) Die Exit \((z = 0)\). Assuming Different Entry Melt Temperatures \((V_w = 1000 \text{ cm/s}, \text{Bi} = 0)\).
Table 6.3: Overall Pressure Drop vs. Entry Melt Temperature Ratio for Modified Du Pont's Die (Design B) (PS/HDPE, \( V_w = 1000 \text{ cm/s} \), \( Bi = 0 \)).

<table>
<thead>
<tr>
<th>( \frac{(T_o)<em>{in}}{(T_o)</em>{out}} )</th>
<th>( \Delta P \ (\text{MPa}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inner Layer</td>
</tr>
<tr>
<td></td>
<td>(HDPE)</td>
</tr>
<tr>
<td>220/220</td>
<td>27.00</td>
</tr>
<tr>
<td>220/200</td>
<td>27.00</td>
</tr>
<tr>
<td>200/220</td>
<td>28.00</td>
</tr>
</tbody>
</table>

Flowrate ratios do not significantly affect the various field variables of the outer layer. As a result, the recirculation present in this die cannot be successfully eliminated for the practical range of flowrates involved. On the other hand, the pressure and stress distributions in the annular region for the inner layer are significantly affected. The pressure distribution shows impractical operating conditions at certain flowrate ratios. FEM analysis on Newtonian fluids has shown that viscosity ratios can be used as a criterion to reduce the recirculation present in this die. However, elimination of the recirculation is not possible for the practical range of viscosity ratios. These analyses show that the manipulation of flowrate and viscosity ratios as a
means of eliminating recirculation is not very practical and, therefore, a new die design would have to be considered.

The nonisothermal analysis of Basu's die shows that the interface location is higher than would be from his analysis due to a rearrangement of the flow field right at the exit. In addition, the temperatures obtained are higher than his results, which is believed to be the main reason for a lower pressure drop. The difference in temperatures indicates that the radial convection term \( v \cdot \partial T / \partial r \) should be included in the nonisothermal analysis, even when only straight channels are involved.

The nonisothermal analysis of modified Du Pont's die (Design B) indicates that the shape of the interface can be controlled by appropriate design of the location of the torpedo. In addition, streamlined flows can be obtained by modifying the overall die design to constrain the flow. The isothermal boundary condition yields pressure drops which are higher than the ones obtained from assuming adiabatic conditions due to a lower temperature reached in the neighborhood of the die wall. The temperature, and thus the pressure drop, was found to be a strong function of the wire speed. In addition, the interface location moves closer to the wall as the die wall temperature increases. For the range of the entry melt temperatures
considered, the die wall temperatures are not affected much. As a result, the field variables are not notably affected.
Chapter 7

Conclusions and

Recommendations

A series of polymer melt flows in extrusion dies with axisymmetric geometries have been successfully analyzed by both the Lubrication Approximation Theory (LAT) and Finite Element Method (FEM). Newtonian and shear thinning (inelastic) fluids have been considered in this study under isothermal or nonisothermal conditions with or without free surfaces/interfaces. Computer programs based on the LAT and FEM for axisymmetric flows of single or dual layers have been developed. The LAT, being a less elaborate program, requires only little data preparation and
consumes relatively little computing resources to run. The FEM, on the
other hand, requires elaborate data preparation and uses a tremendous
amount of computer resources. Despite this, the flexibility and generality
of FEM outweigh its disadvantages.

A special numerical scheme called "Streamline-Upwind/Petrov-Galerkin
Scheme" has been implemented in the FEM. Such scheme ensures the re-
liability of the solutions for highly convected flows. In addition, the more
realistic heat balance boundary conditions have also been included in the
program, and this allows the examination of various thermal boundary
conditions. Furthermore, a special "double-node" technique has been im-
plemented to handle the dual-layer flows.

Problems that have been solved include:

1. Isothermal flow through an orifice.

2. Isothermal flow through converging and diverging annular dies.

3. One-dimensional heat transfer without source term.

4. One-dimensional convective heat transfer with source term.

5. Wire coating.

The following well-known inelastic fluid models were used:

1. Newtonian model.

2. Power-law model.

3. Quadratic model.

4. Full quadratic model incorporating temperature dependence.

A temperature-dependent viscosity has been included and the coupling of the momentum and energy equations has been dealt with a numerical iterative scheme. For the nonlinear problems, the relaxation method with a relaxation factor \( \lambda \) of 1.0 and 0.5 has been employed in FEM. The nonlinearity is present in: conservation equations \( \lambda = 1.0 \), free-surfaced \( \lambda = 1.0 \) or 0.5) and interfaces \( \lambda = 0.5 \). On the other hand, the nonlinearity in LAT has been handled by a full Newton-Raphson iterative scheme.

The isothermal flow through an orifice was solved for the Newtonian model. The results for a special case, an infinite capillary, showed excellent agreement with other solutions from the literature. New results for a
variable die length showed the discrepancy between Newtonian and non-
Newtonian viscoelastic fluids.

Extrudate swell values were obtained for the isothermal flow of Newto-
nian fluids through converging and diverging annular extrusion dies. The
shapes of the free surfaces showed the dependence on the diameter ratio
and taper angle of the dies. For diverging dies a thickness contraction oc-
curs for angles greater than 30°, while the diameter swell increases rapidly.
For converging dies the design is limited to angles that do not allow contact
of the inner free surfaces. The results showed that the diameter swell is
highest for the diverging, followed by the straight and then the converging
dies.

The one-dimensional heat transfer with or without source term was
analyzed to examine the accuracy of several upwinding schemes. The re-
sults showed that only the Streamline-Upwind/Petrov-Galerkin scheme on
bilinear quadrilateral elements produced an excellent agreement with the
analytical solutions, thus, indicating the necessity to use this scheme in
highly convected flows.

Several wire-coating extrusion dies were analyzed. Two die designs used
by Du Pont Co. and a design by Endo (1976) were examined. Although
LAT gave reasonable results for isothermal flows, the actual wire-coating process proved to be highly nonisothermal. The inclusion of the radial convection term in the energy conservation equation was necessary. In addition, the use of the upwinding scheme was essential in order to obtain reliable solutions. The temperature field was found to be a strong function of thermal boundary conditions. Comparisons with experimental results showed that the heat balance boundary condition was a more realistic one between the extreme cases of adiabatic and isothermal walls. On the other hand, the isothermal wall boundary condition always overestimates the overall pressure drop, thus making it a proper choice for designing purposes. The flow characteristics were very much dependent on the die design. A more constrained design was found to give more streamlined flows and thus smoother stress distributions. Comparison with experimental findings suggested that a more streamlined flow is responsible for a smoother coating surface.

Wire-coating coextrusion dies for two-layer flows were also examined. Several die designs were analyzed, one given by Basu (1981) and also modifications of Du Pont's die to account for the presence of two fluids. The isothermal analysis of the modified Du Pont's die (Design A) using LAT
and FEM showed that recirculation existed and could not be practically
suppressed by means of changing flowrate and viscosity ratios. However,
it was apparent that the amount of fluid recirculating decreased as the
flowrate or viscosity ratios was increased. Again, the analysis of Basu’s
die showed that the inclusion of the upwinding scheme in solving the equa-
tions was necessary. To meet successfully certain operating conditions and
criteria, the modified Du Pont’s die was redesigned (Design B) to give a
flat interfacial configuration and smooth die shear stress. The die thus
designed successfully met the criterion of a streamlined flow for all oper-
ating conditions under investigation. The analysis then showed that die
wall temperatures increased as the wire speed was increased. This effect
was more pronounced in the case of adiabatic conditions than isothermal
wall conditions. In addition, the die wall temperature brought the inter-
faces closer to the die as it increased with wire speed. However, the major
factor in determining the location of the interfaces has been the flowrate
ratio which is a function of the entry melt temperature and the operating
requirements. For the range of entry melt temperatures considered, the
overall results did not vary much except for the temperature field. The ex-
amination of different temperatures indicated that the field variables were
mainly affected by the flow behaviour of the outer layer.

The numerical simulation has proven to be a powerful tool in understanding the complex polymer flows through extrusion dies. Such understanding can lead to effective design of various dies, as shown in the case of wire coating. For an even better modelling of such flows, however, further considerations will have to be undertaken. Some recommendations for further work in the field include:

A. From the numerical point of view:

A1. Using in the FEM the False Position or the Newton-Raphson iterative scheme rather than the Picard successive substitution so that faster convergence can be achieved for non-linear problems, as it was done with the LAT.

A2. Modifying the finite element formulation from u-w-p into u-w-p-T-h, thus solving simultaneously for temperatures T and the location of free surfaces/interfaces h along with the velocities u and w and pressure p. This will enable faster and easier processing of the program as well as handling of cases with complex free surfaces/interfaces.
A3. Extending the present studies to planar geometries, such as sheet and film extrusion, coating coextrusion, etc.

A4. Developing a scheme to accommodate viscoelastic constitutive equations on top of the purely viscous (inelastic) ones used in this work; such a scheme should be capable of keeping track of the strain history present in the viscoelastic integral constitutive equations.

B. From the rheological point of view:

B1. Including viscoelastic properties of polymer melts, such as normal stresses and elongational viscosity along with the shear viscosity. In this case, an appropriate viscoelastic constitutive equation would have to be implemented.

B2. Considering such complications as melt compressibility at high pressures and slip at the die wall at high shear rates.

B3. Performing studies on a variety of polymer melts used in coextrusion of multi-layered products.

There is also the need for more reliable data on shear viscosity, elongational viscosity and normal stresses for a wide range of shear rates to
better characterize the polymer melts. In addition, more experimental data on various extrusion processes are required to compare with results from numerical simulations, especially in the field of coextrusion.
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APPENDIX A

Streamline-Upwind/Petrov-Galerkin Scheme

This appendix presents in detail the formulation of the Streamline-Upwind/Petrov-Galerkin (SU/PG) scheme for two-dimensional bilinear isoparametric Lagrangian quadrilaterals.

The SU/PG scheme involves changing the weighting functions \( W_i = N_i \) for the convection and the heat of dissipation terms in Equation 3.42 to other appropriate weighting functions \( W_i \neq N_i \) that take into account the streamlined flow and achieve the suppression of oscillations in the temperature solution.

Referring to Figure A.1, the weighting function is evaluated at the Gaussian integration points (A, B, C and D). At each Gaussian point, the new weighting function \( W_i \) is given by (Hughes and Brooks, 1979):

\[
W_i = N_i + \hat{k} \frac{\hat{v}_r}{|\hat{v}|} \frac{\partial N_i}{\partial r} + \hat{k} \frac{\hat{v}_z}{|\hat{v}|} \frac{\partial N_i}{\partial z} \tag{A.1}
\]

where

\[
\hat{v}_r = \frac{v_r}{|\hat{v}|}, \quad \hat{v}_z = \frac{v_z}{|\hat{v}|} \tag{A.2}
\]

\[
|\hat{v}|^2 = v_r^2 + v_z^2 \tag{A.3}
\]
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Figure A.1: Typical Four-Node Quadrilateral Finite Element Geometry.
\[ \tilde{k} = \left( \tilde{\eta}u_\eta h_\eta + \tilde{\xi}u_\xi h_\xi \right) / 2 \]  
(A.4)

\[ \tilde{\xi} = \coth \alpha_\xi - \frac{1}{\alpha_\xi} \quad , \quad \tilde{\eta} = \coth \alpha_\eta - \frac{1}{\alpha_\eta} \]  
(A.5)

\[ \alpha_\xi = \frac{u_\xi h_\xi}{(2k)} \quad , \quad \alpha_\eta = \frac{u_\eta h_\eta}{(2k)} \]  
(A.6)

\[ u_\xi = \bar{\xi} \cdot \bar{v} \quad , \quad u_\eta = \bar{\eta} \cdot \bar{v} \]  
(A.7)

where the unit vectors, \( \bar{\xi} \) and \( \bar{\eta} \), and element lengths \( h_\xi \) and \( h_\eta \), are defined as shown in Figure A.1; \( \tilde{k} \) is a scalar artificial diffusivity; \( \bar{v}_r, \bar{v}_z \) and \( |\bar{v}| \) are as defined above; \( k \) is the thermal conductivity of the fluid. The interpolation functions \( N_i \) are as defined in Equation 3.45, and their derivatives are obtained by using Equation 3.46.
APPENDIX B

Derivation of Heat-Balance Boundary Conditions

This appendix presents the derivation of heat-balance boundary conditions at the die wall and at the wire surface.

B.1 Die Wall

Figure B.1 shows a schematic diagram of a tapered channel. If the channel is considered locally straight, the tapered solid boundary can be represented by a series of discontinuous straight sections as shown by the dotted lines. If the inner and outer wall temperatures are held constant at $T$ and $T_s$, respectively, it may be assumed that the heat flows only in the radial direction and Fourier's law of heat conduction applies (Holman, 1981):

$$\dot{q} = -k_w A \frac{dT}{dr} = -2\pi k_w \Delta z \frac{dT}{dr}$$  \hspace{1cm} (B.1)
Figure B.1: Schematic Diagram of a Tapered Channel.
with the boundary conditions:

\[ T = T \quad \text{at} \quad r = r_o \quad \text{(B.2)} \]

\[ T = T_s \quad \text{at} \quad r = r_o + s \]

where \( \dot{q} \) is the constant rate of heat flowing through the cylinder, \( k_w \) is the thermal conductivity of the wall, \( A \) is the surface area that the heat flows through, \( \Delta z \) is the length of the cylinder, \( s \) is the thickness of the cylinder, and \( r_o \) is the inner radius of the cylinder. Rearranging Equation B.1 yields:

\[ \frac{1}{2\pi k_w \Delta z} \frac{dr}{r} = \frac{dT}{\dot{q}} \quad \text{(B.3)} \]

Integrating Equation B.3 subjected to boundary conditions yields:

\[ \frac{1}{2\pi k_w \Delta z} \ln \left( \frac{r_o + s}{r_o} \right) = \frac{1}{\dot{q}} (T - T_s) \quad \text{(B.4)} \]

where \( k_w \) is assumed constant. Rearranging Equation B.4 yields:

\[ \dot{q} = \frac{2\pi k_w \Delta z}{\ln(1 + s/r_o)} (T - T_s) \quad \text{(B.5)} \]

The heat flux at the inner wall can be obtained by dividing Equation B.5 by \( A = 2\pi r_o \Delta z \). As a result, the heat flux at the inner wall is:

\[ \bar{q} = \frac{k_w}{r_o \ln(1 + s/r_o)} (T - T_s) \quad \text{(B.6)} \]

For inner wall temperature which is not constant, \( T|_z \neq T|_{z+\Delta z} \neq T \), Equation B.6 is not applicable. However, if \( \Delta z \) is small enough such that
\[ T|_z \approx T|_{z+\Delta z} \approx T, \]  
Equation B.6 can be used as an approximation for the heat flux at the die wall.

### B.2 Wire

Figure B.2 shows a schematic diagram of a moving annulus (wire) surrounded by a polymer melt. The time required for heat conduction in the metal is very much smaller than the time required for heat conduction in the polymer melt, as evidenced by the following ratio (Winter, 1977, 1978):

\[
\frac{R_w^2}{k_w/\rho_w C_{pw}} \left/ \frac{h^2}{k/\rho C_p} \right. \ll 1 \tag{B.7}
\]

As a result, the temperature of the wire is practically uniform in each cross-section. The transport properties with and without the subscript \(w\) are for the wire and melt, respectively; \(R_w\) is the wire radius; \(h\) is defined in Figure B.2. In addition, the Peclet number for the wire is:

\[
P_e = \frac{\rho_w C_{pw} V_w R_w}{k_w} \gg 1 \tag{B.8}
\]

where \(V_w\) is the wire speed. Therefore, the only component which is significant in the energy equation (2.20) is the axial convection component. The
Figure B.2: Schematic Diagram of a Moving Annulus (Wire).
heat balance on the shell indicated in Figure B.2 gives:

\[
\text{heat rate in} = \text{heat rate out} \quad (B.9)
\]

or

\[
q_r \cdot \text{(surface area)} = (q_{|z+\Delta z} - q_{|z}) \cdot \text{(cross sectional area)} \quad (B.10)
\]

or

\[
q_r \cdot 2\pi R_w \Delta z = \pi R_w^2 \left( \rho_w C_{pw} V_w T_{|z+\Delta z} - \rho_w C_{pw} V_w T_{|z} \right) \quad (B.11)
\]

Rearranging Equation B.11 and assuming constant \( \rho_w \) and \( C_{pw} \) gives:

\[
q_r = \frac{R_w}{2} (\rho_w C_{pw}) V_w \left( \frac{T_{|z+\Delta z} - T_{|z}}{\Delta z} \right) \quad (B.12)
\]

Taking the limit as \( \Delta z \to 0 \) gives:

\[
q_r = \frac{R_w}{2} (\rho_w C_{pw}) V_w \frac{dT}{dz} \quad (B.13)
\]

which is the final heat balance equation at the wire surface.
APPENDIX C

Calculations of Dimensionless Groups

This appendix shows the detailed calculations of $Re$, $Pe$, $Na$ and $G\delta$ numbers for Endo's (Section 5.4.1) and Basu's (Section 6.4.1) dies. The determination of a reference viscosity is essential in order to calculate these quantities. The viscosity is related to the temperature through some exponential relationship. The shifting factor $\beta$ for such a relationship can be a function of temperature (Endo) or a constant (Basu). The shifting of viscosity curves is achieved at constant stress, i.e.

$$\eta_2 = \eta_1 \exp[-\beta(T_2 - T_1)]$$  \hspace{1cm} (C.1)

as illustrated in Figure C.1

C.1 Endo's Die

In order to calculate the dimensionless groups, a characteristic velocity, length and temperature have to be chosen. These are (referring to data provided in Section 5.4.1):

$$V = V_w = 2032 \text{ cm/s}$$  \hspace{1cm} (C.2)
Figure C.1: Schematic Diagram Showing the Shifting of Viscosity Curves for Different Temperatures at Constant Shear Stress.
\[ H = R_w = 0.0322 \text{ cm} \quad (C.3) \]

\[ T = T_m = 227^\circ C = 500 \text{ K} \quad (C.4) \]

where \( V_w \) is the wire speed, \( R_w \) is the wire radius and \( T_m \) is the entry melt temperature. Following that, a few additional characteristic variables are calculated at \( T_m \):

\[ \beta = \frac{E_r}{RT_oT_m} = \frac{48,900}{(8.310)(479)(500)} = 0.02457 \text{ K}^{-1} \quad (C.5) \]

\[ \dot{\gamma} = \frac{V_w}{R_w} = \frac{2032}{0.0322} = 63,100 \text{ s}^{-1} \quad (C.6) \]

\[ \tilde{\eta} = m|_{T_m} \dot{\gamma}^{n-1} = m|_{T_o} \exp \left[ \frac{E_r}{RT_oT_m} (T_o - T_m) \right] \dot{\gamma}^{n-1} \]

\[ = (0.01009) \exp[0.02457(479 - 500)](63,100)^{0.333-1} \]

\[ = 3.786 \times 10^{-6} \text{ MPa} \cdot \text{s} = 37.86 \text{ poise} \quad (C.7) \]

where \( T_o \) is the reference temperature for the viscosity, \( m \) is the consistency index, \( \beta \) is the temperature shift factor, \( \dot{\gamma} \) is the characteristic shear rate, and \( \tilde{\eta} \) is the characteristic shear viscosity. The additional transport properties required are calculated at \( T_m \):

\[ \rho = (1.143 + 0.00039 \times 227)^{-1} = 0.7435 \text{ g/cm}^3 \quad (C.8) \]

\[ C_p = 2.827 \frac{\text{J}}{\text{g} \cdot ^\circ \text{C}} \quad (C.9) \]

\[ k = 0.00329 \frac{\text{J}}{\text{cm} \cdot \text{s} \cdot ^\circ \text{C}} \quad (C.10) \]
Finally, the dimensionless groups can be evaluated as (referring to Section 2.5 for definitions):

\[ P_{e} = \frac{\rho C_{p} V_{w} R_{w}}{k} = 41,800 \]  \hspace{1cm} (C.11)

\[ N_{a} = \frac{\beta \bar{\eta} V_{w}^{2}}{k} 0.00329 = 117 \]  \hspace{1cm} (C.12)

\[ R_{e} = \frac{\rho V_{w} R_{w}}{\bar{\eta}} = 1.3 \]  \hspace{1cm} (C.13)

\[ G_{z} = P_{e} \cdot \frac{R_{w}}{L} = 1,050 \]  \hspace{1cm} (C.14)

where \( L \) is the axial length of the die.

C.2 Basu's Die

Two polymers are involved in Basu's die: PS (polymer A) and HDPE (polymer B). The following data are available (referring to Section 6.4.1):

\[ V_{w} = 1000 \text{ cm/s} \]  \hspace{1cm} (C.15)

\[ T_{m} = 170 \text{ °C} \]  \hspace{1cm} (C.16)

\[ h_{A} = 0.056 \text{ cm} \]  \hspace{1cm} (C.17)

\[ \beta_{A} = 0.03 \text{ K}^{-1} \]  \hspace{1cm} (C.18)

\[ h_{B} = 0.013 \text{ cm} \]  \hspace{1cm} (C.19)

\[ \beta_{B} = 0.01266 \text{ K}^{-1} \]  \hspace{1cm} (C.20)
Letting the characteristic velocity be the wire speed $V_w$, characteristic temperature be the entry melt temperature $T_m$, and characteristic length be the corresponding thickness of each layer in the coated wire $h$, the characteristic shear rates can be calculated as:

$$\tau_A = \frac{V_w}{h_A} = 17,860 \text{ s}^{-1} \quad (C.21)$$

$$\tau_B = \frac{V_w}{h_B} = 76,920 \text{ s}^{-1} \quad (C.22)$$

To obtain the characteristic viscosity $\bar{\eta}$ at $T_m$, $\bar{\gamma}$ must first be evaluated at $T_m$ as follows:

$$\bar{\gamma}|_{T_m} = \bar{\gamma} \exp[-\beta(T_m - T_o)] \quad (C.23)$$

where $T_o$ is the reference temperature for the viscosity. The $\bar{\eta}$ can thus be obtained by finding the root of the quadratic viscosity function as:

$$a(\log \tau)^2 + b(\log \tau) + c = 0 \quad (C.24)$$

or

$$\log \tau = \frac{-b + \sqrt{b^2 - 4ac}}{2a} \quad (C.25)$$

and

$$\bar{\eta} = \frac{\tau}{\bar{\gamma}} \quad (C.26)$$
and the results are:

\[
\tilde{\gamma}_A |_{T_m} = 17,860 \exp[-0.03(170 - 220)] = 80,000 \text{ s}^{-1} \quad \text{(C.27)}
\]

\[
\tilde{\gamma}_B |_{T_m} = 76,920 \exp[-0.01266(170 - 220)] = 144,000 \text{ s}^{-1} \quad \text{(C.28)}
\]

and:

\[
\log \tau_A = f(\tilde{\gamma}_A |_{T_m}) = 6.566 
\]

\[
\log \tau_B = f(\tilde{\gamma}_B |_{T_m}) = 7.104 
\]

As a result,

\[
\bar{\eta}_A = \frac{\tau_A}{\tilde{\gamma}_A} = 206 \text{ poise} = 2.06 \times 10^{-5} \text{ MPa} \cdot \text{s} \quad \text{(C.31)}
\]

\[
\bar{\eta}_B = \frac{\tau_B}{\tilde{\gamma}_B} = 165 \text{ poise} = 1.65 \times 10^{-5} \text{ MPa} \cdot \text{s} \quad \text{(C.32)}
\]

the additional transport properties required are calculated at \(T_m\):

\[
\rho_A = 0.9902 \quad \rho_B = 0.5237 \quad \text{g/cm}^3 
\]

\[
(C_p)_A = 2.112 \quad (C_p)_B = 3.5 \quad \text{J/g} \cdot \text{o C} 
\]

\[
k_A = 0.00128 \quad k_B = 0.005 \quad \text{J/cm} \cdot \text{s} \cdot \text{o C} 
\]
Finally, the dimensionless groups can be evaluated as (referring to Section 2.5 for definitions):

\[ P\varepsilon_A = 91,500, \ P\varepsilon_B = 7,500 \]
\[ N\alpha_A = 483, \ N\alpha_B = 41.8 \quad (C.34) \]
\[ Re_A = 0.269, \ Re_B = 0.0649 \]
\[ G\varepsilon_A = 2.110, \ G\varepsilon_B = 40.1 \]
APPENDIX D

Evaluation of Heat Transfer Coefficient

This appendix presents the evaluation of heat transfer coefficient $h_T$ based on Acierno et al.'s experimental results (1971).

Acierno et al. (1971) reported a Nusselt number ($Nu$) of

$$Nu = \frac{h_TR_e}{k_{air}} = 0.72$$  \hspace{1cm} (D.1)

based on an integral boundary-layer analysis of forced convection of an LDPE melt extruded into the air. Assuming that the temperature on the wire surface is held constant at 350°C (average maximum temperature at the exit of Du Pont's die for $V_u = 2000 \text{ cm/s}$ in Figure 5.24) and the ambient temperature is at 20°C, an arithmetic average film temperature (Holman, 1981) can be calculated as:

$$T_f = 185°C$$  \hspace{1cm} (D.2)

or 468 K. Evaluating $k_{air}$ at this temperature via linear interpolation yields (Holman, 1981):

$$k_{air} = 0.000376 \text{ J/cm s°C}$$  \hspace{1cm} (D.3)
Knowing that the final coated wire radius is $R_c = 1.8R_w (= 1.8 \times 0.032 \text{ cm})$

allows the heat transfer coefficient $h_T$ to be calculated:

\[ h_T = 0.0047 \text{ J/cm}^2 \text{s}^\circ \text{C} \]  \\

(D.4)