Trajectory Data Mining in the Design of Intelligent Vehicular Networks

by

Roniel Soares de Sousa

Thesis submitted
In partial fulfillment of the requirements
For the Ph.D. degree in
Computer Science

School of Information Technology and Engineering
Faculty of Engineering
University of Ottawa

© Roniel Soares de Sousa, Ottawa, Canada, 2022
Abstract

Vehicular networks are a promising technology to help solve complex problems of modern society, such as urban mobility. However, the vehicular environment has some characteristics that pose challenges for wireless communication in vehicular networks not usually found in traditional networks. Therefore, the scientific community is yet investigating alternative techniques to improve data delivery in vehicular networks. In this context, the recent and increasing availability of trajectory data offers us valuable information in many research areas. These data comprise the so-called “big trajectory data” and represent a new opportunity for improving vehicular networks. However, there is a lack of specific data mining techniques to extract the hidden knowledge from these data.

This thesis explores vehicle trajectory data mining to design intelligent vehicular networks. In the first part of this thesis, we deal with errors intrinsic to vehicle trajectory data that hinder their applicability. We propose a trajectory reconstruction framework composed of several preprocessing techniques to convert flawed GPS-based data to road-network constrained trajectories. This new data representation reduces trajectory uncertainty and removes problems such as noise and outliers compared to raw GPS trajectories. After that, we develop a novel and scalable cluster-based trajectory prediction framework that uses enhanced big trajectory data. Besides the prediction framework, we propose a new hierarchical agglomerative clustering algorithm for road-network constrained trajectories that automatically detects the most appropriate number of clusters. The proposed clustering algorithm is one of the components that allow the prediction framework to process large-scale datasets.

The second part of this thesis applies the enhanced trajectory representation and the prediction framework to improve the vehicular network. We propose the VDDTP algorithm, a novel vehicle-assisted data delivery algorithm based on trajectory prediction. VDDTP creates an extended trajectory model and uses predicted road-network constrained trajectories to calculate packet delivery probabilities. Then, it applies the predicted trajectories and some proposed heuristics in a data forwarding strategy, aiming to improve the vehicular network’s global metrics (i.e., delivery ratio, communication overhead, and delivery delay). In this part, we also propose the DisTraC protocol to demonstrate the applicability of vehicular networks to detect traffic congestion and improve urban mobility. DisTraC uses V2V communication to measure road congestion levels cooperatively and reroute vehicles to reduce travel time.

We evaluate the proposed solutions through extensive experiments and simulations. For that, we prepare a new large-scale and real-world dataset based on the city of Rio
de Janeiro, Brazil. We also use other real-world datasets publicly available. The results demonstrate the potential of the proposed data mining techniques (i.e., trajectory reconstruction and prediction frameworks) and vehicular networks algorithms.
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Chapter 1

Introduction

The changes in the movement aspects of society and the growth of population concentration in large cities bring many challenges for modern civilization, such as urban mobility. According to INRIX, Inc., traffic jams caused a waste of $87 billion in the United States in 2018 [90]. Besides that, the Centre for Economics and Business Research reported that the economy-wide costs across four advanced economies are forecast to rise 46% from 2013 to 2030. Therefore, there is a growing need to develop smart transportation solutions to move people, goods, and animals efficiently.

A notable alternative to improve urban mobility and other aspects of modern society is the development of new technologies and transportation modes, leading to an Intelligent Transportation System (ITS). ITSs use technologies such as inductive loops, Global Positioning System (GPS), and wireless communication to provide better (intelligent) solutions to a city’s transportation. In this context, wireless communication in the vehicular environment, which comprises vehicular networks, is prominent in the scientific community.

Vehicular networks, also known as VANETs (Vehicular Ad Hoc Networks), are wireless communication systems that allow the exchange of data between vehicles (V2V communication - Vehicle-to-Vehicle) and between vehicles and infrastructures located along the roadsides (V2I communication - Vehicle-to-Infrastructure). Two vehicles can exchange data when they are within communication range of each other, typically around 300 meters. However, the vehicular environment has some characteristics that present challenges for communication in VANETs, such as the following.

• The communication links frequently change because of the constant movement of vehicles (i.e., vehicular networks present a highly dynamic topology).
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• Regions with traffic congestion can concentrate many vehicles within the same communication range, which results in a dense network that can lead to the broadcast storm problem. The broadcast storm problem causes different issues, such as redundancy, contention, and collision, associated with flooding in wireless networks that hinder communication [195].

• Regions with few vehicles result in sparse networks [213], which make communication difficult since vehicles in different regions can be isolated, preventing communication among them [141].

• Proposals for vehicular networks should have a low communication overhead to not adversely impact the applications that are sensitive to the transmission delay (e.g., traffic safety applications) [48].

1.1 Motivation

The challenges that harm communication using vehicular networks are not entirely solved, and a promising approach is to extract mobility knowledge from the increasingly available trajectory data to improve vehicle-assisted data delivery. The so-called “big trajectory data” offer us crucial information to understand movement patterns and plays a pivotal role in research fields such as urban planning, traffic analysis, location-based social networks, vehicular networks, and other data mining-based applications. For instance, we can learn from historical trajectory data to predict mobility and traffic congestion. Besides that, we can use the acquired knowledge to improve the networks’ performance and, consequently, disseminate traffic congestion data and reduce vehicle travel time. However, problems such as noises, outliers, and gaps present in most trajectory datasets and the increasing volume of trajectory data demand the development of new preprocessing algorithms and analysis techniques to apply the data in the applications mentioned above efficiently.

In this thesis, we study vehicle trajectory data mining as a tool to design Intelligent Vehicular Networks. In particular, we first investigate how we can preprocess trajectories to enhance data quality, effectively improving the applicability of this data in vehicular networks. Then, we study trajectory prediction based on enhanced big trajectory data. Finally, we design vehicle-assisted data delivery techniques based on trajectory prediction. In addition, we demonstrate how vehicular networks can be applied to estimate and reduce traffic congestion.


1.2 Objectives

The main objective of this thesis is to investigate data mining techniques to extract mobility knowledge from vehicle trajectory data and improve the efficiency and effectiveness of vehicular networks. We divide our specific objectives into two parts, the first focusing on trajectory data mining and the second on vehicular networks.

First, we aim at investigating techniques based on trajectory data for predicting mobility, travel time, and other information that can be applied to improve data delivery in vehicular networks. For that, we plan to design methods to reconstruct vehicle trajectories (road-network constrained trajectories) from GPS-based data, as most GPS-based trajectory data are unreliable. Thus, we define our specific objectives from the perspective of trajectory data mining as follows:

- Our first objective is to create a framework to reconstruct road-network constrained trajectories from unreliable GPS-based datasets. This objective is essential as most analysis techniques benefit from a better trajectory representation.

- We investigate how we can effectively and efficiently predict long-term trajectories from historical datasets. In other words, we intend to develop a method that predicts the next road segments that a vehicle will travel based on its current partial trajectory and historical trajectory datasets.

In the second part, our objective is to use the knowledge extracted from big trajectory data to improve the vehicular networks’ global metrics (i.e., delivery ratio, communication overhead, and delivery delay). We intend to apply the developed data mining techniques (e.g., trajectory prediction algorithm) to design new data forwarding algorithms.

1.3 Contributions

We list the main contributions of this thesis in the following.

- **The Rio Center Dataset.** One of the challenges in evaluating vehicular network applications and the related data mining techniques is the lack of vehicle trajectory datasets. Therefore, we present a novel real-world, large-scale vehicle trajectory dataset based on the city of Rio de Janeiro, called Rio Center Dataset. We prepare different versions of the dataset to evaluate data mining techniques (e.g., trajectory reconstruction and prediction) and vehicular networks applications.
• **Trajectory Reconstruction Framework.** This contribution consists in proposing an efficient framework to reconstruct vehicle trajectories from large-scale GPS datasets. The framework is composed of several preprocessing techniques to allow the reconstruction of the entire real trajectory.

• **Trajectory Prediction Framework.** This contribution proposes a new cluster-based framework for the long-term prediction of road-network constrained trajectories. The framework trains prediction models from clustered historical trajectory datasets. Besides that, we present a new hierarchical agglomerative clustering algorithm for this task, which automatically detects the most appropriate number of clusters.

• **DisTraC protocol.** This contribution consists of the Distributed and low-overhead protocol for Traffic Congestion control (DisTraC protocol), which aims at measuring road congestion levels and reducing the average travel time of vehicles by employing V2V communication. The protocol is independent of external infrastructures such as roadside units or cellular network towers as it uses only V2V communication.

• **VDDTP algorithm.** This contribution employs the trajectory reconstruction and prediction frameworks to create the VDDTP algorithm, a novel vehicle-assisted data delivery algorithm based on trajectory prediction. VDDTP demonstrates the application of different data mining techniques to improve data delivery in vehicular networks. First, it creates an extended trajectory model and uses predicted road-network constrained trajectories to calculate packet delivery probabilities. Then, the algorithm employs a data forwarding strategy to improve the delivery ratio and reduce communication overhead and delivery delay.

### 1.4 Thesis Outline

This thesis is organized as follows. Chapter 2 introduces some definitions and reference models used throughout this thesis. Chapter 3 surveys and classifies the main vehicle trajectory similarity measures, which is a fundamental task of trajectory analysis. Chapter 4 presents the Rio Center Dataset. Chapter 5 proposes the framework to reconstruct vehicle trajectories from GPS datasets. Chapter 6 presents the new cluster-based framework for the long-term prediction of road-network constrained trajectories. Chapter 7
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deals with the problem of applying vehicular networks to detect and reduce traffic congestion and presents the DisTraC protocol. Chapter 8 presents the VDDTP algorithm, which employs the trajectory reconstruction and prediction frameworks to improve data delivery in vehicular networks. Finally, Chapter 9 summarizes the contributions of this thesis and presents future research directions.
Chapter 2

Preliminaries, Definitions, and Reference Models

This Chapter introduces some definitions and reference models used throughout this thesis. We organize the Chapter as follows. Section 2.1 presents some basic definitions to introduce the graph-based road-network model and trajectory representations necessary for elaborating the problems addressed in this thesis. Section 2.2 discusses the trajectory representations, their advantages, disadvantages, and applicability in more detail. Finally, Section 2.3 concludes this Chapter.

2.1 Road Network and Vehicle Trajectory Models

Definition 1. (Road Network) A road network is a single directed graph \( \mathcal{N} = (\mathcal{V}, \mathcal{E}) \), where the set of arcs \( \mathcal{E} \) represents the roads (for simplicity, we use the term road as a synonymous of road segment), and the set of nodes \( \mathcal{V} \) represents the road intersections. Each arc \( e \in \mathcal{E} \) connects a start node \( e.\text{from} \in \mathcal{V} \) to an end node \( e.\text{to} \in \mathcal{V} \), and each node \( v \in \mathcal{V} \) is endowed with its coordinates \( v.\text{lng} \) and \( v.\text{lat} \) (i.e., longitude and latitude), representing its position on Earth. Besides that, the road network graph can have additional information, such as the maximum allowed speed and number of lanes in a road. Finally, each arc \( e \in \mathcal{E} \) stores a \text{linestring} (i.e., an ordered set of coordinates) representing its shape, where the first and last coordinates are equal to the positions of \( e.\text{from} \) and \( e.\text{to} \), respectively.

Definition 2. (GPS-based Trajectory) A GPS trajectory (also called raw trajectory), denoted by \( \mathbf{T}_{\text{gps}} = (\rho_1, \rho_2, \ldots, \rho_n) \), is a series of sampling points ordered
by timestamps with $\rho_i = (\rho_i.lng, \rho_i.lat, \rho_i.t)$, where $\rho_i.lng$, $\rho_i.lat$, and $\rho_i.t$ represent the longitude, latitude, and timestamp of the sampling point, respectively. A GPS-based trajectory may have other attributes associated with each point, such as the vehicle’s speed $\rho_i spd$ and direction $\rho_i.dir$.

**Definition 3. (Road-Network Constrained Trajectory)** A road-network constrained trajectory $T = (t_1, t_2, \ldots, t_n)$ is an ordered set of connected roads $t_i \in E$ that represent the path traveled by a vehicle. That is, $\forall t_i \in (t_1, \ldots, t_{n-1})$, $t_i.to$ must be equal to $t_{i+1}.from$. Besides, $t_1.from$ and $t_n.to$ represent the vehicle’s initial and final positions, respectively.

### 2.2 Trajectory Representations

A trajectory is a trace generated by the movement of some entity (e.g., person or vehicle) over a specific time window. Although the movement is continuous, traces are usually represented by a sample of the object’s real movement due to limitations of location positioning devices [191], so it is not always possible to have a trajectory representation that fully captures the movement of the object. In the context of vehicles, the most common representations of trajectories are *GPS-based trajectories* and *Road-network constrained trajectories*. Data representation formats are closely related to distance measures and thus are intended to support a particular set of data mining tasks, such as similarity-based search. Furthermore, accurate representations of vehicle trajectories are essential for experiments of vehicular networks.

#### 2.2.1 GPS-Based Trajectories

A GPS-based trajectory, also called a raw trajectory, is a trajectory representation directly obtained from the logs generated by GPS-equipped devices. As defined in Section 2.1, a GPS-based trajectory is an ordered set of sampling points, where each point contains a set of attributes, such as the timestamp and vehicle’s coordinates.

A problem of raw trajectories is the trajectory uncertainty, which occurs because positioning-devices record data at discrete time intervals and, therefore, we do not know the real movement of a vehicle between a trajectory point and the following one. For example, when a vehicle is moving at 60 kilometers per hour (1 km/min) and reporting its location every 30 seconds, there is a movement gap of 500 meters, which means that the actual position of the vehicle is unknown for most of this time interval. Most
trajectory datasets contain such gaps, since location-acquisition devices usually record the positions with a sampling interval of at least 30 seconds to reduce communication loads and storage costs [30, 19]. On the one hand, some applications need to increase even more the uncertainty of a trajectory to protect the user’s privacy. On the other hand, the uncertainty in trajectories hinders various data mining tasks, such as calculating the distance between them. Figure 2.1 illustrates two different trajectories (blue: A1-A2-A3, and red: B1-B2-B3) that look similar if we take into consideration only the points of their GPS-based representations. This misreading happens because of the gaps generated by a low-sampling rate. Thus, many studies attempt to address the uncertainty of trajectories by reducing or removing the gaps, modeling the uncertainty of trajectories, or inferring the actual path of the trajectory. We discuss some of these methods below.

Figure 2.1: Two different GPS-based trajectories that look similar because of the gaps in the data.

**Filling the Gaps**

Interpolation is the most straightforward idea to remove the gaps in vehicular trajectories. For instance, assuming that the vehicle moves straight from a sample to another, we can apply linear interpolation [185] to represent the unknown movement. However, in most situations, this technique is ineffective because it is common for vehicles to follow
curved paths. A better option is to use the road network to find the shortest path between consecutive points and thereby improve the interpolation [120]. Other advanced methods produce more accurate results by using historical trajectory data from the same dataset of the analyzed trajectory [30, 19, 176]. Su et al. [176] and Celes et al. [30] proposed an approach composed of a reference system and a calibration method. They use anchor points from historical GPS datasets to construct the reference system, and then the calibration method finds trajectory data in the reference system to fill the gaps. Bedogni et al. [19] proposed a methodology to derive entire trajectories of individual vehicles considering sparse and inaccurate samplings. Using that approach, it is possible to reconstruct a given trajectory.

A further step would be to use the geographic constraints of the road network so as not to insert points outside of the roads. Recent approaches use probabilistic models to verify all possible sequences of modal activities (e.g., acceleration and deceleration) between the trajectory points and then reconstruct a trajectory that has one sample per second [80, 192].

Modeling the Uncertainty of Trajectories

Another approach is to model the uncertainty of trajectories and incorporate it into the trajectory representation. In the past few years, many authors studied Markov chains [60, 142, 157, 209] and other stochastic models [153, 186, 187] to represent better the uncertain positions of moving objects. Pfoser and Jensen [153] proposed a technique that first obtains the positions in-between the sampling points by using interpolation, and then, computes two measurement errors, one about each position in time, and a global worst-case error. They assume that the distribution of the measurement error of GPS points is Gaussian. Besides that, they proposed a trajectory representation that includes the movements as linearly interpolated positions and the parameters of the error distributions associated with the movements. One drawback of this approach is that it uses linear interpolation, which is not accurate to represent vehicle movement.

Trajcevski et al. [187] proposed a trajectory uncertainty model based on ideas similar to the method presented by Pfoser and Jensen [153]. However, their uncertainty model is a cylindrical volume in 3D, in contrast with the model give by Pfoser and Jensen [153], which is an ellipse where the endpoints of the segments represent its foci. However, like the trajectory model of Pfoser and Jenson [153], Trajcevski et al. [187] represent a trajectory as a three-dimensional polyline. In other words, it uses linear interpolation and therefore assumes that the movement of the entity between consecutive sample
points follows a straight line at a constant speed. Trajcevski et al. [187] described an uncertainty model based on rectangles intended for scenarios in which we know that the object has a movement restricted to a road network, but its correct lane is unknown. However, they did not examine this method in their paper.

Trajcevski et al. [186] evaluated another model for trajectory uncertainty, which uses the concepts introduced in [85]. In their model, the so-called beads bounds the possible whereabouts of a given object between the trajectory sampling points, and the necklace, which is a sequence of beads, represents the trajectory. This model has many properties equivalently to the one proposed by Pfoser and Jensen [153]. The model assumes that the only thing known about the moving object in-between two consecutive locations points is that there is a threshold that bounds its maximum speed. Trajcevski et al. [186] demonstrated through experiments that the beads/necklaces model could be used to improve queries of certain types by using pruning strategies.

Lu et al. [125] proposed to reconstruct a complete trajectory of a mobile object given its partial trajectories recorded in different transportation modes (e.g., subway, car, walk). Their solution, called trajectory splicing, must satisfy some expected requirements: disjoint time overlap of the partial trajectories (i.e., they cannot have a time overlap if they refer to the same object); spatial proximity of a sequence of partial trajectories; and a set of partial trajectories should not be contained in a larger set of trajectories. Trajectory splicing helps to build a complete trajectory when there is uncertainty about the different partial trajectories that might comprise the original one.

2.2.2 Road-network constrained trajectories

Vehicular trajectories have an essential feature that the trajectories of most of the other kinds of moving objects do not have: are physically constrained to the road network. Because of this, we can map vehicular trajectories to the roads respecting the turn restrictions, and thus represent the movement of the vehicle better. We call this type of representation a road-network constrained trajectory. When properly constructed, a road-network constrained trajectory is more concise and precise than the GPS-based trajectory (raw trajectory). Figure 2.2 illustrates a road-network constrained trajectory in comparison with a GPS-based trajectory.

Road-network constrained trajectories are generally constructed from GPS-based trajectories. However, GPS-based trajectories contain errors such as noise and outliers, as satellite-based positioning systems do not always produce accurate data. These errors
mainly happen because of poor satellite visibility in urban regions, which results in the occurrence of phenomena such as reflection and diffraction \cite{106}. Therefore, some preprocessing techniques (e.g., noise filtering and map matching) are employed to reconstruct a road-network constrained trajectory \cite{215}.

In recent years, many authors proposed road network models and, consequently, road-network constrained trajectories. For instance, we can use cubic spline interpolation to model the curved shapes of road networks \cite{12}. However, the most common representation of a road-network constrained trajectory is the more straightforward model defined in Section 2.1 which applies concepts of graph theory. From that definition, a road-network constrained trajectory $T = (t_1, t_2, \ldots, t_n)$ is an ordered set of connected roads (i.e., a path on the graph) that represents a route traveled by a vehicle. Additional data can improve this representation. For instance, the trajectory data can also include the offsets that describe the vehicle’s initial position at the first point $t_1$ and final position at the last point $t_n$, the times of the beginning and end of the trajectory, and the mean speeds of the vehicle in each road.
2.2.3 Other Trajectory Representations

Trajectories datasets are usually large, which can bring challenges to data analysis tasks when using representations like GPS-based trajectories or road-network constrained trajectories. Therefore, in the last years, some authors have proposed dimensionality reduction, hashing, and other codifications to represent trajectories better and process large scale datasets [33, 114, 154, 167].

Dimensionality Reduction

Road-network constrained trajectories have, by default, a lower dimension when compared with GPS-based trajectories. This difference is because the positions of the former are of only one dimension (i.e., the identifier of the road segment), as opposed to the 2D geospatial coordinates of raw trajectories. Instead of assigning random identifiers to the roads, one can use the Hilbert curve [83] to have a notion of space ordering of the road segments, which can facilitate queries and indexing. This is the idea behind the method proposed by Pfoser and Jensen [154] to reduce the dimensionality of trajectories. First, they sort all network edges based on the Hilbert value of the middle point of the edge. Then, they map all edges into sub-internals according to their ordering. The first edge becomes the first sub-interval, which extends a distance that corresponds to its distance in the road network. The second edge then starts where the first ends, and so on. Finally, they map the trajectories from polylines to this new movement space by identifying the edge where the vehicle was and how much of this edge the vehicle traveled. This method can reduce the size of the trajectories as well as the dead space in the indexes. However, a problem not discussed by the authors is how to map the movements of the vehicles to the road network.

Binary-Encoded Trajectories

We usually express locations in real-world road networks by using hierarchical administrative districts, such as city, road name, and road number. This perception of the hierarchy is not taken into account when we use space-filling curves to represent trajectories. Lee et al. [114] proposed a location encoding method that converts the positions into a binary string and has the notion of hierarchy. Their approach consists of three steps. The first step retrieves the address of the vehicle’s location and expresses it as a triplet (district, road, and location on the road). Then, the second step converts the tree address fields into three binary strings, and finally, the last step joins the binary
strings. They use R-tree [76] to find the closest road segments to each position and get their address, and then, the Z-order curve [156] to encode the address as binary strings. One drawback of this representation is that the trajectory data size can be large, as all positions are encoded and concatenated without any compression. Equation 2.1 illustrates a 16-bits binary-encoded location consisting of four components, each one of four bits. When using this representation, for each scenario, one needs to carefully design the size of each component of the string so as not to waste memory. For instance, all road segments should identify the same amount of locations, and thus, we need to divide the longer segments into smaller ones so that every segment has similar sizes.

\[
\text{Binary-Encoded Location} = 0100 | 0111 | 1001 | 0010
\]

(2.1)

Hash-based Trajectories

Geohash is a widely-used public domain latitude/longitude geocoding system invented by Gustavo Niemeyer [143]. In summary, a geohash is a hierarchical spatial data system that uses the z-order space-filling curve to map a point to a binary string. It works by recursively dividing the space in half by straight lines, both horizontally and vertically, until the squares bounded by the lines are small enough. The number of divisions performed defines the accuracy of the geohash. Then, one can convert the sequence of bits to an alphanumeric string by using a variant of the base 32 transfer encoding. Among other features, geohashes allow precision control, its prefixes for nearby positions are similar, and one can remove some characters from the end of the geohash to save storage space. Because of its properties, recent proposals use geohash to encode trajectory data [15, 33].

Chapuis and Garbinato [33] proposed a method called geodab that combines hashing and geohashing [143] to represent trajectories in a way that facilitates the processing of dense trajectory datasets. A geodab is constructed from a sequence of points (i.e., from a GPS-based trajectory) as follows. First, it computes a prefix and a suffix for the geodab. The prefix is the geohash of the area that contains all points of the trajectory, and its objective is to distribute different geodabs on the Z-order curve [156] taking into account the sample locations. The suffix is another hash, and it aims to reflect the ordering of the points. Finally, the hash and geohash are concatenated and encoded as a 32 bits hash. The length of the hash can change according to the application requirements. As it includes both hash and geohash, the 32-bits hash that represents the geodab can
distinguish the trajectories considering both their paths and points ordering. The authors demonstrated how geodabs and a fingerprinting algorithm, called winnowing, can index trajectory datasets. Finally, they presented a scalable method to distribute indexes of trajectories across different clusters.

Application-based Trajectories

For specific scenarios, it is better to design the trajectory representation according to the application. Tiesyte and Jensen proposed a representation that is intended, for example, to compare trajectories of collective transport. Their model assumes that the vehicle locations are pre-defined and only takes into account the temporal component of the trajectory. In other words, a trajectory is a function that receives as input a location and provides as output the time the vehicle took to reach this location. Besides that, this representation allows the construction of predictive similarity measures, that is, similarity measures that assume that past similar trajectories are also similar in the future.

Deep Representation Learning

Representation learning is a process that transforms input data to facilitate analysis tasks such as building predictors. The idea is that the new representation has additional properties and preserves most information from the original data. We call deep representation learning the techniques composed by a set of non-linear transformations.

Recently, many studies proposed the application of representation learning for trajectories. For instance, Li et al. introduced a novel deep learning-based approach for trajectory representation. Their method, called t2vec, can perform similarity computations of low-quality data accurately and efficiently. The t2vec uses historical GPS-trajectory information and deep learning techniques to infer and describe the route information of a trajectory. After processing the trajectories to learn their representations, the time complexity to calculate the similarity between them is linear. In their experiments, the t2vec framework showed to be more accurate and efficient than the similarity measures EDR, LCSS, and EDwP. Trajectory Embedding via road networks (Trembr) is another deep learning-based approach for trajectory representation. The main difference between Trembr and other related methods (e.g., t2vec) is that Trembr incorporates the underlying road network. To do this, they use
a map-matching technique to map the sample points of raw trajectories onto the road network, which then facilitates and constrains the learning process.

2.3 Chapter Remarks

In this Chapter, we introduced some basic definitions used in the remainder of this thesis. First, we defined a model to represent the road network and the two most common trajectory representations. Then, we discussed these trajectory representations and alternative representations in more detail, as it is a critical component of trajectory data mining and the evaluation of vehicular networks.
Chapter 3

Vehicle Trajectory Similarity: Models, Methods, and Applications

The increasing availability of vehicular trajectory data is at the core of smart mobility solutions. Such data offer us unprecedented information to develop trajectory data mining-based applications. An essential task of trajectory analysis is employing efficient and accurate methods to compare trajectories. This Chapter presents a systematic survey of vehicular trajectory similarity measures and provides a panorama of the research field. First, we comprehensively review methods to compare trajectories and their intrinsic properties. Then, we classify the methods according to the trajectory representation and features such as metricity, computational complexity, and robustness to noise and local time shift. Last, we discuss the applications of vehicular trajectory similarity measures and some open research problems.

3.1 Introduction

Mobility aspects of society are changing rapidly. As the cities grow and their mobility requirements change, it is necessary to use new technologies and transportation modes to move people and other loads like goods and animals in a smart way, leading to smart transportation solutions [21]. Furthermore, the development of novel Information and Communication Technologies (ICTs) is leading to a rise in the availability of mobility datasets, which are acquired using several data sources. For instance, people can record their real-world movements by carrying a mobile phone that generates spatial trajectories, logging their travel routes, and posting geotagged photos or making “check-ins” in
social networks. Vehicles equipped with location acquisition devices can also generate a massive amount of trajectory data. Currently, the Global Positioning System (GPS), Europe’s Galileo, and other Global Navigation Satellite Systems (GNSS) are the leading technologies to provide autonomous geospatial positioning [56].

Vehicle trajectory data offer us crucial information for applications in different research fields (e.g., urban planning, traffic analysis [44], location-based social networks, data mining, and vehicular networks [48]). For instance, the analysis of popular routes is useful for both route recommendations and the city’s road development planning. Furthermore, traffic monitoring systems can predict traffic congestion regions using historical data.

A fundamental task of trajectory analysis is the comparison of trajectories. Based on similarity measures, trajectories can be clustered, classified, and retrieved [128]. Currently, there are several methods to calculate the similarity (alternatively, the distance) between two or more trajectories, each one best suited for a particular scenario. For some data analysis tasks, such as clustering, choosing a proper similarity measure plays an important role [17]. Moreover, the representation of a trajectory influences the choice of the most indicated method.

A sequence of raw GPS data is the most common vehicle trajectory representation. Trajectories adopting this representation are called positioning-based trajectories. However, receivers of satellite-based positioning systems introduce errors to the recorded locations. These errors are more common in metropolitan regions due to low satellite visibility and phenomena that affect signal quality, such as strength attenuation and interference [106]. Therefore, preprocessing techniques need to be employed to reconstruct a road-network constrained trajectory [215]. For instance, map-matching is a technique to snap each trajectory sample to the road network, and filling the gaps aims at removing the uncertainty between consecutive trajectory samples. For this representation, there is another set of methods to compare the trajectories. In the remainder of this chapter, we adopt the terms GPS-based trajectory and positioning-based vehicular trajectory interchangeable.

The trajectory similarity research field has been in evidence in the last couple of years. However, most of the proposals in this area deal with the similarity of trajectories of objects of any kind (e.g., hurricanes, people, vehicles). Therefore, there is a lack of a systematic review that provides a detailed view of the field addressing the intrinsic characteristics of terrestrial vehicular trajectories, such as the geographic restriction of this type of trajectory to the physical definitions of the road network. To this end,
3.2 Literature Review

The majority of the reviews presented in the past few years on trajectory similarity focus on general GPS-based trajectories and their widely used similarity measures (i.e., ED, DTW, LCSS [190], ERP [37], and EDR [38]). They do not take into account the different set of trajectory representations and similarity measures for the case of vehicle trajectories. Besides that, these surveys do not deliberate about the applications and the suitability of the similarity measures. Table 3.1 summarizes these studies, their goals, and methods covered.

Wang et al. [191] presented an experimental study aiming at comparing popular trajectory distance functions (ED, DTW, PDTW [99], LCSS, ERP, and EDR). The focus of the study is on similarity measures for GPS-based trajectories. The purpose was to evaluate the effectiveness of the measures and demonstrate their advantages and drawbacks in different circumstances. To do this, they first created a dataset composed of two sets of trajectories. The first set is the original trajectories, while the second one, called transformed trajectories, is constructed by changing the sampling rates and adding noise or shift to the original trajectories. They generated the transformed trajectories in such a way that, if employing a suitable similarity measure, the similarity between both sets of trajectories should be lower when the amount of transformation is higher, and higher when the amount of transformation is lower. Wang et al. [191] concluded that each similarity measure deals better with a specific set of transformations. For instance, although ED is very sensitive to noise, it is a suitable method for situations where the compared trajectories are similar in terms of sampling interval and amount of point shift. DTW-based methods exhibited results similar to those of ED. Lastly, LCSS is sensitive to point shift modifications and robust to changes in the sampling rates and outliers.

Magdy et al. [128] presented another comparative study between trajectory similarity measures. However, unlike Wang et al. [191], the paper focuses on the characteristics of each method instead of presenting an experimental study. First, the authors classified each method evaluating if it considers both the temporal and spatial characteristics of the trajectory or just the spatial characteristics. For the Spatio-temporal similarity methods, a further classification level informs if it takes into account the vehicle movement speeds, or if it employs specific time series analysis techniques. Finally, they classified Spatial
Similarity methods regard the use of the trajectories spatial data, geometric shape, or movement direction. Besides that, they compared the measures concerning their computational cost, whether the measure is metric or not, can handle trajectories of different lengths, and their robustness to deal with noise and local time-shifting. They compared measures such as ED, DTW, ERP, EDR, LCSS-based approaches, Spatial Assembling Distance, Hausdorff distance, Fréchet distance, and Trajectory Match Algorithm.

Yu Zheng [215] conducted a systematic survey on trajectory data mining to provide a comprehensive view of this research area. On the issue of trajectory similarity, the author addressed the main methods to estimate the similarity (alternatively, the distance) between trajectories. The article summarizes some well-known methods to compute the distance between GPS-based trajectories, such as closest-pair distance, DTW, LCSS-based, EDR, and ERP. Then it describes two measures of distance between trajectory segments, named Minimum Bounding Rectangles (MBR) distance and Trajectory-Hausdorff distance.

Toohey and Duckham [183] compared four trajectory distance functions: LCSS, Fréchet distance, DTW, and EDR. The authors coded the methods in a package using the R programming language and made the package available for free. The comparison between the measures was performed through experiments with a dataset of delivery drivers in the United Kingdom. The results showed a strong correlation between the values of the Fréchet distance and DTW, and between EDR and LCSS.

Besse et al. [23] tackled the issue of how to cluster GPS-based trajectories using the distances between them. They provided a review of four similarity measures (DTW, LCSS, EDR, and ERP). Also, they presented a novel distance function called Symmetrized Segment-Path Distance (SSPD). The authors implemented the five methods in a python package and made it available for free.

This survey differs from the studies mentioned above once our focus is to present and discuss trajectory analysis techniques regarding different trajectory representations. At the same time, the related work typically covers methods for raw GPS-based trajectories. This perspective is fundamental since any investigation in this area should start with the trajectory representation and, then, proceed in the study of a particular research issue but considering all aspects defined for that representation. Thus, for each representation, we provide a discussion regarding the state of the art of the corresponding methods. Finally, we highlight and discuss various applications that depend on similarity measures. In this way, we advance the understanding of this research area.
3.3 Methods

Several methods are available to measure the similarity of vehicle trajectories. Each method has a specific set of properties. We present the properties that trajectory similarity measures can have in Section 3.3.1. Furthermore, the most proper method depends on how we represent trajectories. In Section 3.3.2, we present a comprehensive review of the methods to compare GPS-based trajectories and, in Section 3.3.3, we review the similarity measures for road-network constrained trajectories.

3.3.1 Properties

Metricity We can classify similarity measures according to whether or not it is a metric. The advantage of being a metric is that the measure can be indexed directly by known distance-based indexing techniques. We call a distance function $D(A, B)$ (associated with a given similarity measure) as a metric if, given trajectories $A$, $B$, and $C$, it satisfies the conditions below.

- Uniqueness: $D(A, B) = 0 \iff A = B$
- Nonnegativity: $D(A, B) \geq 0$
- Symmetry: $D(A, B) = D(B, A)$
- Triangle Inequality: $D(B, C) \leq D(A, B) + D(A, C)$

Efficiency Trajectory similarity is a crucial component of data mining tasks, and in most cases, it is used to search for trajectories in massive datasets. Thus, it is primordial to have methods of low computational complexity to calculate the similarity between trajectories.

Local time shifting Vehicles are allowed to move at different speeds, and location-acquisition devices can acquire data at different sampling rates. For instance, two trajectories can follow the same path but at different timestamps. The shifts in the sample acquisition times can even be only in some parts of the trajectories. Thus, vehicle trajectory similarity measures need to be able to take into account local time shifts when computing the distance between trajectories.
Different lengths  Vehicular trajectories can have different lengths. Thus, similarity measures need to be able to handle trajectories that do not have the same number of samples, if they are GPS-based trajectories, and that have a different number of road segments if they are road-network constrained trajectories.

Robustness to noise and outliers  Most of the noise in GPS-based trajectories come from the fact that satellite-based positioning systems have precision errors. For instance, these errors are more common in metropolitan regions due to low satellite visibility and phenomena that affect signal quality [106]. In addition to noise, anomalies in the sensor collecting the data might introduce outliers into GPS-based trajectories. For methods based mostly on points distance, these outliers can result in similarity measures that are quite different from reality. One solution for this is to apply preprocessing techniques to remove outliers from the trajectories before comparing them. As for the noises, one drawback of most solutions that are robust to this is that they violate the triangle inequality because they do not take into account the different sub-trajectories equally [190].

Parameter-free  Some methods introduce parameters to compare trajectories, such as a threshold to match similar geospatial points. The problem with approaches like the aforementioned is that the parameters need to be adjusted a priori per each scenario.

Completeness  It compares trajectories as a whole instead of just segments of the trajectories.

3.3.2 Methods for GPS-based trajectories

GPS-based vehicular trajectories are a particular case of time series, and thus most of the similarity measures to compare them were initially proposed to compare time series. However, we cannot directly apply similarity measures for time series to compare GPS-based trajectories due to the unique characteristics of the later. For instance, vehicular trajectories usually have two or three dimensions, while most of the measures to compare time series focus on one-dimensional data. Besides that, GPS-based trajectories can have many outliers because of precision errors in satellite-based positioning systems. Another difference is that the different sampling rates, speeds, moving patterns, and regions of vehicle trajectories may introduce local time shifts into it. Thus, we need to adapt the similarity measures for time series before using it to compare vehicular trajectories.
Table 3.2 compiles the main notations used throughout this chapter.

**Euclidean Distance (ED)**

Euclidean Distance (alternatively, L2 Norm) is a well-known function commonly used to calculate the distance between time series. In the context of vehicle trajectories, the euclidean distance between two trajectories of the same length is the average of the distances between ordered pairs of points of the two trajectories. Formally, given trajectories $T_1$ and $T_2$, the Euclidean distance between $T_1$ and $T_2$ is:

$$ED(T_1, T_2) = \frac{\sum_{i=1}^{n} dist(\rho_1^i, \rho_2^i)}{|T_1|}$$  \hspace{1cm} (3.1)

The main drawback of ED, besides not being able to compare differently sized trajectories, is that it cannot handle local time-shifting. Instead, it compares trajectory points one by one by using their indexes. As the compared points may be far apart from each other, especially considering trajectories of different speeds, ED cannot handle trajectories of different sizes and struggles with outliers and noise. On the other hand, ED is a metric, and so is easily indexable. Furthermore, ED is parameter-free, which makes it a suitable option to compare long trajectories.

**Dynamic Time Warping based Measures (DTW)**

Like ED, DTW is a distance measure originally proposed to compare time series. DTW finds the match of minimal cost, where each point of the first trajectory is paired to one or more consecutive points of the second trajectory while respecting some restrictions. Moreover, DTW allows the comparison between trajectories of different lengths, and its original definition is also parameter-free. Although DTW is non-metric, many studies in the literature propose approximate and exact indexing techniques to provide a fast search of trajectories [98]. Figure 3.1 illustrates DTW in comparison with the Euclidean Distance.

Given two vehicular trajectories $T_1$ and $T_2$, one can compute its distance using Dynamic Time Warping $DTW(T_1, T_2)$ using Equation [3.2]
(a) Matching using Dynamic Time Warping.  
(b) Matching using Euclidean Distance.

Figure 3.1: Unlike ED, DTW supports shrinkage or stretching of trajectories in the time axis to provide a better adjustment of the points, and thus represents a more sophisticated distance measure.

\[
DTW(T_1, T_2) = \begin{cases} 
0, & \text{if } |T_1| = |T_2| = 0 \\
\infty, & \text{if } |T_1| = 0 \text{ or } |T_2| = 0 \\
\text{dist(Head}(T_1),\text{Head}(T_2)) + \min \left\{ \begin{array}{l} DTW(\text{Rest}(T_1), T_2) \\
DTW(T_1, \text{Rest}(T_2)) \\
DTW(\text{Rest}(T_1), \text{Rest}(T_2)) \end{array} \right\}, & \text{otherwise} 
\end{cases}
\]

Warping path is the sequence of steps that computes the value of \( DTW(T_1, T_2) \). As this process has optimal substructure and overlapping sub-problems, it is implemented using dynamic programming. The computational complexity of DTW is \( O(|T_1| \cdot |T_2|) \), which makes it much slower than other similarity measures, such as the Euclidean Distance. Thus, many studies proposed pruning methods to make faster the similarity-based queries that use DTW [98, 99, 166].

Keogh and Pazzani [99] proposed the Piecewise Dynamic Time Warping (PDTW) to compute approximate values of the DTW distance efficiently. Their technique reduces the size of the time series by a piecewise aggregate approximation and, consequently, makes the DTW faster by a constant factor that depends on input data, but typically one or two orders of magnitude. They showed through experiments that PDTW provides accurate approximations of the DTW distance.

FastDTW [166] is an approximation algorithm of DTW that uses a multilevel approach starting from a downsampled version of the time series and iteratively performs the following steps. First, it finds the warping path on the lower resolution grid. Then,
it projects the solution on a higher resolution grid and defines a first warp path band which is adjustable with a radius \( r \) parameter. The last step of the iteration is to refine the solution by evaluating the higher-level grid limited to this band. Both the time and space complexities of FastDTW are linear.

Mao et al. [129] proposed the Segment-based Dynamic Time Warping (SDTW), which is the integration of three distance measures with the traditional DTW algorithm. Given the points \( \rho^1_i \) of trajectory \( T_1 \) and \( \rho^2_j \) of trajectory \( T_2 \), the point-segment distance between them is their spatial distance taking into account their neighboring points and is used to reduce the sensitivity of the method to the sampling rate of the trajectories. Given that \( \rho^1_i \) has an earlier timestamp and \( \rho^2_j \) has a later timestamp, the prediction distance between them is the distance between \( \rho^1_i \) and the approximate position of \( \rho^2_j \) at the earlier timestamp. Finally, the segment-segment distance combines an adjustable parameter \( \omega \) and the spatial, temporal, and angle distances. According to Mao et al. [129], the prediction distance employs the trajectory data features to optimize the temporal distance. Also, the segment-segment distance is aware of the trajectory shape and thus improve the similarity measure accuracy. Despite its good accuracy, SDTW presents a high time complexity equal to \( O(\log (|T_1| + |T_2|) \cdot |T_1|^2 \cdot |T_2|^2) \).

**Edit Distance-based Measures**

The concept of *edit distance* was initially proposed to compare strings and then was employed to measure the similarity of time series. In the context of strings, edit distance is the smallest amount of operations (insertion, deletion, and replacement) required to make both strings equals [139]. We call *simple edit distance* (or edit distance) if all operations cost one, and *general edit distance* if the operations have different costs, or if the costs change according to the characters associated with the operation. Finally, if only insertions and deletions at cost one are allowed, we call it the Longest Common Subsequence (LCSS).

To compare trajectories using the LCSS, we usually define a threshold to match points that are close to each other. Vlachos et al. [190] proposed an LCSS-based algorithm to estimate the similarity between trajectories. It is non-metric and relies on two parameters, named \( \delta \) and \( \epsilon \). \( \delta \) controls how far in time a point of the first trajectory can go to match a point of the second one, and \( \epsilon \) is the matching threshold. Formally, the LCSS between a pair of trajectories as presented by Vlachos et al. [190] is:
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LCSS\(_{\delta,\epsilon}(T_1, T_2) = \begin{cases} 
0, & \text{if } |T_1| = 0 \text{ or } |T_2| = 0 \\
1 + \text{LCSS}_{\delta,\epsilon}(\text{Rest}(T_1), \text{Rest}(T_2)), & \text{if } \text{dist}(\text{Head}(T_1), \text{Head}(T_2)) < \epsilon \\
\max \left\{ \text{LCSS}_{\delta,\epsilon}(\text{Rest}(T_1), T_2), \text{LCSS}_{\delta,\epsilon}(T_1, \text{Rest}(T_2)) \right\}, & \text{otherwise} 
\end{cases} \tag{3.3}

Finally, they normalize the LCSS by dividing it by the number of samples of the shortest trajectory. The method proposed by Vlachos et al. is symmetric, that is, \(\text{LCSS}_{\delta,\epsilon}(T_1, T_2)\) is equal to \(\text{LCSS}_{\delta,\epsilon}(T_2, T_1)\), and has time complexity equal to \(O(\delta \cdot (|T_1| + |T_2|))\) (although that of LCSS originally is \(O(|T_1| \cdot |T_2|)\)).

Edit Distance on Real Sequence (EDR) \cite{38} is a similarity measure with characteristics close to the LCSS. The main difference between LCSS and EDR is that EDR assigns penalties when a point on one trajectory does not match the point on the other trajectory. Formally, EDR between two trajectories is:

\[
EDR(T_1, T_2) = \begin{cases} 
|T_2|, & \text{if } |T_1| = 0 \\
|T_1|, & \text{if } |T_2| = 0 \\
\min \left\{ EDR(\text{Rest}(T_1), \text{Rest}(T_2)) + \text{subcost}, EDR(\text{Rest}(T_1), T_2) + 1, EDR(T_1, \text{Rest}(T_2)) + 1 \right\}, & \text{otherwise} 
\end{cases} \tag{3.4}
\]

where \(\text{subcost} = 0\) if \(\text{dist}(\text{Head}(T_1), \text{Head}(T_2)) < \epsilon\) and \(\text{subcost} = 1\) otherwise.

Like other edit distance-based methods, we can apply dynamic programming to compute EDR and its time complexity is quadratic \((O(|T_1| \cdot |T_2|))\), which makes using it with sequential scan on large databases a slow procedure. Besides that, EDR uses a threshold \(\epsilon\) to reduce the effects of noise. EDR is not a metric because the employment of the threshold makes it violates the triangle inequality. Therefore, we can not use distance-based indexing techniques to improve trajectory search using the EDR distance.

Chen and Ng \cite{37} presented the Edit Distance with Real Penalty (ERP), which is metric and so can cope with some indexing problems of other methods. Besides that, ERP supports local time shifting. The idea of ERP is to use a constant reference point \(g\) instead of a threshold \(\epsilon\) to compute distances. Chen and Ng \cite{37} proved that ERP
satisfies the triangle inequality regardless of the value of $g$. However, they suggested using $g$ equal to zero. Equation 3.5 defines ERP.

$$ERP(T_1, T_2) = \begin{cases} 
\sum_{i=1}^{|T_2|} \text{dist}(\rho_i^2, g), & \text{if } |T_1| = 0 \\
\sum_{i=1}^{|T_1|} \text{dist}(\rho_i^1, g), & \text{if } |T_2| = 0 \\
\min \left\{ ERP(\text{Rest}(T_1), \text{Rest}(T_2)) + \text{dist}(\text{Head}(T_1), \text{Head}(T_2)) \right. \\
\left. ERP(\text{Rest}(T_1), T_2) + \text{dist}(\rho_1^1, g) \right. \\
\left. ERP(T_1, \text{Rest}(T_2)) + \text{dist}(\rho_2^1, g) \right\} 
\end{cases} \quad (3.5)$$

ERP has the same computational behavior of EDR, LCSS, and DTW, and thus its time complexity is $O(|T_1| \cdot |T_2|)$. However, unlike the other distance functions, ERP is a metric, so it can be used to prune unnecessary trajectories by applying the triangle inequality.

Time Warp Edit Distance (TWED) is a distance measure presented as an alternative to ERP as it has the same features of ERP. The main difference between them is that TWED employs the samples acquisition times during the computations. TWED introduces two parameters, $\nu$ and $\lambda$. The first parameter, $\nu$, applies higher penalties to matched points that are farther away from each other concerning their acquisition times, and $\lambda$ is the penalty for the deletions. Formally, the TWED between two trajectories is:

$$TWED_{\lambda, \nu}(T_1, T_2) = \begin{cases} 
0, & \text{if } |T_1| = |T_2| = 0 \\
\infty, & \text{if } |T_1| = 0 \text{ or } |T_2| = 0 \\
\min \left\{ TWED_{\lambda, \nu}(\text{Rest}(T_1), T_2) + \Gamma(\rho_1^1) \right. \\
\left. TWED_{\lambda, \nu}(T_1, \text{Rest}(T_2)) + \Gamma(\rho_2^1) \right. \\
\left. TWED_{\lambda, \nu}(\text{Rest}(T_1), \text{Rest}(T_2)) + \Gamma(\rho_1^1, \rho_2^1) \right\} 
\end{cases} \quad (3.6)$$

where

$$\Gamma(\rho_i^j) = \text{dist}(\rho_i^j, \rho_{i+1}^j) + \nu \cdot (\rho_i^j.t - \rho_{i+1}^j.t) + \lambda \quad (3.7)$$

and $\rho_i^j_{|T_i|+1}$ (one index after the last point of the trajectory) represents a point with value zero.
Edit Distance with Projections (EDwP) \[159\] is a parameter-free distance function aimed at trajectories that have different sampling rates. The first step of EDwP is to convert the GPS-based trajectory into line segments through linear interpolation. Then, given two trajectories \(T_1\) and \(T_2\) that are presented as segment sequences, the EDwP between them is the least expensive set of insert and replace operations that make them identical. Like most edit distance based functions, EDwP takes into account local time shift and has a quadratic computational cost. On the other hand, EDwP robust against sampling rate variations. Equation 3.9 formally defines the EDwP.

\[
EDwP(T_1, T_2) = \begin{cases} 
0, & \text{if } |T_1| = |T_2| = 0 \\
\infty, & \text{if } |T_1| = 0 \text{ or } |T_2| = 0 \\
\min \{ EDwP(\text{Rest}(T_1), \text{Rest}(T_2)) + \text{RepCost}(T_1, T_2) \\
EDwP(\text{Ins}(T_1, T_2), T_2) \\
EDwP(T_1, \text{Ins}(T_2, T_1)) \}, & \text{otherwise}
\end{cases}
\] (3.9)

where

\[
\text{RepCost}(T_1, T_2) = \text{Rep}(T_1.e_1, T_2.e_1) \times \text{Coverage}(T_1.e_1, T_2.e_1)
\] (3.10)

\[
\text{Rep}(e_1, e_2) = \text{dist}(e_1.s, e_2.s) + \text{dist}(e_1.e, e_2.e)
\] (3.11)

\[
\text{Coverage}(e_1, e_2) = \text{length}(e_1) + \text{length}(e_2)
\] (3.12)

and \(e_i\) represents a line segment created by the linear interpolation between two consecutive points. \(e_i.s\) and \(e_i.e\) represent the first and last points, respectively, of the line segment \(e_i\). \(T_i.e_1\) represents the first line segment of the trajectory \(T_i\). Finally, \(\text{Ins}(T_1, T_2)\) is an operation to aid robust matching that returns a modified version of \(T_1\). It works by introducing one extra point between the first two points of \(T_1\). Thus, \(\text{Ins}(T_1, T_2)\) effectively divides the first line segment of \(T_1\) (\(T_1.e_1\)) into two segments. The split point is the point on \(T_1.e_1\) that is spatially closest to the endpoint of the first line segment of \(T_2\) (\(T_2.e_1.e\)).

The results of EDwP depends on the length of the trajectories, as it is the sum of every operation. Therefore, in certain situations, it is better to normalize the results of EDwP. To do this, we divide the EDwP by the sum of the lengths of trajectories \(T_1\) and \(T_2\).
Fréchet Distance

Fréchet Distance \[62\], illustrated in Figure 3.2, is one of the most popular similarity measures and falls within the category of geometric shape based measures. A classic example to illustrate Fréchet distance between two trajectories is that of a man walking his dog. The man is traversing a finite curved path while walking his dog on a leash, and the dog is traversing a different one. Both man and dog may have different speeds at different times, but they cannot move backward. The Fréchet distance is the length of the smallest leash sufficient for both to traverse their separate paths. The advantage of the Fréchet distance is that it can compare trajectories that have different sizes and sampling rates. However, the Fréchet distance is not robust to noise and outliers, nor it tackles local time shifting.

![Figure 3.2: The bold dashed line represents the discrete Fréchet distance between the trajectories. In this example, the discrete Fréchet distance coincides with the Hausdorff distance.](image)

The concept of Fréchet distance is for continuous curves, but for some applications (e.g., analysis of vehicle trajectories), it is often useful to use polygonal curves. Alt and Godau \[7\] presented an exact algorithm based on a parametric search that receives as input two polygonal curves and computes their Fréchet distance in \(O(|T_1| \cdot |T_2| \cdot \log(|T_1| \cdot |T_2|))\). To address the high computational complexity of the algorithm proposed by Ant and Godau, Eiter and Mannila \[57\] presented a discrete version of the Fréchet distance for polygonal curves called coupling distance. The idea of coupling distance is to look at all possible couplings between the endpoints of the polygonal curves line segments. Eiter and Mannila \[57\] showed that the coupling distance is a good approximation to the Fréchet distance and presented an algorithm that computes it in \(O(|T_1| \cdot |T_2|)\).
Hausdorff Distance

Hausdorff distance, also called Pompeiu-Hausdorff distance, is a metric measure similar to Fréchet distance. In the context of GPS-based trajectories, it is the longest of all distances from a location in one trajectory to the nearest location in the other trajectory, and vice versa. The main difference between Fréchet and Hausdorff distances is that the order of points affects the former distance but not later one. In Figure 3.2, the Hausdorff distance coincides with the discrete Fréchet distance. Figure 3.3 illustrates the difference between the two distance measures.

Equation 3.13 defines the Hausdorff distance $\text{Dist}_{\text{Hausdorff}}$ between two GPS-based trajectories $T_1$ and $T_2$. The computational complexity of the Hausdorff distance is $O(|T_1| \cdot |T_2|)$, the same as that of discrete Fréchet distance.

\[
\text{Dist}_{\text{Hausdorff}}(T_1, T_2) = \max \left\{ \max_{\rho_1^i \in T_1} \min_{\rho_2^j \in T_2} \text{dist}(\rho_1^i, \rho_2^j), \max_{\rho_2^j \in T_2} \min_{\rho_1^i \in T_1} \text{dist}(\rho_1^i, \rho_2^j) \right\} \tag{3.13}
\]

Other methods

Other methods are designed by considering the actual applications. Chen et al. [40] proposed a similarity function that combines the characteristics of LCSS, in the sense that it can ignore samples that do not have good match candidates in the other trajectory, and DTW, which can match a trajectory point with more than one point of the other trajectory. It works by matching each point of one trajectory to only one point of the other trajectory. Therefore, Chen et al. [40] designed their method for situations where the first trajectory represents a few query locations, and the object is to verify whether the query locations match with the trajectory instead of verifying whether the trajectory
and the query locations are similar in shape. Given two trajectories \( T_1 \) and \( T_2 \), their similarity measure as proposed by Chen et al. [40] is:

\[
\text{Sim}_o(T_1, T_2) = \begin{cases} 
0, & \text{if } |T_1| = 0 \text{ or } |T_2| = 0 \\
\max \left\{ e^{-\text{dist}(\text{Head}(T_1), \text{Head}(T_2)) + \text{Sim}_o(\text{Rest}(T_1), T_2)} \right. \\
\left. \text{Sim}_o(T_1, \text{Rest}(T_2)) \right\}, & \text{otherwise}
\end{cases}
\]

(3.14)

With the exponential function \( e^{-\text{dist}(\text{Head}(T_1), \text{Head}(T_2))} \), points that are closer to each other receive a much higher similarity value compared to those that are far away. In other words, the contribution exponentially decreases as \( \text{dist}(\text{Head}(T_1), \text{Head}(T_2)) \) linearly increases.

Ta et al. [178] presented a bi-directional similarity (BDS) measure to support solutions of the trajectory similarity join problem. Trajectory similarity join is the task of finding every pair of similar trajectories from different datasets. BDS works by aligning each point of one trajectory to the nearest location on the other trajectory, which is not necessarily a sample of the trajectory, and vice versa. The overall complexity of BDS is \( O(|T_1| \cdot |T_2|) \).

Other methods use the shape formed by the line strings of two trajectories to compute the distance between them. For instance, the Locality In-between Polylines (LIP) [152] sums the areas of all polygons formulated between intersection points, which in turn are generated by the overlay of the trajectories in the two-dimensional plane. They use linear interpolation between consecutive points to represent the line segments. Besides that, LIP uses the length of the segments as weights to the areas of the polygons. Equation 3.15 defines LIP.

\[
\text{LIP}(T_1, T_2) = \sum_{\forall \text{polygon}_i} \text{Area}_{\text{polygon}_i} \cdot w_i
\]

(3.15)

Pelekis et al. [152] proposed, in addition to LIP, a time-aware distance function called STLIP that takes into account the time factor. In summary, STLIP is a multiple of LIP weighted by a penalty defined by the user that adds the time factor to the distance function. The time complexity of LIP and STLIP is \( O(N \cdot \log(N)) \), where \( N = |T_1| + |T_2| \).

NeuTraj [202] is a generic approach based on neural metric learning that accelerates approximate trajectory similarity computations for any measure discussed above. In summary, NeuTraj uses the pair-wise similarities of a sample of a given trajectory
database as guidance to a recurrent neural network (RNN) that approximates a generic distance function, such as DTW, Hausdorff, and ED. Once the neural network is constructed, NeuTraj computes the approximate distance between two trajectories in linear time.

Table 3.3 summarizes the similarity methods for GPS-based trajectories and their properties.

### 3.3.3 Methods for road-network constrained trajectories

The most common representation of road-network constrained trajectories is as an ordered set of connected road segments from a given road network. Therefore, some proposals use operations from set theory to measure the similarity between these trajectories [196, 200]. However, instead of using the number of segments in common, we can use the lengths of each segment. For instance, Won et al. [196] presented a dissimilarity measure called Dissimilarity with Length (DSL) to cluster road-network constrained trajectories. The DSL between two trajectories is the sum of the road lengths of their disjoint set, divided by the sum of the lengths of both trajectories. Formally:

\[
DSL(T_1, T_2) = \frac{L_d(T_1, T_2)}{L_s(T_1) + L_s(T_2)}
\]  

where \(L_d(T_i, T_j)\) is the sum of the road lengths of the disjoint set of \(T_i\) and \(T_j\), and \(L_s(T_i)\) is the total length of the roads of \(T_i\).

A drawback of the method proposed by Won et al. [196] is that it does not identify the similarity of trajectories that are close to each other but do not have segments in common. Besides that, the DSL method does not take into account the trajectories timestamps nor their speeds.

Xia et al. [200] proposed a method based on the Jaccard similarity coefficient [179] to calculate the spatiotemporal similarity between road-network constrained trajectories. Equation 3.17 defines its spatial component, where \(L_c(T_1, T_2)\) is the sum of the road lengths contained in the intersection set of trajectories \(T_1\) and \(T_2\), and \(L_s(T_i)\) is the sum of the road lengths of trajectory \(T_i\).

\[
SSim(T_1, T_2) = \frac{L_c(T_1, T_2)}{L_s(T_1) + L_s(T_2) - L_c(T_1, T_2)}
\]  

They compute the temporal component \(TSim(T_i, T_j)\) of the similarity measure by replacing, in Equation 3.17, the spatial lengths \(L_s\) by lifespans of the temporal dimen-
The authors argue that the trajectories should be considered as spatiotemporal similar when the spatial and temporal similarities are both high. Thus, the spatiotemporal similarity measure $\text{STSim}(T_i, T_j)$ between trajectories is the product of the spatial similarity measure $\text{SSim}(T_i, T_j)$ and the temporal similarity measure $\text{TSim}(T_i, T_j)$.

The similarity measures presented by Xia et al. [200] and Won et al. [196] are similar, and thus have the same drawbacks. First, their methods do not identify the similarity of trajectories that are close to each other and that do not have segments in common. Their methods also do not take into account either the timestamps of the trajectories or the speeds of the vehicles. Finally, both methods have high computational complexity.

For particular applications, such as trajectories searching, we can compute the similarity between road-network constrained trajectories according to a collection of Points of Interest (POIs) or Times of Interest (TOIs). For instance, one can be interested in trajectories that passed through some places at some time intervals. Hwang et al. [88] proposed a spatial similarity measure and a temporal similarity measure for road-network constrained trajectories, which considers the $(S_{id}, d, t)$ coordinate system instead of the Euclidean space, where $S_{id}$ is a road segment identifier, $t$ is the timestamp of the sampling point, and $d$ is the distance between the current position and the starting location of the road segment. The authors [88] applied both spatial and temporal similarity measures in a trajectory search technique that uses the spatial similarity to select some trajectories and then employs the temporal similarity measure to improve the selection. They consider two trajectories similar if they pass through the same POIs. According to the authors, the POIs can be, for instance, relevant places defined according to application criteria. Few applications can use their method because of the necessity to define in advance the points of interest. Equation 3.18 defines the spatial similarity of trajectories $T_1$ and $T_2$ using a set of POIs $P$.

$$\text{Sim}_{\text{POI}}(T_1, T_2, P) = \begin{cases} 1, & \text{if } \forall p \in P, \ p \in T_1 \land p \in T_2 \\ 0, & \text{otherwise} \end{cases} \quad (3.18)$$

Equations 3.19 and 3.20 define the temporal component of the similarity measures. Equation 3.19 computes the distance considering one point of interest, while Equation 3.20 considers a set of points of interest.

$$\text{Dist}_T(T_1, T_2, p) = |t(T_1, p) - t(T_2, p)| \quad (3.19)$$
\[ Dist_T(T_1, T_2, P) = \left( \sum_{i=1}^{k} |t(T_1, p_i) - t(T_2, p_i)|^k \right)^{\frac{1}{k}} \]  

(3.20)

where \( k \) is the size of the set of points of interest \( P \) and \( t(T_i, p) \) represents the timestamp of the moment when \( T_i \) pass through the point of interest \( p \). If \( p \) is neither contained in \( T_1 \) nor \( T_2 \), then it is assumed a infinity temporal distance.

Hwang et al. [89] extended their previous work [88] by introducing the concept of TOI on road networks. The TOI can represent, for instance, the peak hours where there are most traffic jams. The temporal similarity between two trajectories \( T_1 \) and \( T_2 \) using a set of TOIs \( T \) is:

\[ Sim_{TOI}(T_1, T_2, T) = \begin{cases} 1, \text{ if } \forall t \in T, t \in [T_1.s, T_1.e] \land t \in [T_2.s, T_2.e] \\ 0, \text{ otherwise} \end{cases} \]  

(3.21)

where \( T_i.s \) and \( T_i.e \) represent the times when the trajectory started and ended, respectively.

Hwang et al. [89] also proposed Equation 3.22 to calculate the trajectories spatial distance, taking into account the set of times of interest TOI.

\[ Dist_{TOI}(T_1, T_2, TOI) = \sum_{i=1}^{k} \text{dist}(p(T_1, TOI_i), p(T_2, TOI_i)) \]  

(3.22)

where \( p(T_i, TOI_j) \) denotes the point of \( T_i \) in the timestamp \( TOI_j \) and \( k \) is the size of set TOI.

The measures proposed by Hwang et al. [88, 89] have several drawbacks. First, the fact that the sets POIs and TOIs need be defined in advance by users restricts their usage to few applications and may lead to erroneous conclusions if the POIs and TOIs are not adequately defined. Besides that, the similarity space (1, if the trajectories are similar, and 0 otherwise) only informs if the trajectories are similar or not. However, in most situations, it is better to know how similar the trajectories are.

Abraham and Lal [4] presented a spatiotemporal similarity measure to overcome the lack of similarity level notion of the approach proposed by Hwang et al. [88, 89]. Their method, which compares road-network constrained trajectories that are represented by a binary encoding scheme [114], takes into account the hierarchical components of the binary-encoded location. To this, they consider each location’s component separately.
Besides the binary encoding scheme, they use dimensionality reduction [3] to manage the road network data.

Tiakas et al. [180] proposed another approach to overcome the drawbacks of Hwang’s measures. They defined a set of distance functions (metrics). For instance, $D_{\text{network}}$ and $D_{\text{time}}$ compare trajectories in space and in time, respectively, and $D_{\text{total}}$ is the total (combined) distance, which is weighted by two parameters that define the importance of space and time factors. Formally, $D_{\text{total}}$ is defined as:

$$D_{\text{total}}(T_1, T_2) = D_{\text{network}}(T_1, T_2) \cdot W_{\text{network}} + D_{\text{time}}(T_1, T_2) \cdot W_{\text{time}}$$  (3.23)

Like other similarity measures for road-network constrained trajectories, the method proposed by Tiakas et al. [180] describes the road network as a directed graph. In summary, the network distance $D_{\text{network}}$ computes routing distances taking into account the graph of the road network, and the time distance $D_{\text{time}}$ computes the time required to travel between two consecutive nodes. The distance measures $D_{\text{network}}$, $D_{\text{time}}$, and $D_{\text{total}}$ can handle only equally sized trajectories. To overcome this issue, they proposed a decomposition process that splits the trajectories into sub-trajectories of equal size, and then, they index the sub-trajectories by M-trees. Although all distance measures proposed by Tiakas et al. [180] are metrics, the introduction of the $W_{\text{network}}$ and $W_{\text{time}}$ parameters is a disadvantage of their approach.

Aiming at big trajectory data clustering, Kumar et al. [111, 110] proposed a DTW-based method, called trajDTW, that employs the Dijkstra algorithm to compute road-network constrained trajectory similarities. The trajDTW defines a window parameter $w$, which is equal to half the size of the shortest trajectory, to avoid overestimation of the real distance. The authors demonstrated in [111] the superiority of the trajDTW over DSL and Hausdorff distance measures. However, to be faster, trajDTW requires the pre-computation of the distances between all pairs of edges in the road network [161].

Longest Common Road Segments (LCRS) [211] similarity measure is a version of the LCSS function adapted to road segments. First, LCRS computes the longest common road segments between two road-network restricted trajectories in terms of road segment lengths instead of the number of road segments (Equation 3.24). Next, it normalizes the length of these segments using a method similar to Jaccard (Equation 3.25). We can compute the LCRS between two trajectories using a dynamic programming algorithm with quadratic time complexity. Also, LCRS shares other features of LCSS, such as being able to compute the similarity between trajectories of different sizes, and not being a metric.
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\[ \text{LCRS}(T_1, T_2) = \begin{cases} 
0, & \text{if } |T_1| = 0 \text{ or } |T_2| = 0 \\
\text{length}(\text{Head}(T_1)) + \text{LCRS}(\text{Rest}(T_1), \text{Rest}(T_2)), & \text{if } \text{Head}(T_1) = \text{Head}(T_2) \\
\max \left\{ \text{LCRS}(\text{Rest}(T_1), T_2), \text{LCRS}(T_1, \text{Rest}(T_2)) \right\}, & \text{otherwise}
\end{cases} \] (3.24)

\[ \text{LCRS}_{\text{normalized}}(T_1, T_2) = \frac{\text{LCRS}(T_1, T_2)}{|T_1| + |T_2| - \text{LCRS}(T_1, T_2)} \] (3.25)

Road Segments Distance

When comparing road-network constrained trajectories, one can consider the difference between the shapes of each road segment of the trajectories. To this end, we can use the concept of Minimum Bounding Rectangles (MBR) or the Trajectory-Hausdorff Distance.

Figure 3.4a illustrates the distance of two trajectory segments using their MBRs. The MBR of a line segment \( S_i \) is described by the coordinates of its lower bound \((x_l, y_l)\) and upper bound \((x_u, y_u)\) points. Equation 3.26 defines the MBR-based distance \( D_{MBR} \) between two trajectory segments. In the example, the MBR distance between \( S_1 \) and \( S_2 \) is 0 and between \( S_3 \) and \( S_4 \) is \( y_3^l - y_4^l \).

\[ D_{MBR}(S_1, S_2) = \sqrt{(\Delta([x_1^l, x_1^u], [x_2^l, x_2^u]))^2 + (\Delta([y_1^l, y_1^u], [y_2^l, y_2^u]))^2} \] (3.26)

where \( \Delta([x_1^l, x_1^u], [x_2^l, x_2^u]) \) is the distance between two intervals, defined as:

\[ \Delta([x_1^l, x_1^u], [x_2^l, x_2^u]) = \begin{cases} 
0, & \text{if } [x_1^l, x_1^u] \cap [x_2^l, x_2^u] \neq \emptyset \\
x_1^l - x_2^u, & \text{if } x_1^l > x_2^u \\
x_2^l - x_1^u, & \text{if } x_2^l > x_1^u
\end{cases} \] (3.27)

The Trajectory-Hausdorff distance, as proposed by Lee et al. [113], compares trajectory segments by joining together the parallel \( d_\parallel \), angular \( d_\theta \), and perpendicular \( d_\perp \) distances. Lee et al. [113] created their distance function by adapting techniques used in the pattern recognition research field, which in turn were inspired by the Hausdorff distance. Therefore, Zheng called the method of Lee et al. [113] as Trajectory-Hausdorff Distance \( (TD_{Haus}) \) in [215]. Formally,
where $d_\perp = \frac{l_{a,a} + l_{b,b}}{l_{a,a} + l_{b,b}}$, $d_\parallel = \min(l_{\parallel,a}, l_{\parallel,b})$, $d_\theta = |S_j| \cdot \sin \theta$, and the weights $\omega_\perp$, $\omega_\parallel$, and $\omega_\theta$ are defined according to the application requirements. Figure 3.4b illustrates these components.

(a) Minimum Bounding Rectangles distance.  (b) Trajectory-Hausdorff distance.

Figure 3.4: The Minimum Bounding Rectangles (MBR) and Trajectory-Hausdorff ($TD_{Haus}$) distance measures for line segments.

### 3.3.4 Methods for Other Trajectory Representations

For trajectory representations where the positions of the vehicle are pre-defined, and only the temporal component of the trajectories is of interest, the shrinkage or stretching of trajectories is not allowed, and thus, methods such as DTW are not appropriate. Therefore, Tiesyte and Jensen [181] considered specific distance measures (e.g., modified versions of the LCSS, $L_p$ distance, and weighted $L_p$ distance) that are appropriate for this scenario. For the weighted $L_p$ distance, one can define the weights according to the application. For instance, the weights can be equal, indicating that all parts of the trajectories are evenly important. Another option is to create correlation-based weights when historical data is available. Tiesyte and Jensen [181] used Kendall’s tau coefficient $\tau$ [97] for determining the weights according to the correlations. Other correlation coefficients, such as Pearson’s [163], are also feasible, but the authors opted for Kendall’s coefficient based on empirical results.

Deep learning-based trajectory representations, such as the Trembr framework, convert trajectories to low-dimensional feature vectors called trajectory embeddings. We can use these embeddings to calculate the similarity between two trajectories. For instance,
Fu and Lee [65] proposed to employ the Euclidean distance between the learned embeddings to measure the distance between trajectories. Their method outperformed other deep learning-based methods. However, it is unclear how much the results of the Trembr framework depend on the quality of the map-matching performed in the preprocessing step, and consequently, on the sampling rate of the raw trajectory.

### 3.4 Applications

The task of comparing vehicular trajectories is fundamental for trajectory analysis applications such as predictive queries [51], traffic monitoring [79, 101], and behavior mining [197]. These analysis applications are, in turn, enablers of numerous other applications. For instance, driver assistance systems can detect traffic congestion in real time and calculate optimal routes. The public administration can learn about traffic patterns to guide the policies of urban mobility improvement, or use historical data to forecast the development of traffic jams. Automobile insurers or taxi companies might benefit by applying behavior analysis or recognizing anomalous trajectories. Therefore, choosing a proper similarity measure plays a crucial role in enhancing the efficiency and precision of these applications. For example, DTW-based approaches provide accurate results for similarity-based trajectory retrieval, but they are not suitable for trajectory retrieval in large databases. In the following, we present some analysis applications of vehicular trajectory similarity measures and discuss open research problems related to these applications.

#### 3.4.1 Similarity-based Trajectory Retrieval

Most applications of vehicular trajectory similarity measures derive from the search for related trajectories in large vehicular trajectory databases. For instance, when a vehicle is traveling on a known route, one can identify trajectories similar to the current, partial trajectory, from historical datasets to predict the travel time [181, 119, 95, 118]. As the employed similarity measure directly impacts the effectiveness and efficiency of these kinds of tasks, one needs to choose the most suitable similarity measure carefully. Given a distance function $F$, we can express the total time $T$ to evaluate a query as:

$$T = \text{I/O time} + \text{number of similarity evaluations} \times \text{complexity of } F$$ (3.29)
However, in many applications, the cost to solve the function $F$ is much higher than the cost of the other elements, especially now with the increasing availability of main memory [34].

**Sequential Search**

The most straightforward idea to search for trajectories similar to a given trajectory $T$ is to make a linear scan over all trajectories and pick those with distance to $T$ less than a given threshold [88]. However, using sequential scanning on today’s large-scale databases is becoming impractical. Therefore, there is a demand for the development of new indexing techniques that employ fewer similarity computations [36].

Even though the sequential search is not efficient for querying similar trajectories in large databases, it is still used as a last step verification by many similarity-based retrieval techniques, which in turn employ traditional similarity measures. For instance, DTW is a ubiquitous distance measure widely used in sequential searches. However, as it presents a high computational complexity, some proposals aim to optimize the performance of DTW to allow its usage in the searching of trajectories in massive datasets. A standard technique to accelerate DTW-based queries is to apply a lower bound to prune off unlikely candidate trajectories. Rakthanmanon et al. [158] demonstrated that, with careful implementation, DTW is much more efficient than advanced ED-based techniques.

**Trajectory Indexing**

When the used distance function is a metric, we can apply the triangle inequality property to index trajectories and thus improve the efficiency of trajectories retrieval. One approach is the **pivot-based metric index** [39], which works as follows. First, in a pre-processing step, select the reference trajectories (pivots) $P_1, ..., P_k$ from the trajectory dataset and compute their distances to all trajectories in the dataset. Then, given a threshold distance $d$ and a search trajectory $Q$, compute the distance from $Q$ to each pivot $P_i$. Now we can, employing the triangle inequality, prune off all other trajectories $T_i$ in which $|\text{dist}(Q, P_j) - \text{dist}(P_j, T_i)| > d$ guaranteeing no false dismissals. Many indexing structures follow this idea, such as AESA [164], LAESA [134], VP-tree [205], FQ-tree [13], MVP-tree [27], PM-tree [173], Omni-family [184], M-index [145], EP [165], and SPB-tree [35]. For instance, some tree-like indexes select the pivots as roots and stores the distances from each root to their children.

Another option to improve the querying of a dense set of trajectories is to store hash-
based trajectories instead of traditional spatial-indexing structures and use indexing techniques based on these hashes. For instance, trajectory fingerprinting with geodabs [33], discussed in Section 2.2.3, enables efficient queries on dense trajectory datasets. Although fingerprinting has a probabilistic nature, which makes the index unable to discriminate between true and false positives, the authors of geodabs demonstrated that it has a minimal influence on the accuracy of the results. Like other proposals, a drawback of the geodabs evaluation is that it relied on synthetic datasets due to the lack of public available large and dense trajectory datasets. Thus, an open research issue is to evaluate trajectory indexing techniques with real large-scale trajectory datasets.

Trajectory Similarity Join Problem

A variation of similarity-based retrieval is the trajectory similarity join problem, which intends at finding every pair of trajectories, from two distinct datasets, that have a similarity measure above a given threshold. Without loss of generality, techniques that address the trajectory similarity join problem can also be used to retrieve similar trajectories. Therefore, some studies employ similarity measures to address the trajectory similarity join problem [159, 168, 178, 204, 171, 211]. Besides that, self join (i.e., finding similar trajectories in only one dataset) is another way to visualize the clustering problem. We discuss trajectory clustering in Section 3.4.2.

Ta et al. [178] introduced the bi-directional similarity metric (BDS, discussed in Section 3.3.2) and signature-based methods to address the similarity join problem. They presented a set of algorithms for sorting, filtering, and indexing trajectories, which reduces the number of trajectory comparisons performed, and thus improves overall processing time. However, experimental results point to scalability issues for processing large databases. Therefore, the employment of more effective trajectory similarity measures that do not decrease the effectiveness of the results is still an open issue.

3.4.2 Clustering

Clustering is a tool that involves many disciplines for finding and defining groups of entities, called clusters, in datasets [137]. For instance, in the data mining research field, clustering is a mechanism for finding patterns in datasets. In knowledge discovery, it is a tool for updating, correcting, and extending the existing knowledge. In machine learning, it is a tool for prediction [137]. Therefore, vehicular trajectories clustering, which aims at grouping similar trajectories according to specific criteria, is a central application of
trajectory similarity measures. Recent surveys [24, 210] presented reviews of trajectory clustering algorithms. Thus, in this section, we briefly discuss similarity-based clustering techniques.

Some naive approaches rely on using trajectory similarity measures and adapting traditional clustering algorithms. For instance, Kim and Mahmassani [101] developed a framework that uses the LCSS distance and the DBSCAN algorithm [61] to cluster GPS-based trajectories. They also proposed the employment of hierarchical agglomerative clustering to identify traffic streams, and then, classify new trajectories.

K-means is a traditional and straightforward clustering algorithm that is still widely used in many areas [92]. The idea of K-means is to find $K$ clusters and associate each data point with the nearest cluster, aiming at minimizing the total variance of all data points in each cluster. However, this task is a known NP-hard problem. Therefore, most proposals employ a standard algorithm to find a local optimum. However, Meilä [132] demonstrated that if the clusters are appropriately defined, the probability that K-means converges to the global optimum is high. K-means performs many comparisons between data points. Thus, it is crucial to use similarity measures that are fast to compute, such as FastDTW, when applied to cluster vehicular trajectories [166].

T-OPTICS [138] is a popular density-based trajectory clustering algorithm that employs the euclidean distance and extends the OPTICS algorithm [9] to work with trajectories. Besides the T-OPTICS, the OPTICS algorithm inspired many other studies. Deng et al. [52] proposed an algorithm called Tra-POPTICS aiming at improving both the scalability and computing performance to cluster big trajectory datasets. Tra-POPTICS is inspired by the POPTICS algorithm [151], which in turn is a scalable version of the OPTICS algorithm. One of its modifications is that it employs the similarity measure introduced by Frentzos et al. [63] rather than using the euclidean distance.

As vehicle trajectories can be quite long, some clustering methods aims at grouping common sub-trajectories instead of whole trajectories, which can be useful for many applications. For instance, one may be interested in recovering all vehicles that traveled close to a set of road segments. TRACLUS [113] is a framework composed of two components. In the first component, an algorithm based on the minimum description length (MDL) principle [72] is responsible for partitioning the trajectories into sub-trajectories (line segments). Then, in the second component, a density-based clustering algorithm groups similar sub-trajectories into clusters.

Hu et al. [86] applied the Dirichlet process mixtures to represent, cluster, and find trajectories. Their technique employs the discrete Fourier transform (DFT) to describe
sub-trajectories, which, in turn, are then used to train the DPMM. Then, they use the parameters of the tDPMMs to index the trajectory patterns. Unlike most other work, their method automatically estimates a suitable amount of clusters and can cluster new trajectories without retraining. However, their discussion about the method focuses on video-based trajectories, and it is unclear what would be the result of applying it to cluster low sampled GPS-based or road-network constrained trajectories.

Fast-clusiVAT \cite{110} is another trajectory clustering algorithm that automatically estimates a suitable amount of clusters. In summary, Fast-clusiVAT is a modified and faster implementation of the clusiVAT algorithm \cite{109} that employs the trajDTW distance measure. Experimental results showed that fast-clusiVAT outperforms some widely used clustering algorithms and provides a significant speedup over its previous version, clusiVAT, without loss of cluster quality.

Most of the clustering techniques discussed above employ a distance function but do not take into account the turn restrictions of the road networks. Han et al. \cite{79} tackled this issue by proposing the NEAT system to cluster road-network constrained trajectories. Besides addressing road-network constrained trajectories, NEAT also considers the road-network-based proximity. NEAT is a three-phase clustering framework based on the following design guidelines. First, the road intersections represent initial partitioning points, and the indivisible sub-trajectories, called fragments, represent the trajectories. Next, the fragments that also represent road segments are clusters of objects associated with the trajectories. Finally, the last phase groups the fragments by taking into account the turn restrictions of consecutive road segments. Although the NEAT framework does not directly employ a similarity measure, it uses a function based on the Hausdorff distance in the last phase. The advantage of the NEAT framework is that as it uses the information about the road network restrictions and does not depend on computing many slow distance measures, it runs very fast. Experiments have shown that NEAT is faster than the TRACLUS framework \cite{113} by more than three orders of magnitude. However, NEAT depends on a preprocessing stage that solves the map-matching problem to divide the trajectories into fragments.

### 3.4.3 Similarity-based Trajectory Prediction

We can use historical trajectory data and similarity measures to predict short- and long-term vehicle trajectories. For instance, short-term mobility prediction is crucial for advanced driver assistance systems and autonomous driving, and with long-term mobility
prediction, traffic monitoring systems can forecast traffic congestion and guide drivers to faster routes. Recently, Lefèvre et al. [115] reviewed techniques for vehicle motion prediction, most of which rely on the Markov property. Besides that, other studies have proposed the use of deep neural networks, such as Long Short Term Memory (LSTM) [94] and Convolutional Neural Network [126], for vehicle trajectory prediction.

Some proposals employ similarity measures for prediction by matching the current and partial vehicle trajectory with the motion patterns learned from historical data [146, 161, 198]. Okamoto et al. [146] proposed a technique to predict short-term vehicle-motion that, in addition to the Markov property, applies a modified DTW distance and the notion of conservation of similarity (CoS). The basic idea of the CoS is that if two vehicles behaved similarly for the previous several seconds, they would move similarly in the next several seconds, implying that the similarity between the vehicles is conserved. Their method assumes that some vehicles behave similarly due to restrictive constraints such as traffic rules. However, the high computational complexity of the modified DTW may prevent its use in large databases.

Rathore et al. [161] proposed the Traj-clusiVAT-based TP clustering framework. The framework is based on the Markov model and can make long-term and short-term predictions. The Traj-clusiVAT-based TP framework employs the Traj-clusiVAT algorithm, which is an extension of the clusiVAT clustering algorithm. One of the improvements of the Traj-clusiVAT algorithm is that it implements a new method to calculate, for each cluster, a representative trajectory, which is then used to distribute new trajectories to an existing cluster. Because of that, the Traj-clusiVAT-based TP framework can handle big trajectory datasets in dense road networks efficiently.

### 3.4.4 Trajectory Outlier Detection

Trajectory outlier detection aims at finding trajectories or sub-trajectories that deviate so much of other trajectories of the dataset [133]. It has a broad application base. For instance, removing outliers is a crucial preprocessing step in support of data mining tasks. Also, the occurrence of similar outliers within a brief time window can indicate abnormal events such as traffic accidents.

Recently, Meng et al. [133] make a review of trajectory outlier detection algorithms from three aspects. First, they classified the algorithms that take into account multi-attributes, such as speed, direction, position, and time. The second viewpoint is if the outlier detection algorithm employs a proper distance function to compute the difference
between trajectories efficiently and accurately. Finally, they reviewed studies that aim at enhancing prior outlier detection algorithms regarding space complexity and processing time. In this section, we are interested in trajectory outlier detection algorithms that employ distance measures.

Some of the earlier trajectory outlier detection algorithms compare whole trajectories and thus are not able to detect outliers in sub-trajectories [103]. To solve this problem, Lee et al. [112] presented a two-stage framework for trajectory outlier detection. The first stage breaks a trajectory into line segments, and the second stage identifies outliers from the set of line segments. Besides the framework, they developed an outlier detection algorithm for sub-trajectories, called TRAOD, that employs a line segment Hausdorff distance. A drawback of the TRAOD algorithm is that it only involves the spatial information of the trajectory and ignores the temporal information.

Mirge et al. [136] proposed a straightforward technique that employed the Hausdorff distance to detect outliers in GPS-based trajectory databases. In summary, they calculate the pairwise Hausdorff distance of all trajectories in the dataset and cluster them according to their distances. Then, the approach identifies all trajectories of a cluster as outliers if the cluster size is below a given outlier threshold. Due to its high computational complexity, one can use this approach only to detect outliers in small databases. Besides that, it is unclear how we can choose the value of the outlier threshold.

Wu et al. [197] presented a technique called DB-TOD for the detection of trajectory outliers that models human behavior by extending the maximum entropy inverse reinforcement learning model. The main advantage of their approach is the ability to detect potential outliers from partial trajectories. The DB-TOD learns from historical datasets the most probable route choices and then infers the likely cost of each road segment. This approach is efficient because the historical dataset is accessed only once for the training.

3.5 Future Research Directions

Even with the tremendous amount of research work in the field of vehicle trajectory data mining, the increasing availability of the so-called “big trajectory data” still presents a large set of challenges to be addressed, even for primary tasks such as trajectory similarity. Throughout this survey, we discussed some open issues that demand additional investigation related to specific methods and applications. In this section, we give an overview of potential research directions, most of which stem from the challenges of the
big data era.

Similarity-based trajectory retrieval, discussed in Section 3.4.1, despite being one of the most basic applications of a similarity measure, surprisingly is still an open issue, at least when dealing with massive datasets. The problem is two-fold. First, accurate similarity measures are time demanding. Second, as stated by Rakthanmanon et al. [158], who developed a known suite of optimizations for the DTW-based time series retrieval, “there are no known techniques to support similarity search of arbitrary lengths once we have datasets in the billions”. Although the set of optimizations presented by Rakthanmanon et al. [158] shows the best results in the literature, the time required to process massive datasets is still high (several hours). Therefore, we still lack efficient approaches to tackle the similarity-based search of big trajectory data.

Another big challenge regards the trajectory representation. As discussed in Section 2.2, the most widely-used vehicle trajectory representations are the GPS-based trajectories and road-network constrained trajectories. The advantage of these representations is their simplicity, which facilitates the development of efficient similarity measures and applications. However, these representations lack the level of detail required by many applications. For instance, none of these representations can provide the vehicle’s location/speed at any given timestamp. For a GPS-based trajectory, it is possible to apply preprocessing techniques to increase its granularity (sampling rate), but for some situations, this is not enough yet. Moreover, increasing the trajectory sizes also increases the processing time of data analysis tasks. A promising direction is to develop machine learning-based techniques to represent the trajectories better, such as the novel deep learning trajectory representation proposed by Li et al. [117].

Although this Chapter focuses on vehicle trajectory data, emerging smart mobility solutions will need to tackle trajectories from different data sources and modes of transport. Therefore, besides the development of advanced trajectory representations, there is a need for novel data fusion and visualization techniques to address multi-modal and multi-source trajectories. Furthermore, a relevant open research problem in this subject is the impact of these heterogeneous trajectories on the effectiveness of existing similarity measures.

3.6 Chapter Remarks

The increasing availability of vehicular mobility data attracted many researchers in the last couple of years due to its extensive amount of applications and the demand for
algorithms to mine big trajectory data. For some data mining tasks (e.g., clustering and retrieval), the development of efficient and accurate similarity measures plays an important role.

This Chapter surveyed the research efforts related to vehicular trajectory similarity measures. We presented a comprehensive review of methods to compare trajectories. In doing so, we classified each method according to the trajectory representation and features such as metricity, computational complexity, and robustness to noise and local time shift. Finally, we presented an overview of applications of trajectory similarity measures and briefly discussed some open research problems.
Table 3.1: Surveys on trajectory similarity measures

<table>
<thead>
<tr>
<th>Reference</th>
<th>Methods covered</th>
<th>Goals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al. [191]</td>
<td>Methods for GPS-based trajectories: ED, DTW, PDTW, LCSS, ERP, and EDR</td>
<td>Evaluate the effectiveness of the measures and demonstrate their advantages and drawbacks through an experimental study</td>
</tr>
<tr>
<td>Magdy et al. [128]</td>
<td>Methods for GPS-based trajectories: ED, DTW, Time Warp edit distance, ERP, EDR, LCSS, Spatial Assembling Distance, Hausdorff distance, and Fréchet distance</td>
<td>Classifies methods concerning their computational cost, whether the measure is metric or not, the capacity to handle trajectories of different lengths, and robustness to deal with noise and local time shifting</td>
</tr>
<tr>
<td>Yu Zheng [215]</td>
<td>Methods for GPS-based trajectories: Closest-pair, DTW, LCSS, EDR, and ERP. Methods for road-network constrained trajectories: Minimum Bounding Rectangles distance and Trajectory-Hausdorff distance</td>
<td>Presents a brief discussion on the main methods to calculate the distance between trajectories, or between trajectories and GPS points</td>
</tr>
<tr>
<td>Toohey and Duckham [183]</td>
<td>Methods for GPS-based trajectories: LCSS, Fréchet distance, EDR, and ERP</td>
<td>Compares four methods through an experimental study and briefly discuss some applications</td>
</tr>
<tr>
<td>Besse et al. [23]</td>
<td>Methods for GPS-based trajectories: DTW, LCSS, EDR, and ERP</td>
<td>Reviews methods focusing on one application (trajectory clustering), and propose a new method called SSPD</td>
</tr>
</tbody>
</table>
### Table 3.2: Main Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_i$</td>
<td>GPS Trajectory $i$</td>
</tr>
<tr>
<td>$</td>
<td>T_i</td>
</tr>
<tr>
<td>$\rho^i_j$</td>
<td>$i$th point of Trajectory $j$</td>
</tr>
<tr>
<td>$dist(\rho_i, \rho_j)$</td>
<td>Straight-line distance between the given points if they are in Euclidean space, or the greatest circle distance if the points are geographical</td>
</tr>
<tr>
<td>$Head(T_i)$</td>
<td>First point of $T_i$, that is, $\rho^1_i$</td>
</tr>
<tr>
<td>$Rest(T_i)$</td>
<td>Sub-trajectory of $T_i$ without the first point $\rho^1_i$</td>
</tr>
</tbody>
</table>

### Table 3.3: Trajectory Similarity Methods for GPS-based Trajectories.

<table>
<thead>
<tr>
<th>Method</th>
<th>Complex.</th>
<th>Metric</th>
<th>$\neq$ len.</th>
<th>Param.-free</th>
<th>Loc. Ti. Shift</th>
<th>Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>ED</td>
<td>$O(n)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTW</td>
<td>$O(n^2)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>PDTW [99]</td>
<td>$O(n^2)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FastDTW [166]</td>
<td>$O(n)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SDTW [129]</td>
<td>$O(n^2 \log n)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>ERP [37]</td>
<td>$O(n^2)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EDR [38]</td>
<td>$O(n^2)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>TWED [130]</td>
<td>$O(n^2)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>LCSS [190]</td>
<td>$O(n^2)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fréchet Dis.</td>
<td>$O(n^2 \log n^2)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Hausdorff Dis.</td>
<td>$O(n^2)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>EDwP [159]</td>
<td>$O(n^2)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
Chapter 4

The Rio Center Dataset

This Chapter presents a novel real-world and large-scale vehicle trajectory dataset, called Rio Center Dataset. The dataset is based on the central zone of Rio de Janeiro and comprises trajectories acquired from a private company located in Brazil that tracks GPS-equipped vehicles from different users (e.g., regular users, taxi/app drivers). We prepare different versions of the dataset, each version with a different set of trajectories for different purposes. The first version is a novel benchmark dataset designed to support the evaluation of trajectory reconstruction and map-matching solutions, and the second version is a large-scale dataset of reconstructed road-network constrained trajectories. This second version supports the evaluation of data mining techniques that relies on big data. Finally, we present a version containing road-network constrained trajectories for evaluating vehicular networks scenarios that relies on trajectory prediction. We use these new datasets to perform extensive experiments on the methods, algorithms, and protocols proposed in this thesis.

4.1 Introduction

Vehicular trajectory data is increasingly available due to the population growth in urban centers and the advances in location-acquisition technologies, which results in many GPS-equipped vehicles generating massive trajectory traces. This data is crucial to understanding the rapidly-changing mobility aspects of society and developing novel transportation modes. Furthermore, vehicular trajectory datasets are useful for applications in many research fields, such as location-based social networks, data-mining-based applications, traffic analysis [44, 46], urban planning, and vehicular networks.
Mobility datasets are essential for the development of applications and protocols for vehicular networks. First, we can design more efficient and effective routing protocols by analyzing vehicle traces. For instance, we can develop better delay-tolerant routing protocols by employing trajectory prediction models based on historical mobility datasets. Second, an effective and widely used way to evaluate vehicular networks is to perform simulations based on real mobility traces. However, there are few vehicle trajectory datasets available today \[32\]. Furthermore, most of these datasets have synthetically created traffic demand or represent only one class of vehicles (e.g., taxis), which is not enough to represent a region’s traffic diversity in most cases \[32\].

In this Chapter, we present a new vehicular trajectory dataset based on the city of Rio de Janeiro - Brazil. The dataset contains data from more than ten thousand vehicles of different categories, tracked over one year. We generate dataset versions from different subsets of trajectories, each version with a specific purpose. To the best of our knowledge, this is the first large-scale and realistic dataset that includes various vehicle types (e.g., personal, cargo, and taxis).

We organize the remainder of this paper as follows. Section 4.2 gives an overview of the dataset, presenting the process of data acquisition and some statistics. Sections 4.3, 4.4, and 4.5 presents the three versions of the dataset. Finally, Section 4.6 concludes this Chapter.

4.2 Dataset Overview

The trajectories that comprise the Rio Center Dataset come from a private company that tracks hundreds of thousands of vehicles in Latin America. We decided to prepare a dataset based on the central zone of Rio de Janeiro city for three reasons. First, we need to constrain the road network size to allow the execution of multiple experiments that the dataset intends to (e.g., map-matching and vehicular networks simulations) in a feasible time. Second, the central zone of the city of Rio de Janeiro contains a wide variety of road network configurations, such as roundabouts, viaducts, and complex intersections, which allows the evaluation of different situations with a single scenario. Lastly, we can create scenarios with a high density of vehicles in this region, as more than ten thousand tracked vehicles traveled across it.

We retrieved the road network of the central zone of Rio de Janeiro using OpenStreetMap \[148\] and generated its graph representation \(\mathcal{N} = (\mathcal{V}, \mathcal{E})\), as defined in Chapter 2, using the OSMnx \[25\]. We used the simplify option of OSMx, so that nodes
represent the intersection of road segments, instead of including all the interstitial OSM
nodes. Each arc contains the linestring to represent the shape of the segment. Figure
4.1 shows the map of the final version of the road network \(N\), and Table 4.1 summarizes
some statistics of the dataset.

Figure 4.1: The road network of the Rio Center Dataset.

During the monitoring time, more than ten thousand vehicles traveled through the
region’s roads, generating millions of data points. However, we did not use all recorded
data to generate the trajectory datasets. Instead, we select trajectories from different
timeframes (and durations) to generate the dataset versions according to their purpose.
Disregarding the timeframe, we extract the GPS-based trajectories (as defined in Chap-
ter 2) using a basic set of information (i.e., longitude, latitude, acquisition timestamp,
and vehicle ignition) from the logs as follows. First, we segment the logs from each vehicle
using the vehicle’s ignition information. A valid GPS-based trajectory is a consecutive sequence of GPS points where ignition is on. In some situations, a GPS device can present malfunctioning and generate large consecutive sequences of online GPS points comprising more than one trajectory. We observe some of these problems in our dataset. Therefore, we preprocess the dataset to remove outliers (in terms of trajectory length) using the interquartile range (IQR) method. That is, we remove trajectories of length above the 75th or below the 25th percentile by a factor of 1.5 times the IQR. Besides, we discard sequences of size one. This process is repeated for each dataset version presented in Sections 4.3, 4.4, and 4.5.

### 4.3 The Rio Center Dataset for Trajectory Reconstruction

In Chapter 6, we propose a solution for the trajectory reconstruction problem. In summary, trajectory reconstruction is the process of converting GPS-based trajectories into road-network constrained trajectories. One of the significant challenges for this research area is the lack of reliable datasets with ground-truth data, which hinders the evaluation and comparison between methods to solve the trajectory reconstruction problem. Therefore, we prepared a version of the Rio Center dataset for experiments concerning this problem. The *Rio Center Dataset for Trajectory Reconstruction* is a novel benchmark dataset designed to support the evaluation of trajectory reconstruction and map-matching solutions.

We generated eighteen road-network constrained trajectories by manually analyzing

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Intersections</td>
<td>2192</td>
</tr>
<tr>
<td>Number of Arcs</td>
<td>4439</td>
</tr>
<tr>
<td>Total Arcs Size (km)</td>
<td>575,855.8</td>
</tr>
<tr>
<td>Average Arcs Size (m)</td>
<td>129.73</td>
</tr>
<tr>
<td>Number of Vehicles</td>
<td>(\approx 10,000)</td>
</tr>
<tr>
<td>Monitoring Time</td>
<td>one year</td>
</tr>
</tbody>
</table>
each valid raw trajectory and the underlying road network individually. A valid raw trajectory is a consecutive sequence of more than one GPS point where ignition is on. Figure 4.2 presents the trajectories of the dataset, which are from different areas in the central zone of Rio de Janeiro.

![Figure 4.2: The 18 reconstructed trajectories of the Rio Center Dataset for trajectory reconstruction.](image)

This dataset version contains a small number of trajectories compared to the other versions. This difference happens because the manual reconstruction process is extremely slow and must be done carefully. Each point is analyzed individually, and the sections of the trajectories are also analyzed together to prevent errors. Despite the small number of trajectories, they present different road-network scenarios with characteristics that hinder the trajectory reconstruction process. For instance, some trajectories cover areas
with roundabouts, complex intersections, viaducts, and tunnels. Figure 4.3 shows one of the trajectories, which crosses a region with several intersecting viaducts. Most of the map-matching algorithms that do not consider the trajectory as a whole will wrongly match the sampled points in the viaduct area.

Figure 4.3: One of the trajectories from the Rio Center Dataset for Trajectory Reconstruction. The trajectory crosses a region with multiple viaducts and tunnels, which hinders the reconstruction of the trajectory.

4.4 The Rio Center Dataset for Data Mining

Data mining techniques, such as clustering and prediction, require a large volume of data. Therefore, we create a dataset version containing trajectories from a more extensive timeframe. In this thesis, we use this dataset in Chapter 6 to evaluate the proposed
The Rio Center Dataset for Data Mining contains four months of recorded data, resulting in 526,467 trajectories. We prepare a set of GPS-based trajectories and another set of road-network constrained trajectories, making it helpful for methods that use these trajectory representations. We generate the set of road-network constrained trajectories using the map-matching-based framework for trajectory reconstruction proposed in Chapter 5. Figure 4.4 shows a sample of the trajectories on the road network map $\mathcal{N}$. Table 4.2 summarizes some statistics of the dataset.

Figure 4.4: Sample of the trajectories of the Rio Center Dataset for Data Mining.
The Rio Center Dataset

Table 4.2: Rio Center Dataset for Data Mining statistics.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Trajectories</td>
<td>526,467</td>
</tr>
<tr>
<td>Monitoring Time</td>
<td>4 months</td>
</tr>
<tr>
<td>Average Size (Number of Roads)</td>
<td>18.36</td>
</tr>
<tr>
<td>Average Size (km)</td>
<td>3.34</td>
</tr>
</tbody>
</table>

4.5 The Rio Center Dataset for Evaluating Prediction-based Methods for Vehicular Networks

The last dataset version aims to assist in experiments of algorithms and protocols of vehicular networks based on trajectory prediction. In this thesis, we use this dataset version to evaluate the VDDTP algorithm, proposed in Chapter 5.

The dataset comprises one month of recorded trajectories, from October 17, 2021, to November 15, 2021, and has two sets of road-network constrained trajectories. We use the first set to perform vehicular network experiments and the second set to create trajectory prediction models. The first set contains all trajectories that start and end within a time window of two hours (from 6:00 a.m. to 8:00 a.m. of November 15, 2021), and the remaining ones compose the second set. As within the dataset for data mining, we generate the set of road-network constrained trajectories using the map-matching-based framework for trajectory reconstruction proposed in Chapter 5. Table 4.3 summarizes some statistics of the dataset.

Table 4.3: Rio Center Dataset for Evaluating Prediction-based Methods for Vehicular Networks.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Trajectories</td>
<td>456,835</td>
</tr>
<tr>
<td>Number of Trajectories (training)</td>
<td>456,116</td>
</tr>
<tr>
<td>Number of Trajectories (evaluation)</td>
<td>719</td>
</tr>
<tr>
<td>Duration</td>
<td>30 days</td>
</tr>
<tr>
<td>Duration (evaluation)</td>
<td>2 hours</td>
</tr>
</tbody>
</table>
4.6 Chapter Remarks

This Chapter presented the Rio Center Dataset, a novel real-world and large-scale vehicle trajectory dataset based on the city of Rio de Janeiro, Brazil. Unlike most related work, the Rio Center Dataset contains data from different users (e.g., regular users, taxi/app drivers), making it more suitable for realistic experiments.

We designed various dataset versions containing different subsets of trajectories and data formats, each for specific purposes. These datasets aim to assist in carrying out experiments and simulations to evaluate the algorithms, methods, and protocols proposed throughout this thesis.
Chapter 5

A Novel Scalable Framework to Reconstruct Vehicular Trajectories from Unreliable GPS Datasets

Vehicle trajectory data is of paramount importance in many applications and research areas, such as vehicular networks and Intelligent Transportation Systems (ITS). However, data gathered from location acquisition devices generally contain positional errors that hinder its applicability, and therefore processing techniques are necessary to improve the quality of trajectory data. For instance, physical constraints of the road network that bounds the vehicles’ movement can be used to represent a trajectory better. Therefore, this Chapter proposes an efficient framework to reconstruct road-network constrained trajectories from GPS-based datasets. The framework employs novel processing algorithms and models to prepare even low sampled trajectories, which naturally present gaps, for real applications. The experimental results show that the proposed framework has a better time complexity and accuracy than the other methods in all evaluated scenarios.

5.1 Introduction

The growing availability of trajectory data generated by GPS-equipped vehicles offers us crucial information for applications in different research areas (e.g., location-based social networks, vehicular networks, Intelligent Transportation Systems, route recommendation, traffic analysis, and urban planning [44, 49]). However, trajectories acquired from
satellite-based positioning systems generally contain precision errors that we need to fix to improve the applicability of these data [106]. For instance, most datasets have low sampling rate data, which results in gaps between recorded points. On the other side, high sampling rates can result in scenarios in which a vehicle records two subsequent points, and the first one appears further distant on the road segment than the second point. Some of the techniques to enhance trajectory data are noise filtering, segmentation, and map matching [215].

Map-matching is the process of mapping each trajectory point to a road of the transportation network. However, the definition of this process varies in the literature depending on the application. For instance, tracking applications use map-matching to recover the vehicle’s route from a sequence of GPS points if the sampling frequency is high enough, and navigational applications only “snap” individual points to the road network [106]. These usual definitions of map-matching do not require recovering the entire path traveled by the vehicle.

In this Chapter, we investigate the trajectory reconstruction problem. Trajectory reconstruction is the problem of recovering the whole path traveled by the vehicle from a GPS-based trajectory. We call the reconstructed trajectory a road-network constrained trajectory. The trajectory reconstruction problem differs from map-matching as the first generates a sequence of connected road segments representing a valid trajectory, and the latter’s output can be an invalid trajectory. For instance, map-matching for tracking applications can be seen as a sub-task of the trajectory reconstruction problem as it produces a sequence of unconnected road segments.

The performance evaluation of techniques for the trajectory reconstruction problem and map-matching requires reliable datasets with ground-truth data. However, this kind of dataset with ground-truth data can only be acquired through a manual process due to absence of an automated method for trajectory reconstruction that guarantees results with 100% accuracy. Because of that, there is a lack of reliable datasets with ground-truth data, representing one of the significant challenges for this research area. This lack of manually reconstructed datasets hinders the evaluation and comparison between methods to solve the trajectory reconstruction problem.

In this context, we propose a novel framework to reconstruct road-network constrained trajectories from GPS-based trajectories. The framework consists of four components to rebuild the road-network constrained trajectory from a given road network graph and GPS-based trajectory. In each component, we propose novel algorithms and models that reduce the overall time complexity of the framework and improve the ac-
accuracy of the reconstructed trajectory. Compared with state of the art, we highlight the following improvements. First, we propose a preprocessing technique to reduce the overall computational overhead of map-matching based solutions for the trajectory reconstruction problem. Second, the majority of the map-matching based solutions rely on a step called Candidate Set Selection, which has a significant impact on the computational complexity and accuracy of the solutions. In this aspect, we introduce and evaluate a novel technique to compute the candidate set. This technique improves both the accuracy and complexity, not only of the proposed framework but also of the related proposals. Finally, different from most related work, our solution recovers the paths traveled between consecutive matched samples, and, thus, reconstructs the trajectories completely. Experiments reveal that our framework efficiently provides accurate results to reconstruct trajectories with different sampling rates and outperforms some related work regarding the accuracy and computational complexity.

It is important to note that this Chapter focuses on problems regarding data preprocessing instead of its applications. Therefore, the relation between the proposed framework and Vehicular Ad-hoc Networks (VANETs) is that VANETs can benefit from trajectories reconstructed by the framework. For instance, we can perform more accurate evaluations of vehicular networks by using reliably reconstructed trajectories instead of GPS-based data that contain errors. However, VANET (and its associated applications) is just one of the possible scenarios for our trajectory reconstruction framework.

5.2 Related Work

Most of the literature regarding the trajectory reconstruction problem proposes map-matching techniques for tracking applications [105, 140, 69, 8, 54, 66], which is a sub-task of the trajectory reconstruction problem. Therefore, this section presents a literature review of state-of-the-art solutions for the map-matching problem related to tracking applications.

Many algorithms to solve the map-matching problem are based on the Hidden Markov Model or closely related [105, 140, 69, 8, 54]. One of the best-known methods, and probably the most used in the industry to date, is the algorithm proposed by Newson and Krumm [140], which extends another HMM-based map-matching algorithm [105]. The original version of the algorithm restricts the map-matched trajectory to those routes whose expected travel time is congruent with the observed travel time. On the other hand, the extended version favors transitions where the distance between two consecutive
trajectory points is similar to the shortest driving distance between the matched samples.

The approach introduced by Krumm et al. also served as inspiration for many other algorithms, such as the ST-Matching \[124\]. ST-Matching is an algorithm designed to match points of low-sampled trajectories. It has a spatial and temporal component. The temporal component favors paths in which the average speed is similar to the speed limit of the roads. The spatial component contains an “observation probability,” which is equal to the “measurement probability” proposed by Newson and Krumm \[140\], and a “transition probability” based on the same idea of the transition probability of Newson and Krumm. IVMM \[212\] is an extension of the ST-Matching that, besides the spatial and temporal information, proposes a voting-based strategy to model the weighted mutual influences between trajectory points. A shortcoming of the ST-Matching and IVMM is that they rely on road speed limits information, which is not always available, especially in publicly available datasets.

The “Path Inference Filter” (PIF) \[87\] is a trajectory reconstruction solution based on Conditional Random Fields (CRF). PIF employs a set of algorithms aiming at recovering trajectories and road positions from low-frequency probe data. The main reason to use CRF over HMM is to solve the “selection bias problem,” which is a problem commonly found in HMM-based models. The experimental results showed in \[87\] are promising in terms of matching accuracy. However, the Path Inference Filter considers ten influencing factors that are difficult to obtain, and its computational complexity might be too prohibitive. Liu et al. \[122\] proposed the ST-CRF to improve the time complexity of the CRF-based method. To do so, the ST-CRF considers only the spatial-temporal influencing factors, and, thus, it is more suitable for most scenarios.

Yin et al. \[206\] proposed a feature-based algorithm that uses GPS observations and human factors to estimate the cost of candidate routes and reconstruct a vehicle trajectory. The experimental results showed that their method improves the accuracy of the reconstructed trajectory, but the processing time is higher than the two related proposals evaluated.

More recent studies propose heuristics to solve the map-matching problem for tracking applications. For instance, AntMapper \[70\] is an ant colony-based algorithm that uses trajectory information such as speed, bearing, and location to compute both a local heuristic and a global fitness. The search for the best path employs local and global information. The AntMapper has the shortcoming of only working if all required data (e.g., speed and bearing) is available.

The solutions reviewed in this section have one or more of the following drawbacks:
• They depend on data that may be unavailable, such as road speed limits and vehicle’s speed and heading. Processing time (e.g., several minutes per trajectory point), since those solutions are inefficient in reducing the number of roads processed, making them unsuitable for large scenarios or trajectories.

• They map points to the road network individually instead of recovering the whole trajectory of the vehicle. Because of that, the recovered trajectory can be invalid considering gaps (unconnected consecutive roads, which are common in low-sampled trajectories.

• Their experiments are based on relatively small datasets. These datasets fail to include various characteristics that hamper the trajectory reconstruction problem, such as complex intersections, roundabouts, and viaducts.

5.3 Problem Formulation

We formally define the Trajectory Reconstruction problem using the definitions of the road network, GPS-based trajectory, and road-network constrained trajectory presented in Chapter 2. Given a graph $N$ that represents the road network and the GPS-based trajectory $T_{gps}$, trajectory reconstruction is the problem of finding a path in graph $N$ that corresponds to the correct route traveled by the vehicle during the generation of the $T_{gps}$’s points. The output of this process is represented by a road-network constrained trajectory $T = (t_1, t_2, \ldots, t_n)$.

5.4 Proposed Framework

5.4.1 Preliminaries

To reconstruct a vehicle trajectory, we first need to understand how the vehicles generate the recorded points. Given some raw trajectory $T = (\rho_1, \rho_2, \ldots, \rho_n)$, it is reasonable to assume that, for every point $\rho_i$, the vehicle must have been in one of the arcs geographically close to it. Therefore, we can represent the vehicle’s exact location when it recorded the point $\rho_i$ as:

$$l_i = (e_i, offset_i)$$ (5.1)
where $e_i \in E$ is its current arc and offset$_i$ a non-negative number corresponding to its position at arc $e_i$ (i.e., the distance, in meters, between the starting point of the arc $e_i$ and the vehicle’s location at $e_i$).

For each pair of consecutive locations $l_i$ and $l_{i+1}$, the vehicle followed one path $p_i = (e_1, e_2, \ldots, e_{|p_i|})$ consisting of an ordered and non-empty set of connected arcs. The correct path $p_i$ belongs to a finite set of valid paths between $l_i$ and $l_{i+1}$. The first and last arcs of the correct path $p_i$ are the arcs $e_i$ and $e_{i+1}$, which correspond to the arcs traversed by the vehicle when it recorded the points $\rho_i$ and $\rho_{i+1}$, respectively. Finally, the course the vehicle took is a set of locations and paths $l_1 p_1 l_2 p_2 l_3, \ldots, p_{n-1} l_n$, and the road-network constrained trajectory we are trying to reconstruct is the union of the paths $p_i$ for all $i$ from 1 to $n$. Figure 5.1 illustrates the process of trajectory reconstruction with the components discussed above.

As previously discussed, the first step to reconstruct a trajectory is to select some candidate locations close to each point of the raw trajectory. We call this step candidate set selection. Figure 5.1 illustrates a trajectory and some candidate locations. For instance, point $\rho_1$ has four candidates locations represented by the arcs $e_{22}$, $e_{10}$, $e_7$, and $e_{21}$, and the points $x_{1,1}$, $x_{1,2}$, $x_{1,3}$, and $x_{1,4}$, where point $x_{i,j}$ is the point-to-segment projection of the trajectory point $\rho_i$ onto the candidate arc $e_i$. It is essential to keep the candidate set size (i.e., number of candidate locations) small because the time complexity of the entire process is directly proportional to it. Therefore, as long as we do not accidentally remove the correct arcs from the list of candidates, the most efficient solution is the one with the smaller candidate set. To the best of our knowledge, all related studies employ one of the following straightforward rules to choose the candidate arcs of each point: 1. all arcs within a given radius; 2. K-nearest neighbors; and 3. arcs within a given radius, limited to a maximum of K. We propose a custom technique for the candidate set selection in this work, which we describe in Section 5.4.4.

The next step is to find the probable paths between all pairs of consecutive candidate locations. A straightforward solution is to take the $k$-shortest routing paths between the candidate locations, with $k > 1$. In general, the lower the GPS sampling rate, the greater the distance between recorded locations, and the greater the number of likely paths between these locations. However, most location-acquisition devices record their positions with a sampling interval of at least 30 seconds. Accordingly, most publicly available vehicle trajectory datasets also have a high sampling rate [47]. Moreover, it is unlikely that a vehicle has traveled a path other than the shortest route between recorded locations with these sampling rates (we verified this by analyzing some publicly available
Figure 5.1: Example of a trajectory reconstruction and its components. The gray circles represent the raw GPS trajectory with three points $T_{gps} = (\rho_1, \rho_2, \rho_3)$. The yellow triangles $x_{i,j}$ represents some of the vehicle’s likely locations when it recorded the points. The white dashed line corresponds to the correct trajectory traversed by the vehicle. The correct arcs of the points $\rho_1$, $\rho_2$, and $\rho_3$ are $e_{22}$, $e_5$, and $e_6$, respectively, and the path the vehicle followed from $\rho_1$ to $\rho_2$ and from $\rho_2$ to $\rho_3$ are $p_1 = (e_{22}, e_{18}, e_5)$ and $p_2 = (e_5, e_6)$, respectively. Therefore, the reconstructed road-network constrained trajectory is $T = (e_{22}, e_{18}, e_5, e_6)$.

datasets). Therefore, we ignore the alternative paths in this work. We consider only the shortest routing path between two consecutive candidate locations. Consequently, the maximum number of trajectories that we will consider in the last step of the trajectory reconstruction process is a function of the number of candidate roads only.

The last step, called solution construction, selects the most likely sequence of arcs and in-between paths from the candidate set and then builds the final trajectory as the concatenation of the selected paths. Given a raw trajectory $T$ of length $n$, the upper bound number of candidate trajectories is $k^n$, where $k$ represents the maximum number of candidate locations per point. As the number of candidate trajectories grows exponentially with the trajectory length, processing all candidate trajectories is impractical.
Therefore, we propose a solution construction algorithm based on Hidden Markov models in this work. Section 5.4.5 presents the proposed models used to extract a set of information from the candidate locations. We use this information set in the solution construction step described in Section 5.4.6.

### 5.4.2 Overview

Figure 5.2 presents an overview of the proposed framework. The framework’s input is the road network definition and a raw trajectory, and its output is the reconstructed trajectory, as defined in Section 5.3. Besides the steps discussed in the preliminaries (i.e., candidate set selection, information modeling, and solution construction), the framework contains an initial processing step, which we present in Section 5.4.3.

![Figure 5.2: The components of the proposed framework to reconstruct vehicle trajectories.](image)

**Figure 5.2:** The components of the proposed framework to reconstruct vehicle trajectories.

### 5.4.3 Preprocessing

A preprocessing step applies techniques such as noise filtering to improve the trajectory data for the algorithms of a map-matching or trajectory reconstruction solution. For
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instance, Pink and Hummel \cite{155} used the extended Kalman filter to smooth the trajectory by combining the measured trajectory with the model’s predictions. However, this approach presents a poor performance on sparse trajectories. Another preprocessing technique is the straightforward algorithm proposed by Newson and Krumm \cite{140}. Their method ignores some trajectory points by moving sequentially through the trajectory points and removing those within a radius of two standard deviations from the last accepted one (the standard deviation is an attribute given as input to the algorithm). The reasoning behind this method is that when consecutive samples are close to each other, the difference in position is more likely to be due to noise than to actual vehicle movement.

We propose a preprocessing algorithm based on the solution presented by Newson and Krumm \cite{140}. The difference in our technique is that, instead of ignoring points close to each other, it uses them to smooth the trajectory. Algorithm 1 shows the proposed technique. We iterate through the trajectory points sequentially, looking for clusters of points. For each cluster found, we replace all its points with a new one with coordinates (i.e., latitude and longitude), speed, and direction equal to the average of the coordinates, speeds, and directions of the points in the group (Lines 7–10). The timestamp of the new point is equal to the timestamp of the first point of the group (Line 11). The function \( \| \cdot \|_{\text{geo}} \) (Line 4) computes the great-circle distance between the given points, and the function \( \text{atan2}(y, x) \) (Line 10) is the 2-argument arctangent function, which computes the angle between the x-axis and the vector \((x, y)\). The algorithm assumes that the points’ directions \( \rho.\text{dir} \) are in radians.

Figure 5.3 and Table 5.1 show the results of applying the proposed preprocessing algorithm to a trajectory taken from a real-world dataset compared to the technique presented by Newson and Krumm \cite{140}. The original trajectory has seven points, and both algorithms find three groups of points. Therefore, the result of applying the preprocessing algorithms is a trajectory containing three points. However, the algorithm of Newson and Krumm \cite{140} takes the first point of each group (Figure 5.3c), and our solution (Figure 5.3b) computes the group’s average point. The original trajectory’s points 4, 5, 6, and 7 indicate that the vehicle has turned left at the fork shown in the upper left corner of the map. Point 3 of the trajectory resulting from the proposed algorithm also suggests that the vehicle has turned left, but this is not evident in the trajectory resulting from the algorithm of the related work.
Algorithm 1 Procedure to reduce the trajectory length

Input: $T_{\text{gps}} = (\rho_1, \ldots, \rho_n)$: trajectory, $\sigma$: standard deviation
Output: The processed GPS trajectory $T_{\text{processed}}$

1: $T_{\text{processed}} \leftarrow \emptyset$, $i \leftarrow 1$
2: while $i \leq |T_{\text{gps}}|$ do
3:     $j \leftarrow i + 1$
4:     while $j \leq |T_{\text{gps}}| \land \|\rho_i, \rho_j\|_{\text{geo}} \leq 2\sigma$ do
5:         $j \leftarrow j + 1$
6:     end while
7:     $\rho_{\text{new.lng}} \leftarrow \sum_{k=1}^{j-1} \rho_k.lng$
8:     $\rho_{\text{new.lat}} \leftarrow \sum_{k=1}^{j-1} \rho_k.lat$
9:     $\rho_{\text{newspd}} \leftarrow \sum_{k=1}^{j-1} \rho_k.spd$
10:    $\rho_{\text{new.dir}} \leftarrow \text{atan2}(\sum_{k=1}^{j-1} \sin(\rho_k.dir), \sum_{k=1}^{j-1} \cos(\rho_k.dir))$
11:    $\rho_{\text{new.t}} \leftarrow \rho_i.t$
12:    $T_{\text{processed}} \leftarrow T_{\text{processed}} \cup \rho_{\text{new}}$
13:    $i \leftarrow j$
14: end while
15: return $T_{\text{processed}}$

5.4.4 Candidate Set

The candidate set $C_{\text{set}} = (L_1, L_2, \ldots, L_n)$ of trajectory $T_{\text{gps}} = (\rho_1, \rho_2, \ldots, \rho_n)$ is a set of location sets, where the location set $L_i = (l_{i1}, l_{i2}, \ldots, l_{im})$ comprises the locations of point $\rho_i$ candidates, and each location $l_i^j = (e, \text{offset})$ is a tuple containing the location’s arc and offset.

We propose a candidate set selection algorithm based on a custom heuristic that better adapts to the different road-network scenarios than the standard solution used by related work. Algorithm 2 presents an incremental implementation of the technique, which we base on the following concepts. The close neighborhood is a small radius from the vehicle’s position. If few candidates are in this close neighborhood, we need to increase the search radius until we find a reasonable number of candidates. We also need to define the maximum search radius and the maximum number of candidates to bound the computational complexity. Therefore, we introduce the parameters $D_{\text{soft}}$, $K_{\text{soft}}$, $D_{\text{hard}}$, and $K_{\text{hard}}$ that represent the close neighborhood, reasonable number of candidates, maximum search radius, and maximum number of candidates, respectively.
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Figure 5.3: Comparison of the proposed preprocessing technique and relate work.

Special Candidates

In some scenarios, a vehicle can record two subsequent points in which the first point looks further along a road segment than the second point. This scenario, illustrated in Figure 5.4, can occur if the vehicle circles a block or due to precision errors in the recorded locations. In the case of precision errors, most trajectory reconstruction algorithms will wrongly create a trajectory that circles a block to justify the positional errors. We try to fix this problem by generating special candidates (Line 14 of Algorithm 2). Whenever we find two candidate locations $l_i = (e_i, \text{offset}_i)$ and $l_{i+1} = (e_{i+1}, \text{offset}_{i+1})$ of points $\rho_i$ and $\rho_{i+1}$, respectively, where $e_i = e_{i+1}$ and $\text{offset}_i > \text{offset}_{i+1}$, we generate two additional candidate locations as $l_{\text{new}} = (e_i, \frac{\text{offset}_i + \text{offset}_{i+1}}{2})$ for points $\rho_i$ and $\rho_{i+1}$. We call source special candidate the new candidate location of $\rho_i$ and destination special candidate the new candidate location of $\rho_{i+1}$. These new candidate locations allow the proposed reconstruction algorithm (Section 5.4.6) to evaluate a trajectory without circling the block.

5.4.5 Information Modeling

The solution construction component of the framework uses two probabilistic models: the observation model and the transition model. The observation model describes the likelihood of a vehicle at location $l$ generating point $\rho$, and the transition model provides the probability of a vehicle moving from location $\hat{l}$ of some point $\rho_i$ to location $\hat{b}$ of the next point $\rho_{i+1}$.
Table 5.1: A trajectory of the Rio Center dataset and the results of preprocessing algorithms.

<table>
<thead>
<tr>
<th>Method</th>
<th>#</th>
<th>Lon.</th>
<th>Lat.</th>
<th>T. (s)</th>
<th>Spd (m/s)</th>
<th>Dir.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>1</td>
<td>-43.2070</td>
<td>-22.9236</td>
<td>120</td>
<td>45.17</td>
<td>277.95</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-43.2085</td>
<td>-22.9234</td>
<td>160</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-43.2087</td>
<td>-22.9233</td>
<td>170</td>
<td>16.34</td>
<td>334.29</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-43.2087</td>
<td>-22.9230</td>
<td>181</td>
<td>1.46</td>
<td>32.86</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>-43.2087</td>
<td>-22.9230</td>
<td>200</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-43.2087</td>
<td>-22.9229</td>
<td>227</td>
<td>10.54</td>
<td>328.87</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>-43.2088</td>
<td>-22.9227</td>
<td>240</td>
<td>3.08</td>
<td>319.66</td>
</tr>
<tr>
<td>Proposed</td>
<td>1</td>
<td>-43.2070</td>
<td>-22.9236</td>
<td>120</td>
<td>45.17</td>
<td>277.95</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-43.2086</td>
<td>-22.9233</td>
<td>160</td>
<td>8.18</td>
<td>347.14</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-43.20875</td>
<td>-22.9229</td>
<td>181</td>
<td>3.78</td>
<td>349.80</td>
</tr>
</tbody>
</table>

Observation Probability

Most related studies use the *noisy generative model* to calculate the observation probability. The observation probability \( o(\rho | l) \) is associated with the distance between point \( \rho \) and candidate location \( l \), i.e., \( o(\rho | l) = D(\|\rho, l\|_\text{geo}) \), where \( \|\cdot\|_\text{geo} \) computes the largest circle distance between the point and the location, and \( D \) is some probabilistic distribution that aims to describe the likelihood of occurrence of errors equivalent to \( \|\cdot\|_\text{geo} \) meters while recording a GPS point.

We propose an observation model that combines the noisy generative model with a model \( A \) extracted from the difference between the vehicle bearing and the road segment angle. The proposed observation probability \( o(\rho | l) \) has two components, one based on distance errors and another on angle errors. For the first component, the literature shows that the distribution of the errors of GPS measurements is approximately a zero-mean Gaussian. As for the second component, we analyze the Rio Center Dataset for Trajectory Reconstruction to fit the data with a proper distribution function \( A \), and find that it fits a beta distribution approximately (angles differences are normalized by
Algorithm 2 Incremental procedure to compute the candidate set of a trajectory

**Input:** $T_{\text{gps}} = (\rho_1, \rho_2, \ldots, \rho_n)$: GPS-based trajectory, $N = (\mathcal{V}, \mathcal{E})$: road network graph, $K_{\text{soft}}, K_{\text{hard}}, D_{\text{soft}}, D_{\text{hard}}$

**Output:** The ordered candidate set $C_{\text{set}} = (L_1, L_2, \ldots, L_n)$

1: $C_{\text{set}} \leftarrow \emptyset$
2: for each $\rho \in T_{\text{gps}}$ do
3:   $L \leftarrow \emptyset$
4:   $e \leftarrow \text{edge} \in \mathcal{E}$ closest to point $\rho$
5:   $d \leftarrow \text{distance from } \rho \text{ to } e$
6:   while $|L| < K_{\text{hard}} \land d \leq D_{\text{hard}} \land (|L| < K_{\text{soft}} \lor d \leq D_{\text{soft}})$ do
7:     offset $\leftarrow \text{distance between the starting point of } e \text{ and the projection of } \rho \text{ on } e$
8:     $L \leftarrow L \cup (e, \text{offset})$
9:     $e \leftarrow \text{next edge} \in \mathcal{E}$ closest to point $\rho$
10:    $d \leftarrow \text{distance from } \rho \text{ to } e$
11:  end while
12:  $C_{\text{set}} \leftarrow C_{\text{set}} \cup L$
13: end for
14: $C_{\text{set}} \leftarrow C_{\text{set}} \cup \text{compute special candidates from } C_{\text{set}}$
15: return $C_{\text{set}}$

Formally, the proposed observation probability $o(\rho \mid l)$ is:

$$o(\rho \mid l) = \mathcal{N}(\|\rho, l\|_{\text{geo}}) \times B(\|\rho, e\|_\theta)$$

$$= \frac{1}{\sigma \sqrt{2\pi}} e^{-\left(\frac{\|\rho, l\|_{\text{geo}}}{2\sigma}\right)^2} \times \frac{1}{B(\alpha, \beta)} x^{\alpha-1}(1 - x)^{\beta-1} \quad (5.2)$$

where $B$ is the beta function, $\sigma$, $\alpha$, and $\beta$ are the parameters of the normal and beta distributions, $e$ is the arc of location $l$, and $x = \|\rho, e\|_\theta$ is the angle difference between the vehicle angle at $\rho$ and the angle of the arc $e$.

**Transition Probability**

The literature shows that the probability of a vehicle at the location $l_i^a$ of point $\rho_i$ moving to the location $l_{i+1}^b$ of point $\rho_{i+1}$ is proportional to the absolute difference between $\|\rho_i, \rho_{i+1}\|_{\text{geo}}$ and $\|l_i^a, l_{i+1}^b\|_{\text{route}}$, where $\|\cdot\|_{\text{route}}$ computes the shortest path distance between given locations in the road network [140] [124]. Besides that, Newson and Krumm
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Figure 5.4: Example of a GPS trajectory with positional errors that hinder the trajectory’s reconstruction. The white line corresponds to the correct path, and the red line corresponds to the wrongly matched path that most trajectory reconstruction solutions find. Our framework fix this by creating additional candidates, called special candidates.

[140] observed that the difference between those distances follows an exponential distribution in a real-world vehicle trajectory.

We propose a transition model based on the work of Newson and Krumm [140], but that considers the special candidates. The transition probability between candidate locations $l^a_i$ of point $\rho_i$ and $l^b_{i+1}$ point $\rho_{i+1}$ is zero in the following three scenarios, which we call “special candidate scenarios”:

1. $l^a_i$ is a non-special candidate and $l^b_{i+1}$ is a special destination candidate.

2. $l^a_i$ is a special source candidate and $l^b_{i+1}$ is not a special destination candidate.

3. $l^a_i$ is a special destination candidate and $l^b_{i+1}$ is also a special destination candidate.

Another scenario in which we assign zero to the transition probability is when the speed required to travel from candidate location $l^a_i$ to candidate location $l^b_{i+1}$ is unrealistic. For that, we assign zero to the transition probability between locations $l^a_i$ and $l^b_{i+1}$ if the
average speed required to travel the shortest path between those locations is above a given threshold $v_{\text{threshold}}$.

Formally, the transition probability $T(l^a_i \rightarrow l^b_{i+1})$ is:

$$T(l^a_i \rightarrow l^b_{i+1}) = \begin{cases} 
0, & \text{if } v > v_{\text{threshold}} \text{ or is a "special candidate scenario"} \\
\frac{1}{\beta} e^{-\frac{E_r(l^a_i \rightarrow l^b_{i+1})}{\beta}}, & \text{otherwise} 
\end{cases}$$ (5.3)

where

$$E_r(l^a_i \rightarrow l^b_{i+1}) = \|\rho^a_i, \rho^b_{i+1}\|_{\text{geo}} - \|l^a_i, l^b_{i+1}\|_{\text{route}}$$ (5.4)

and

$$v = \frac{\|l^a_i, l^b_{i+1}\|_{\text{route}}}{\rho_i.t - \rho_{i+1}.t}.$$ (5.5)

Our framework keeps the list of arcs representing the shortest path between the candidates’ locations while computing the routing distances to reconstruct the entire trajectory later.

5.4.6 Solution Construction

The solution construction component creates a Hidden Markov Model (HMM) based on the observation and transition probabilities to reconstruct the road-network constrained trajectory. Widely used by map-matching algorithms, HMM is a statistical model that describes a system that follows a Markov process with hidden (unobservable) states. In general, the road segments and the trajectory points represents the hidden states and observations of the HMM, respectively. Then, to solve the trajectory reconstruction problem, we are interested in finding the “most likely explanation” for the specific sequence of observations (trajectory points), given efficiently by the Viterbi algorithm.

Figure 5.5 illustrates the proposed HMM-based model to reconstruct a given vehicle trajectory. The states of the HMM are the set of all pairs $(\rho_i, l^a_i)$ of trajectory points $\rho_i$ and candidate locations $l^a_i$, and the trajectory points $\rho_i$ are the observations of the model. The emission probability $P(\rho_i \mid (\rho_i, l^a_i))$ and the transition probability $T(l^a_i \rightarrow l^b_{i+1})$ are given by Equations 5.2 and 5.3, respectively, as described in Section 5.4.5. The initial probability $\pi_k$ of the state $(\rho_i, l^a_i)$ is computed with Equation 5.2 if $i$ is equal to one ($\rho_i$ is the first point of the trajectory), and zero otherwise.

The road-network constrained trajectory comes from the most likely sequence of hidden states of the HMM. Therefore, we use the Viterbi algorithm to compute the best
5.5 Evaluation

This section evaluates the effectiveness and efficiency of the proposed framework to reconstruct vehicular trajectories and compares it to some related work. We replicated each experiment five times and plotted the graphs with a confidence interval of 95%.

Figure 5.5: Example of the proposed HMM-based model to reconstruct a given vehicle trajectory. The states represented by green circles correspond to the special candidates.

The time complexity of the Viterbi algorithm is $O(|T| \cdot |E|^2)$. Still, as only a small subset of the states (the candidates) and transitions have a probability greater than zero, the time complexity of our implementation is $O(|T| \cdot K_{hard}^2)$. The reconstructed trajectory is the concatenation of the arcs from the states $(\rho_t, t^n)$ returned by the Viterbi algorithm, filled with the arcs of the shortest paths between these states.
Also, we implemented the proposed framework and related work methods using the C++ programming language. We performed all experiments on the same platform: a server running OS Ubuntu 18.04.4 LTS with 128 GB of memory RAM, processor Intel(R) Core(TM) i9-9900X CPU @ 3.50 GHz.

5.5.1 Dataset

We use the Rio Center Dataset of Trajectory Reconstruction (Chapter 4) and another real-world dataset \[107\] in the experiments. The other dataset \[107\] consists of GPS trajectories worldwide. Each of its trajectories is associated with a different map and has a sampling interval of one second. We use this dataset to evaluate the algorithms with trajectories of varying sampling rates. To do so, we select 16 trajectories and, for each one of them, generate others with sampling intervals ranging from 10 to 120 seconds, with increments of 10 seconds, resulting in 192 trajectories.

5.5.2 Evaluation Metrics

We assess the accuracy of the methods with two widely used metrics: Road Mismatch Fraction (RMF) \[140\] and \(F_1\) score. As for the performance, we measure the algorithms’ processing time. The RMF is given by Equation 5.6, where \(d_+\) is the total length of the false-positive roads, \(d_-\) is the total length of the false-negative roads, and \(d_0\) is the total length of ground truth road-network constrained trajectory.

\[
RMF = \frac{d_+ + d_-}{d_0} \quad (5.6)
\]

Equation 5.7 computes the \(F_1\) score using the precision and recall of the data. The precision (Pre) is the total length of the true positive roads divided by the total length of the reconstructed trajectory. The recall (Rec) is the total length of the reconstructed trajectory divided by the whole length of the ground truth road-network constrained trajectory.

\[
F_1 = 2 \times \frac{Pre \times Rec}{Pre + Rec} \quad (5.7)
\]

5.5.3 Comparison Methods

We compare the proposed framework to three approaches from related work: 1) AntMapper \[70\], HMM (Newson and Krumm) \[140\], and ST-Matching \[124\]. The parameter
settings of the AntMapper, HMM (Newson and Krumm), and ST-Matching algorithms are the values recommended in their proposals [140] [124] [70]. In addition, we empowered the related work solutions with the proposed technique to fill the gaps between map-matched points (i.e., we include the arcs comprising the shortest paths between the matched locations), so they return valid trajectories, as defined in Section 5.3.

5.5.4 Parameter Estimation

We first estimate some of the parameters of the proposed framework (i.e., $K_{soft}$, $K_{hard}$, $D_{soft}$, $D_{hard}$, $\alpha$, and $\beta$ of the observation probability) by analyzing the trajectories of the Rio Center Dataset for Trajectory Reconstruction. Then, we replicate the parameters through all experiments, including those of the second dataset, to verify that the parameters are not biased towards the dataset.

The parameters of the candidate set selection algorithm improve the overall performance of the framework because they limit the number of arcs (road segments) that the other algorithms of the framework are going to process. However, we need to use values that include all correct arcs in the candidate sets. For this, we calculate the ten closest arcs of each point of the Rio Center dataset and order them by distance (we checked that for this dataset, the correct arcs are always one of the ten closest arcs). Figure 5.6 shows the results.

The red circles in Figure 5.6 represent the correct arcs, and the blue circles are the other arcs. The dataset comprises 395 trajectory points, so the figure contains 395 red circles and 3,555 blue circles (9 for each trajectory point). Two trajectory points have the tenth closest arc as the correct arc. These arcs are at 47.37 and 23.42 meters from their respective points. Furthermore, the farthest correct arc is at a distance of 86.49 meters from its trajectory point, and this arc is the seventh closest arc of the point. Therefore, the optimal values of $D_{soft}$ and $K_{soft}$ to compute the candidate sets of the Rio Center dataset with the least number of arcs without excluding any correct arc are 47.37 (we round up $D_{soft}$ to 50) and 7, respectively. The blue region (diagonal blue lines) contains the arcs limited by the optimal $K_{soft}$, and the red region (diagonal red lines) contains the arcs defined by the optimal $D_{soft}$. The union of these two regions comprises the candidate arcs determined by the proposed algorithm. On the other side, the related work methods would at least include the arcs outside these regions and therefore are less efficient.

The parameters $\alpha$ and $\beta$ of the beta distribution are used to calculate observation
Figure 5.6: Estimation of the parameters of the candidate set algorithm. The circles represent the ten closest arc candidates for each trajectory point of the Rio Center dataset (red circles are the correct arcs. The intersection of the regions with diagonal lines comprises the arcs included in the candidate set by the proposed algorithm.

probabilities. We use the maximum likelihood method to fit the distribution of the angle differences between the points and their correct arcs with the beta distribution (the angles differences were normalized by dividing them by 180). Figure 5.7 presents the results of the distribution fitting, in which we find $\alpha = 0.3636516$ and $\beta = 2.0333713$.

Table 5.2 shows the values of all parameters. The importance of the standard deviation $\sigma$ (i.e., GPS noise) and $\beta$ parameter (exponential distribution in Equation 5.3) were fixed based on experimental results.

5.5.5 Results

We first compare the methods using the Rio Center dataset, which has trajectories of different characteristics, but most of them with a sampling interval of 30 seconds. Figure 5.8 shows the results.

One of the main factors that impact processing time is the approach used to limit
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the number of analyzed road segments during the reconstruction process. Therefore, the proposed framework presents the lowest processing time due to the proposed candidate set selection algorithm that effectively bounds the number of road segments processed. On the other hand, Newson and Krumm’s technique [140] has the worst processing time because it considers all road segments within a distance of 200 meters of the points. We verified that, if empowered with our candidate set selection algorithm, the processing time of Newson and Krumm’s technique would be similar to the processing time of our framework and ST-Matching algorithm because they have the same time complexity.

Figure 5.7 shows that the proposed algorithm outperforms the related work in terms of accuracy. While the lower the road mismatch fraction (RMF), the better the results, the F1 score is the inverse, so the higher, the better. Both metrics show that the proposed framework produces more accurate road-network constrained trajectories, which determines the effectiveness of the models employed in the frameworks’ algorithms. Besides that, these results show that our preprocessing algorithm, which reduces the amount of processed data, does not erroneously ignore data that may be useful for the reconstruction process.

Figure 5.8 analyzes the techniques when subject to trajectories with different sam-
Table 5.2: Framework default parameters value.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{\text{soft}}$</td>
<td>7</td>
</tr>
<tr>
<td>$K_{\text{hard}}$</td>
<td>10</td>
</tr>
<tr>
<td>$D_{\text{soft}}$</td>
<td>50 m</td>
</tr>
<tr>
<td>$D_{\text{hard}}$</td>
<td>100 m</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.36</td>
</tr>
<tr>
<td>$\beta$ (observation prob.)</td>
<td>2.03</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>20</td>
</tr>
<tr>
<td>$\beta$ (transition prob.)</td>
<td>$\frac{1}{\ln(2)} \times 20$</td>
</tr>
</tbody>
</table>

Sampling rates using the dataset proposed in [107]. Although most real-world scenarios have sampling intervals shorter than 30 seconds, we evaluate trajectories with sampling intervals of up to two minutes. Overall, the proposed framework presents the best results for all sampling rates, and Newson and Krumm’s technique displays similar results for sampling intervals greater than one minute. However, the processing time of the proposed framework is significantly shorter than the related work in all scenarios. One of the main reasons for the low accuracy of related work to reconstruct trajectories with a high sampling rate (less than 20 seconds) is the situation described in Section 5.4.4. Our framework presents a higher accuracy even in these scenarios because of the proposed technique that includes “special candidates,” as described in Section 5.4.4.

Lastly, we analyze the impact of the candidate set selection technique on the performance of the proposed framework. Figure 5.10 shows the experimental results ranging $K_{\text{soft}}$ from 1 to 10 and $D_{\text{soft}}$ from 10 to 200 meters ($K_{\text{hard}}$ and $D_{\text{hard}}$ are fixed in 10 and 200, respectively). The results where $K_{\text{soft}} = K_{\text{hard}}$ or $D_{\text{soft}} = D_{\text{hard}}$ demonstrate the scenario in which our framework uses the candidate set selection technique commonly used by related work (i.e., the candidates are all arcs within a maximum search radius, limited to the k-closest arcs). As expected, the higher the value of $K_{\text{soft}}$ or $D_{\text{soft}}$, the higher the processing time because more arcs are processed. Besides that, when $K_{\text{soft}}$ and $D_{\text{soft}}$ are less than their optimal values shown in Section 5.5.4 (i.e., $K_{\text{soft}} < 5$ and $D_{\text{soft}} < 50$), the accuracy of the reconstructed trajectory drops. These results show that the proposed technique reduces the processing time without compromising the framework’s accuracy.
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5.6 Chapter Remarks

In this chapter, we proposed a novel framework to reconstruct road-network constrained trajectories from GPS-based trajectories. The framework contains several components, such as the candidate set selection algorithm, which optimizes the number of processed road segments and, thus, reduces the processing time of the whole reconstruction process. Furthermore, the proposed models improve the accuracy of the reconstructed trajectories.

We compared the framework to some related work (i.e., AntMapper [70], Newson and Krumm [140], and ST-Matching [124]) through experiments using two real-world trajectory datasets. These datasets allowed us to evaluate the ability of the methods to reconstruct trajectories with different characteristics, including trajectories of low and
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Figure 5.9: Results of the evaluation with different sampling intervals through the public available real-world dataset [107].

high sampling rates. The framework outperformed the related work in all scenarios both in accuracy and processing time.

In future work, we plan to investigate the framework’s ability to perform online trajectory reconstruction. An initial step would be to assess the accuracy degradation when reconstructing “partial trajectories,” as this reproduces the online reconstruction scenario.
Figure 5.10: Results of the impact of the candidate set selection technique on the performance of the proposed framework using the *Rio Center Dataset for Trajectory Reconstruction*. 
Chapter 6

On the Prediction of Large-Scale Road-Network Constrained Trajectories

Trajectory data mining-based applications benefit from the increasing availability of vehicle trajectory and road network datasets. For instance, the application of trajectory prediction makes it possible to design more efficient routing protocols for vehicular networks. This chapter proposes a novel cluster-based framework for the long-term prediction of road-network constrained trajectories. The framework employs a new hierarchical agglomerative clustering algorithm and trains prediction models from historical trajectory datasets. Experimental results show the framework’s effectiveness and efficiency to predict trajectories with different characteristics in a new real-world, large-scale scenario. Furthermore, the framework outperformed the related work in terms of prediction accuracy and time complexity.

6.1 Introduction

The rapidly changing mobility aspects of civilization and the advances of location-acquisition technologies generate massive trajectory data. Given its applicability in different research fields, this kind of data, called big trajectory data, is a critical component for developing solutions to many problems found in modern society. For instance, trajectory data is essential for traffic analysis, location-based social networks, vehicular networks, and other data mining applications.
Mobility prediction is a pivotal application of big trajectory data. By analyzing historical trajectory datasets, we can extract knowledge regarding a city’s mobility patterns and create, for instance, models of trajectory prediction, destination prediction, and travel time prediction. Next, we can apply these prediction models in applications such as the design of Intelligent Vehicular Networks.

In summary, vehicular networks are wireless communication systems that allow exchanging information between vehicles (V2V communication) and between vehicles and roadside units (V2I communication) through typically a Dedicated Short Range Communication (DSRC) protocol. This type of network has different communication challenges because of the vehicular environment’s characteristics. For instance, the network topology is highly dynamic given the movement of vehicles. Therefore, we can design more efficient routing protocols and services for vehicular networks by predicting the vehicles’ trajectories [48].

The most suitable trajectory prediction technique for a given application depends on several factors, such as the data representation and the prediction range. Some prediction solutions use raw trajectories as input data. In contrast, others apply preprocessing techniques to convert raw trajectories into road-network constrained trajectories, which are more suitable for describing vehicle trajectories than raw trajectories [208, 46]. The prediction methods can perform short-term or long-term predictions, i.e., maneuvers of a few seconds or many road segments ahead, respectively. Most of the proposals in the literature are for short-term trajectory prediction and, thus, are useful for applications such as safety and autonomous vehicles [170, 100, 147, 201, 127, 2]. On the other side, long-term trajectory prediction is useful for developing Intelligent Vehicular Networks [43, 6, 55] and improving urban mobility in a broader sense [172, 44, 49].

Currently, most solutions in the literature for trajectory prediction use raw trajectories as input data to perform short-term predictions. In this work, we focus on the long-term prediction of road-network constrained trajectories. When accurately constructed, road-network constrained trajectories are most suitable to represent vehicle trajectories than raw trajectories [46]. Therefore, we propose a novel and scalable cluster-based prediction framework for road-network constrained trajectories. The framework is appropriate to predict the next road segments of a partial trajectory using a dense dataset of historical trajectories.

The key contributions of this Chapter are the following:

- A novel hierarchical agglomerative clustering algorithm for road-network constrained trajectories that automatically detects the appropriate number of clusters.
A new trajectory prediction framework that employs the proposed clustering algorithm. The framework employs multiple prediction models extracted from clustered data, and we show that the trajectory’s length affects the prediction accuracy provided by models these models. Therefore, we propose a new hybrid prediction algorithm that considers the trajectory’s length to dynamically select the most suitable model to predict the trajectory’s next steps.

An evaluation of the proposed framework and some related solutions using a new large-scale dataset. Experimental results show that the new framework outperforms the related work in terms of prediction accuracy and time complexity.

We organize the remainder of this Chapter as follows. Section 6.2 presents the related work. Section 6.3 introduces some basic definitions and formulates the problem. Section 6.4 compares different similarity measures for the prediction of road-network constrained trajectories. Section 6.5 describes the proposed trajectory prediction framework. Section 6.6 analyzes the frameworks’ performance and compares it with some related work. Finally, Section 6.7 concludes this work.

6.2 Related Work

The road-network constrained trajectory representation is a more precise model than raw trajectories. However, most long-term vehicle trajectory prediction methods use raw trajectories as input data [26]. One reason for this is the lack of publicly available datasets of road-network constrained trajectories. Moreover, we rely on advanced algorithms and data containing accurate road network definitions to precisely reconstruct road network-constrained trajectories from raw trajectories [46]. Such algorithms and data are becoming more available in recent years. Therefore, few trajectory prediction methods use the road-network constrained trajectory representations [64, 182, 161], and most of them use cluster-based approaches.

Some of the advantages of cluster-based approaches for the prediction of road-network constrained trajectories are the following. First, prediction models can be more precise if created from clusters of similar trajectories. For instance, we show in Section 6.6 the improvements in the accuracy of predictions performed with models built from clustered trajectories compared to models built from non-clustered trajectories. Improvements are most noticeable when we try to predict several steps. Another benefit of advanced cluster-based approaches is that most proposed scalable clustering algorithms result in techniques
that we can use with large-scale datasets. Other methods, such as the widely used solution proposed by Froehlich and Krumm [64], require the computation of the distance matrix between all trajectories, which is computationally prohibitive when dealing with large-scale datasets.

We can summarize the process of cluster-based road-network trajectory prediction, found in the literature, as a sequence of the following steps. The first step forms clusters of similar trajectories by applying a clustering algorithm (e.g., DBSCAN [61], clusiVAT [108], and dendrogram clustering [64]) powered by a custom similarity measure for vehicle trajectories. The second step creates prediction models based on the trajectories of each cluster. In most cases, the model is a Markov chain or a representative trajectory constructed by merging the cluster's trajectories. Finally, the last step predicts a given partial trajectory by finding the most suitable cluster for the partial trajectory and then applies the cluster's model constructed in the second step.

Tiwari et al. [182] proposed a method that extends the solution for predicting raw trajectories proposed by Froehlich and Krumm [64]. For this, they introduced an additional step that converts raw trajectories into road-network constrained trajectories. The solution proposed by Froehlich and Krumm [64] works as follows. First, they convert trips to regular routes by clustering similar trips. They proposed a similarity measure based on the Hausdorff distance [47] that computes the mean point-to-segment distance between the compared trips. The similarity measure considers the directionality by matching each trip's point to segments of the other trip with an index equal to or greater than the last closest segment found. They use the similarity measure to create a trip similarity matrix by comparing every trip in $O(n^2)$. Next, they use the matrix to cluster similar trips by applying the dendrogram clustering and convert the clusters to routes by merging each cluster's trips. The merging algorithm resamples trips in the cluster at even distance intervals, and the set of average points at every interval comprises the final route. Finally, the route prediction works by continuously calculating the distance between the current trip and existing routes. Then, the predicted route can be (i) the closest route, or (ii) the closest route and a given probability based on past predictions (which depend on the knowledge about the correctness of past predictions).

Rathore et al. [161] proposed the Traj-clusiVAT-based TP framework based on the Markov model to make long-term predictions. That framework is based on the Markov model and makes long-term predictions. The Traj-clusiVAT-based TP framework employs a modified version of the two-stage clusiVAT clustering algorithm [108], called Traj-clusiVAT. One of the modified two-stage traj-clusiVAT algorithm's improvements
is that it implements a new method to calculate, for each cluster, a representative trajectory, which is used to distribute new trajectories to an existing cluster. Because of that, the Traj-clusiVAT-based TP framework can handle big trajectory datasets in dense road networks efficiently. The Traj-clusiVAT-based TP framework has some drawbacks. The framework represents the road network as an undirected graph, and we can not represent most of the real-world road networks as undirected graphs. Other issues are related to the dissimilarity measure \( \text{trajDTW} \). First, \( \text{trajDTW} \) can not compute the distance between trajectories if the road network is not strongly connected. Furthermore, \( \text{trajDTW} \) defines the window parameter \( w \) for the DTW algorithm as \( w = \frac{1}{2} \times \min\{|T_1|, |T_2|\} \), but DTW does not work if \( w < ||T_1| - |T_2|| \). The algorithm to compute the representative trajectory (Algorithm 1 in [161]) for each cluster presents many issues. The algorithm relies on an input parameter (\( \text{minT} \)) to determine the minimum number of trajectories required to cross a given road segment so that it can be part of the representative trajectory. Thus, depending on the dataset and the input value for the \( \text{minT} \) parameter, the algorithm will not find a representative trajectory for some clusters. Second, if we strictly follow the algorithm, we can get an invalid representative trajectory when selecting the representative trajectory’s next road segment. This situation can happen because the last road segment of the partial representative trajectory may not be connected to the next selected road segment. Finally, the algorithm can enter an infinite loop if, for two connected road segments A and B, the next step of most trajectories that cross A is B, and the next step of most trajectories that cross B is A.

In this chapter, we propose a new cluster-based prediction framework for directed road networks. The prediction framework employs a new hierarchical agglomerative clustering algorithm, which generates more meaningful clusters to calculate accurate prediction models. Furthermore, we employ the DSL distance function to compare road-network constrained trajectories, which works even if the road network is not strongly connected. Also, we propose a new algorithm to compute the cluster’s representative trajectory that fixes the issues of the algorithm used in the Traj-clusiVAT-based TP framework. Finally, we introduce a new hybrid prediction algorithm that considers the trajectory’s length to select the most suitable prediction model and improves the prediction stage’s performance.
6.3 Preliminaries and Problem Formulation

In the following, we introduce some definitions to formulate the problem and present some concepts required in the remainder of the Chapter.

6.3.1 Problem Definition

Definition. (Partial Trajectory) A partial trajectory \( T^{1:P} \) of a given trajectory \( T \) is a prefix of \( T \). That is, \( T^{1:P} = (t_1, t_2, \ldots, t_P) \), where \( P \leq n \).

Based on the definition of the road network, GPS-based trajectory, and road-network constrained trajectory presented in Chapter 2 and the definition of Partial Trajectory presented above, we formulate the following problems:

Problem 1. (i-step Trajectory Prediction) Given a road network \( \mathcal{N} \), a historical trajectory dataset with \( n \) trajectories denoted by \( \Gamma = (T_1, T_2, \ldots, T_n) \), a partial trajectory \( T^{1:P} = (t_1, t_2, \ldots, t_P) \), and an integer \( i > 0 \), the task is to predict the future road segments \( t_{P+1}, t_{P+2}, \ldots, t_{P+i} \). That is, the goal is to predict the trajectory \( T_{\text{pred}} \), where \( |T_{\text{pred}}| = P + i \) and \( T^{1:P}_{\text{pred}} = T^{1:P} \).

Problem 2. (Trajectory Prediction) Given a road network \( \mathcal{N} \), a historical trajectory dataset with \( n \) trajectories denoted by \( \Gamma = (T_1, T_2, \ldots, T_n) \), and a partial trajectory \( T^{1:P} = (t_1, t_2, \ldots, t_P) \), the task is to predict the future road segments \( t_{P+1}, t_{P+2}, \ldots, t_{P+n} \), where \( n \) is unknown. That is, the trajectory prediction problem includes the problem of detecting the end of the trajectory.

Note that, from the above definitions, the vehicle is always in a road segment represented by an arc, and the predictions represent the possible subsequent road segments connected to the vehicle’s current arc. Therefore, the predictions depend on how we map the road network into the graph representation. For instance, it is better to represent a small roundabout as a single node instead of many small arcs forming a circle. Thus, in this situation, the prediction will be regarding the next road segment that the vehicle will travel after the roundabout (i.e., excluding the part referring to the roundabout). Besides that, in some scenarios, the road network has many connected components, and some components are not strongly connected. Thus, by definition, the predicted arcs will always be from the same connected component in which the vehicle is.
In this Chapter, we focus on the $i$-step trajectory prediction, i.e., Problem 1. The trajectory prediction considering that the end of trajectory is unknown, i.e., Problem 2, is part of future work.

### 6.4 Similarity Measures for the Prediction of Road-Network Constrained Trajectories

A fundamental factor in any trajectory data mining task’s performance is to identify a suitable distance function/similarity measure to compare trajectories. For instance, some methods for road-network constrained trajectories, such as TrajDTW, can provide a notion of distance between trajectories that are close to each other even if they do not have segments in common. These methods are useful for applications such as destination prediction. However, other applications such as trajectory prediction require exact trajectory matching (i.e., when the accuracy depends on matching the road segments’ sequence). For these applications, distance functions that consider the intersection set of road segments between compared trajectories, such as the Dissimilarity with length (DSL) and the Longest Common Road Segments (LCRS), are more appropriate.

We assessed the clustering tendency of the Rio Center Dataset for Data Mining (described in Chapter 4) using the Hopkins statistic and the distance functions DSL, LCRS, and TrajDTW to demonstrate the advantage of distance functions that perform exact matching of road segments for applications such as trajectory prediction. A Hopkins statistic value close to 1 indicates that the data is highly clustered, and a value close to 0.5 suggests that the data is random. Using a sample of 1000 trajectories, the Hopkins statistic values applying the DSL, LCRS, and TrajDTW distance functions are 0.94, 0.90, and 0.68, respectively. This result indicates that the distance functions that perform exact matching of road segments (e.g., DSL and LCRS) are more appropriate to cluster the trajectories.

In this work, we employ the DSL, which is similar to the LCRS, in the trajectory prediction problem. As discussed in detail in Chapter 3, the DSL between two trajectories is the sum of the road lengths of their disjoint set divided by the sum of the lengths of both trajectories.
6.5 Proposed Prediction Framework

This section presents a novel cluster-based framework to predict long-term road-network constrained trajectories. The framework has a component responsible for training prediction models from past trajectories and another one responsible for predicting a partial trajectory based on the models. We first cluster the past trajectories using a new hierarchical agglomerative clustering algorithm and extract a representative trajectory (RT) and a first-order Markov chain model (MM) for each cluster. The cluster’s representative trajectories and Markov chain models, defined in Sections 6.5.1 and 6.5.2, respectively, are used later for prediction.

6.5.1 Markov chain model

In the following, we define a cluster’s transition matrix $M$ that represents a Markov chain model. Each road segment of the road network represents a state of the Markov chain $M$, and for any two adjacent road segments $e_i$ and $e_j$, we set the transition probability $M_{e_i \rightarrow e_j}$ from $e_i$ to $e_j$ as:

$$P(M_{e_i \rightarrow e_j}) = \frac{I_{e_i \rightarrow e_j}}{R_{e_i}}$$

(6.1)

where $I_{e_i \rightarrow e_j}$ is the number of times the intersection $e_i \rightarrow e_j$ is crossed by the cluster’s trajectories, and $R_{e_i}$ is the number of times the cluster’s trajectories traverse the road $e_i$. We also store in a count transition matrix $C$ how many times the cluster’s trajectories traversed each intersection $e_i \rightarrow e_j$.

We improve the framework’s space and time complexities by using balanced trees instead of $N \times N$ matrices to store the $M$ and $C$ structures. That is because road networks are typically sparse graphs by nature, and creating quadratic matrices of large road networks can be infeasible. Besides that, some basic queries used in Markov chain-based predictors have linear time complexity.

6.5.2 Representative Trajectory (RT)

We use the idea of the representative trajectory (RT) and the transition matrices to detect the most suitable cluster for a given trajectory. This technique, described in Section 6.5.3, is applied to both the clustering algorithm and the prediction component. Most methods from the literature that compute a cluster’s RT have high computational complexity.
or present other issues (such as those of the method used in the Traj-clusiVAT-based TP framework, discussed in Section 6.2). Therefore, we propose Algorithm 3 to compute the clusters’ representative trajectories. The algorithm uses the cluster’s trajectories and the densest road segments to construct the RT. The computed RT is not required to match any trajectory from the cluster.

Algorithm 3 creates one representative trajectory (RT) for each cluster’s trajectories and chooses the RT with the maximum score as the cluster’s RT. The process of computing the RT and the RT’s score for each trajectory works as follows. We start the RT from the first road segment of the trajectory (Line 3). After, we choose the next road segment using the cluster’s count transition matrix $C$ (Line 5). We increment the score of the current RT (Line 8) by the number of trajectories that contain the intersection between the last and next road segments ($C_{\text{lastRoad} \rightarrow \text{nextRoad}}$). We repeat this process (Lines 4–13) until there is no next road segment, or the current RT already contains the next road segment.

### 6.5.3 Assignment of trajectories to a cluster

An essential function of the prediction framework is to assign trajectories to existing clusters. This step is used both in the clustering algorithm and in the prediction component. The straightforward idea for this task is to use the nearest prototype rule (NPR), which means to assign a given trajectory $T$ to the cluster $k$ that minimizes the distance between $T$ and the cluster’s representative trajectory. However, for some scenarios and distance functions, using NPR can result in bad assignments. For instance, Rathore et al. [161] observed poor performance of their undirected prediction framework when using NPR powered with the trajDTW distance function. Thus, they proposed a hybrid method that employs a probabilistic model to assign trajectories to a cluster and the nearest prototype rule as a fallback method.

We propose a method based on the technique presented by Rathore et al. [161]. The differences between our method and theirs are the following: (i) we use DSL instead of trajDTW, and (ii) we identify when it is not possible to find a suitable cluster for the trajectory. Algorithm 4 summarizes the proposed method. First, we select the cluster $c$ where the trajectory $T$ is most likely to occur, based on the transition matrices $M$ (Lines 1–4). If we cannot find a cluster with a probability greater than zero, we use the nearest prototype rule (Line 5). However, if there is no $RT_i$ with a non-empty intersection set with trajectory $T$ (i.e., $\exists i \in [1..k] \Rightarrow DSL(T, RT_i) < 1$), the algorithm returns $-1$ to
Algorithm 3 Representative trajectory computation

Input: $\Gamma = \{T_1, T_2, ..., T_n\}$ – cluster’s trajectories
      $C$ – cluster’s count transition matrix

Output: $RT \sim (rt_1, rt_2, ..., rt_l)$ – the representative trajectory

1: $RT \leftarrow \emptyset$, $bestScore \leftarrow -1$
2: for each $T \sim (t_1, t_2, ..., t_n) \in \Gamma$ do
3:      $currentScore \leftarrow 0$, $lastRoad \leftarrow t_1$, $currentRT \leftarrow (currentRoad)$
4:      while true do
5:          $nextRoad \leftarrow \{e_j | j = \arg\min_j C_{lastRoad \rightarrow e_j}\}$
6:          if $nextRoad \neq \emptyset \land nextRoad \notin currentRT$ then
7:              $currentRT \leftarrow currentRT \cup nextRoad$
8:              $currentScore \leftarrow currentScore + C_{lastRoad \rightarrow nextRoad}$
9:              $lastRoad \leftarrow nextRoad$
10:         else
11:             break
12:      end if
13:  end while
14:  if $currentScore > bestScore$ then
15:      $bestScore \leftarrow currentScore$, $RT \leftarrow currentRT$
16:  end if
17: end for
18: return $RT$

indicate that the trajectory was not assigned to any cluster (Line 9).

6.5.4 Clustering algorithm for road-network constrained trajectories

Algorithm 5 presents the proposed hierarchical agglomerative clustering algorithm for road-network constrained trajectories. The algorithm, which automatically detects the number of clusters $k$, receives as input the trajectories dataset $\Gamma$ and provides as output the clustered trajectories and the models used in the prediction component. That is, the output of the algorithm consists of the number of clusters $k$, the set of clusters $\zeta$, the clusters’ representative trajectories $RT$, the clusters’ Markov processes transition matrices $M$, and the clusters’ count transition matrices $C$. 
Algorithm 4 Hybrid NPR

Input: \( T \sim (t_1, t_2, ..., t_n) \) – a trajectory
\( \text{RT} \sim (RT^1, RT^2, ..., RT^k) \) – clusters’ representative trajectories
\( M \sim (M^1, M^2, ..., M^k) \) – clusters’ transition matrices

Output: \( c \) – the cluster label for \( T \)

1: \( c \leftarrow \arg \max_i \prod_{j=1}^{n-1} M^i_{t_j \rightarrow t_{j+1}} \)
2: if \( \prod_{j=1}^{n-1} M^c_{t_j \rightarrow t_{j+1}} > 0 \) then
3: \( \text{return } c \)
4: \( \text{end if} \)
5: \( c \leftarrow \arg \min_i DSL(T, RT^i) \)
6: if \( DSL(T, RT^c) < 1 \) then
7: \( \text{return } c \)
8: \( \text{end if} \)
9: \( \text{return } -1 \) \( \triangleright \) Cluster not found

In the algorithm’s first step, we sort the trajectories by their length (number of road segments) in non-increasing order (Line 2). In this way, we start the clusters using the longest trajectories, which are more representative than smaller ones. Next, we process each trajectory sequentially. First, we apply Algorithm 4 with \( T, \text{RT}, \) and \( M \) as input data to select the most suitable cluster for the current trajectory \( T \) (Line 4). If the algorithm does not find any cluster for the trajectory \( T \) (Line 5), we start a new cluster composed only of \( T \) (Lines 6–8). Initially, the new cluster’s \( \text{RT} \) is the trajectory \( T \), and we use the transitions found in \( T \) to calculate the cluster’s transition and count matrices (Line 7). Note that Algorithm 4 will return \( -1 \) for the first trajectory as there are no clusters initially. If we find a suitable cluster \( c \) for the current trajectory \( T \) (Line 9), we use \( T \)’s transitions to update the cluster \( c \) transition and count matrices \( M_c \) and \( C_c \) (Line 10), and add trajectory \( T \) to cluster \( c \) (Line 11). After processing all trajectories, we calculate each cluster’s definitive \( \text{RT} \) using Algorithm 3 (Lines 14–16).

6.5.5 Prediction

We build more accurate prediction models by clustering the trajectories before calculating the models. However, the assignment of a trajectory to a cluster is less precise if the trajectory is too small. For instance, this can happen if we assign a partial trajectory
to a cluster when the vehicle just started its route (e.g., trajectory with only one road segment), resulting in less accurate predictions. We confirmed this from our experiments’ results (Section 6.6). Therefore, we propose a new hybrid algorithm to predict the next steps of a partial trajectory. Besides the prediction models calculated by the clustering algorithm, we extract a Markov process transition matrix $M^{\text{complete}}$ from the entire dataset. The transition matrix $M^{\text{complete}}$ is applied instead of the cluster’s transition matrices when the size of the partial trajectory is less than a given threshold controlled by the parameter $\text{Hybrid Step Change}$.

Algorithm 6 performs the $i$-step predictions of a given partial trajectory $T^{1:P} = (t_1, t_2, ..., t_P)$ sequentially. The algorithm receives as input the partial trajectory $T^{1:P}$, an integer $i > 0$, the parameter $\text{Hybrid Step Change}$, and the trained models (i.e., the transition matrix $M^{\text{complete}}$ and the clusters’ RT and transition matrices $M$).

For each step prediction, we apply the complete transition matrix $M^{\text{complete}}$ until the size of the predicted trajectory is greater than or equal to $hsc$. If the size of predicted trajectory is greater than or equal to $hsc$ (Line 3), we use Algorithm 4 to select the most likely cluster $c$ for the trajectory $T_{\text{pred}}$ (Line 5), and fallback to the first cluster if Algorithm 4 returns $-1$ (Lines 6–8).

After deciding which transition matrix $M^{\text{current}}$ to use (Lines 3–12), we predict the next step as follows. First, we select the most likely road segment using the transition matrix $M^{\text{current}}$ and the last road segment of the current predicted trajectory $T_{\text{pred}}$ (Line 14). If the transition probability from the last road segment to the next road segment (predicted road segment) is greater than zero (Line 15), we append the next road segment to the predicted trajectory (Line 16). Otherwise, we finish the prediction process with less than $i$-steps predicted.

### 6.6 Performance Evaluation

This section evaluates the effectiveness and efficiency of the proposed framework and compares it to some related work. We replicated each experiment five times and plotted the graphs with a confidence interval of 95%. Also, we implemented the proposed framework and related work using the C++ programming language. We performed all experiments on the same platform: a server with 128 GB of memory RAM, processor Intel(R) Core(TM) i9-9900X CPU @ 3.50 GHz, and OS Ubuntu 18.04.4 LTS. We assess the clustering algorithm in Section 6.6.4 and the prediction framework in Section 6.6.5.
6.6.1 Dataset

We use the Rio Center Dataset for Data Mining (Chapter 4) in the experiments. We randomly select 70% of the trajectories to comprise the training dataset and generate the prediction dataset using the remaining trajectories. From each prediction trajectory $T_i$ from the training dataset, we generate $|T_i| - 1$ partial trajectories $T_{i:1}, T_{i:2}, \ldots, T_{i:|T_i|-1}$ with the prefixes of $T_i$. Finally, from each partial trajectory $T_{i:j}$, we perform $|T_i| - j$ $i$-step trajectory predictions ($1 \leq i \leq |T_i| - j$).

6.6.2 Evaluation Metrics

For a given trajectory $T$, a partial trajectory $T^{1:P}$ of $T$ ($1 \leq P < |T|$), and a predicted trajectory $T_{\text{pred}}$ ($P < |T_{\text{pred}}|$), we defined the following metrics to assess the accuracy of the prediction methods.

Prediction Accuracy (PA)

The prediction accuracy is the ratio of correctly predicted locations to the maximum of the size differences between the predicted and actual trajectories from the partial trajectory. Formally, $PA(T, T^{1:P}, T_{\text{pred}})$ is defined as

$$\text{PA}(T, P, T_{\text{pred}}) = \frac{1}{n - P} \times \sum_{i=P+1}^{n} H(T^i, T^i_{\text{pred}}),$$  \hspace{1cm} (6.2)

where

$$n = \max\{|T|, |T_{\text{pred}}|\}$$

$$H(T^i, T^i_{\text{pred}}) = \begin{cases} 0, & \text{if } |T| < i \text{ or } |T_{\text{pred}}| < i \text{ or } T^i \neq T^i_{\text{pred}} \\ 1, & \text{otherwise} \end{cases}$$

i-step Prediction Accuracy (iPA)

The $i$-step prediction accuracy is defined for a given $i$ and trajectories $T$, $T^{1:P}$, and $T_{\text{pred}}$ if and only if $0 < i \leq |T| - P$ and $|T_{\text{pred}}| \leq |T|$. Formally, the $i$-step prediction accuracy $iPA(i, T, T^{1:P}, T_{\text{pred}})$ is defined as

$$iPA(i, T, P, T_{\text{pred}}) = \text{PA}(T^{1:(P+i)}, T^{1:P}, T^{1:(P+i)}_{\text{pred}})$$  \hspace{1cm} (6.3)

where $T^{1:i}_{\text{pred}}$ is the i-sized prefix of $T_{\text{pred}}$. 
6.6.3 Comparison Methods

We compare the proposed framework to the previous version of our framework [45], which we call \textit{Framework (v0)}, and to two other approaches [161], described below.

\textbf{Traj-clusiVAT-based-TP*}

We implement an adapted version of the Traj-clusiVAT-based-TP framework [161] to work with directed road networks, which we call \textit{Traj-clusiVAT-based-TP*}. We introduced some improvements to overcome most of the limitations of the Traj-clusiVAT-based-TP framework discussed in Section 6.2. For instance, we fixed the trajDTW algorithm by modifying the definition of the window parameter $w$ to $w = \max\{\frac{1}{2} \times \min\{|T_1|, |T_2|\}, ||T_1| - |T_2||\}$. We also defined the road network distance between arcs $e_1$ and $e_2$ of a directed road network as

$$\text{dist}(e_1, e_2) = \text{length}(e_1) + \text{length}(e_2) + \min\{\text{dist}(e_1.\text{to}, e_2.\text{from}), \text{dist}(e_2.\text{to}, e_1.\text{from})\}$$

(6.4)

and removed the third step of the Traj-clusiVAT-based-TP framework as it was only necessary because of the undirected road network.

\textbf{First-order Markov chain model}

Grouping similar trajectories can help construct better prediction models because of the diversity of trajectories in a dataset. For instance, we can construct better models with similar trajectories in a small region rather than with longer trajectories across this small region. However, if the training dataset is small, the clustering step can have a diverse impact. Therefore, models constructed from the entire dataset can present better prediction accuracy for some scenarios. To evaluate this scenario, we implemented a single first-order Markov chain model from the entire training dataset using the approach discussed in Section 6.5.1.

6.6.4 Clustering Results

Some of the advantages of the proposed clustering algorithm are the following. Unlike the related work, the proposed clustering algorithm automatically detects the appropriate number of clusters. The algorithms used in \textit{Framework (v0)} and \textit{Traj-clusiVAT-based-TP*}, on the other hand, rely on input parameters to control the number of clusters. Another disadvantage of the related work algorithms is that they randomly assign to
some cluster trajectories that should not be part of any cluster (e.g., outliers). These wrong assignments negatively affect the prediction models extracted from the clusters. On the other hand, our algorithm detects these outliers and creates separate clusters for them.

Figure 6.1 shows, in non-increasing order, the number of trajectories in the clusters found by each algorithm. The proposed algorithm results in more clusters than the related work. However, most of the clusters are composed of less than ten trajectories, as shown in Figure 6.1a. These small clusters contain the outliers found in the dataset. On the other hand, the other solutions assign the outliers to any of the existing clusters, resulting in clusters of similar sizes. Figure 6.1b shows the cumulative sum of cluster size. We can see that the first few clusters found by our algorithm contain almost the entire dataset. This result is consistent with the behavior observed on a city’s road network, in which most vehicles move between crowded regions and follow similar paths.

Figures 6.2, 6.3, and 6.4 display the representative trajectories RT from each of the twenty largest clusters found by each solution. The new hybrid framework and its previous version Framework (v0) use the same algorithm to extract a cluster’s representative trajectory. However, we can see that the representative trajectories from the new proposal’s largest clusters cover more regions of the road network, as expected because these clusters represent a greater number of trajectories in the dataset. The Traj-clusiVAT-based-TP* could not calculate the RT of some clusters, as discussed in Section 6.2.

Finally, Figures 6.5 and 6.6 show a sample of trajectories from the twenty largest clusters found by the New Hybrid Framework and its previous version, respectively. The figure shows the top ten trajectories from each of the twenty clusters, totaling 200 trajectories. We can see that the proposed algorithm clusters have less overlap and cover more road segments from this sample.

6.6.5 Prediction Results

Prediction Accuracy

Figure 6.7 presents the average accuracy of the i-step trajectory predictions for 1 ≤ i ≤ 50. As expected, the prediction accuracy for all solutions decreases as the number of predicted steps increases. The first-order Markov Chain, which does not apply clustering before creating the prediction models, shows high prediction accuracy for few prediction steps (i < 20) and the worst prediction accuracy when trying to predict many steps (i ≥ 30). The solutions that employ prediction models from clustered data (i.e., Framework
(v0) and Traj-clusiVAT-based-TP*), on the other side, present the worst results for predicting few steps but overcome the first-order Markov Chain for high values of $i$. This result occurs because the precision of the assignment of trajectories to a cluster depends on the trajectory size. Therefore, the accuracy of prediction models extracted from clustered data is low if the partial trajectory is small.

The proposed framework outperforms all solutions for all $i$ values. For small $i$ values, the proposed framework’s accuracy is at least as good as that of first-order Markov Chain since we employ the prediction model extracted from all trajectories if the partial trajectory is short (smaller than the hybrid step change parameter). As the predicted trajectory size increases, we begin applying the models extracted from clustered data, resulting in high prediction accuracy for larger $i$ values. Finally, the new framework outperforms its previous version because of the hybrid prediction approach discussed above and the new hierarchical clustering algorithm results in better clusters.

**Processing Time**

Figure 6.8a shows the average processing time of the $i$-step trajectory predictions. The Traj-clusiVAT-based-TP* presents the highest processing time since it executes the hybrid-NPR algorithm once for each step predicted, resulting in increasing computational complexity for larger $i$ values. Figure 6.8b displays the prediction processing time excluding the Traj-clusiVAT-based-TP* framework. The proposed framework and its previous version show a higher processing time when compared to the first-order Markov Chain mainly because the first-order Markov Chain does not have a clustering step. Finally, the new framework’s processing time is better than that of its previous version since the new version applies the clustering step only when $i$ is greater than the hybrid step change.

Figure 6.9 shows the average processing time of the training phase. The first-order Markov Chain only extracts the transition matrix from the dataset and presents the fastest training phase. As expected, the Traj-clusiVAT-based-TP* presents the slowest training phase, primarily because of the trajDTW distance measure. The trajDTW uses the Dijkstra algorithm to compute the road network distance between arcs. In the results showed in Figure 6.9, we precomputed the distance matrix and ignored this time overhead. Even so, the overhead of performing lookups on such a large distance matrix resulted in this performance. As for the proposed solution, the new framework presents a shorter processing time than its previous version since the new clustering algorithm has a better time complexity than that of the algorithm used in our framework’s previous
version.

Impact of Parameters

Lastly, we assess the impact of the parameter \textit{hybrid step change} on the framework’s prediction accuracy. We performed experiments using \textit{hybrid step change} values from 1 to 50. Figure 6.10 shows the results. We can see that the \textit{hybrid step change} does not influence the prediction accuracy when performing predictions of few steps. However, as we increase the number of predicted steps, the value of \textit{hybrid step change} affects the results. Overall, values of the \textit{hybrid step change} between 9 and 14 provide the best results, showing that the assignment of a trajectory to a cluster is more precise when the trajectory size is at least 9. Moreover, the prediction accuracy decreases for greater values of \textit{hybrid step change}. That occurs because, with these values, the framework uses the transition matrix extracted from the entire training dataset when the models from the clustered data are a better option (i.e., for longer trajectories).

Parameter Tuning

As the \textit{Rio Center Dataset for Data Mining} contains a large number of trajectories (526,467 trajectories recorded during four months), and its region corresponds to a full-scale metropolitan area, these experimental results can be generalized to represent the framework’s behavior when used to predict trajectories from different parts of the world. Therefore, in line with the results of the experiments, we suggest a value of ten for the \textit{hybrid step change} parameter, which should produce satisfactory results when applied in most scenarios.

6.7 Chapter Remarks

In this chapter, we proposed a novel cluster-based trajectory prediction framework. This novel solution trains prediction models from historical datasets to perform long-term predictions of road-network constrained trajectories. We highlighted the scalability of the framework, which, due to the cluster-based technique, allows the framework to train large databases efficiently.

We compared the framework to some related work through experiments using a new large-scale real-world trajectory dataset. The framework outperformed the related work in terms of \( i \)-step prediction accuracy. Moreover, the framework presented the best time
complexity in both the training and prediction phases among the solutions based on clustering.

As future work, we plan to investigate other clustering algorithms and the impact of other similarity measures on the framework’s performance. Besides that, we plan to extend the framework to perform trajectory predictions without knowledge regarding the number of steps to predict, which means to detect the end of the predicted trajectory.
Algorithm 5 Clustering road-network constrained trajectories

Input: \( \Gamma \sim \{T_1, T_2, \ldots, T_n\} \) – trajectory dataset

Output:
- \( k \) – the number of clusters
- \( \zeta \sim \{\Gamma_1, \Gamma_2, \ldots, \Gamma_k\} \) – the set of clusters
- \( \text{RT} \sim \{RT_1, RT_2, \ldots, RT_k\} \) – clusters’ representative trajectories
- \( \text{M} \sim \{M_1, M_2, \ldots, M_k\} \) – clusters’ transition matrices
- \( \text{C} \sim \{C_1, C_2, \ldots, C_k\} \) – clusters’ count transition matrices

1: \( k \leftarrow 0, \zeta \leftarrow \emptyset, \text{RT} \leftarrow \emptyset, \text{M} \leftarrow \emptyset, \text{C} \leftarrow \emptyset \)

2: Sort \( \Gamma \) in non-increasing order by the number of road segments

3: for each \( T_i = (t_1, t_2, \ldots, t_n) \in \Gamma \) do

4: \( c \leftarrow \) Execute Algorithm 4 with \( T, \text{RT}, \) and \( \text{M} \) as input data to select the most suitable cluster for trajectory \( T \)

5: if \( c \neq -1 \) then \( \triangleright \) Cluster not found

6: \( k \leftarrow k + 1 \)

7: \( M, C \leftarrow \) compute cluster’s transition and count matrices from \( T_i \)

8: \( \Gamma_k \leftarrow \{T_i\}, RT_k \leftarrow T_i, M_k \leftarrow M, C_k \leftarrow C \)

9: else \( \triangleright \) Cluster found

10: Update \( M_c \) and \( C_c \) with \( T_i \)’s road transitions

11: Append \( T_i \) to \( \Gamma_c \)

12: end if

13: end for

14: for \( i \leftarrow 1 \) to \( k \) do

15: \( RT_i \leftarrow \) compute cluster’s representative trajectory using Algorithm 3

16: end for

17: return \( k, \zeta, \text{RT}, \text{M} \) and \( \text{C} \)
Algorithm 6 $i$-step Trajectory Prediction

**Input:** $T^{1:P} \sim (t_1, t_2, ..., t_P)$ – a partial trajectory
- $i$ – number of steps to predict
- $hsc$ – hybrid step change
- $M^{\text{complete}}$ – complete transition matrix
- $RT \sim (RT^1, RT^2, ..., RT^k)$ – set of representative trajectories
- $M \sim (M^1, M^2, ..., M^k)$ – cluster’s transition matrix

**Output:** $T_{\text{pred}}$ – the predicted trajectory

1: $T_{\text{pred}} \leftarrow T^{1:P}$, lastRoad $\leftarrow t_P$, $c \leftarrow -1$
2: **for each** $j \in [0..i-1]$ **do**
3: **if** $|T_{\text{pred}}| \geq hsc$ **then**
4: **if** $c = -1$ **then** ▷ Trajectory not assigned to a cluster yet
5: $c \leftarrow$ Assign trajectory $T_{\text{pred}}$ to a cluster using Algorithm 4
6: **if** $c = -1$ **then** ▷ Defaults to the first cluster
7: $c \leftarrow 1$
8: **end if**
9: **end if**
10: $M^{\text{current}} \leftarrow M^c$ ▷ Use the cluster’s transition matrix
11: **else**
12: $M^{\text{current}} \leftarrow M^{\text{complete}}$ ▷ Use complete transition matrix
13: **end if**
14: nextRoad $\leftarrow \arg \max_r M^{\text{current}}_{\text{lastRoad} \rightarrow r}$
15: **if** $M^{\text{current}}_{\text{lastRoad} \rightarrow r} > 0$ **then**
16: $T_{\text{pred}} \leftarrow T_{\text{pred}} \cup$ nextRoad
17: lastRoad $\leftarrow$ nextRoad
18: **else**
19: break
20: **end if**
21: **end for**
22: **return** $T_{\text{pred}}$
Figure 6.1: Clusters size.

(a) Clusters size in non-increasing order.

(b) Cumulative sum of the clusters size in non-increasing order.
Figure 6.2: Representative trajectories from the twenty largest clusters found by the New Hybrid Framework.
Figure 6.3: Representative trajectories from the twenty largest clusters found by the Framework (v0).
Figure 6.4: Representative trajectories from the twenty largest clusters found by the Traj-clusiVAT-based-TP* framework.
Figure 6.5: Ten longest trajectories from each of the twenty largest clusters found by the New Hybrid Framework.
Figure 6.6: Ten longest trajectories from each of the twenty largest clusters found by the Framework (v0).
Figure 6.7: Average accuracy of the $i$-step trajectory predictions.
Figure 6.8: Average processing time of the \( i \)-step trajectory predictions.
Figure 6.9: Average processing time of the training phase.

(a) hybrid step change vs number of predicted (b) Number of predicted steps vs hybrid step steps.

Figure 6.10: Parameter sensitivity of hybrid step change.
Chapter 7

A Distributed and Low-Overhead Traffic Congestion Control Protocol for Vehicular Ad-Hoc Networks

The development of new technologies and transportation modes is a crucial component of improving urban mobility. For instance, researchers have shown that vehicular networks are a promising technology to monitor and reduce traffic jams. Nevertheless, most of these solutions rely on costly external infrastructures, such as roadside units or cellular networks. This chapter proposes DisTraC, a protocol for vehicular ad-hoc networks. DisTraC is a traffic congestion control protocol of low communication overhead that aims to estimate and reduce traffic congestion levels by employing vehicle-to-vehicle (V2V) communication. The protocol is independent of external infrastructures as it uses only V2V communication. Simulation results show that DisTraC outperforms other solutions published in the literature in terms of communication overhead and capability to reduce traffic congestion.

7.1 Introduction

Urban mobility has been a significant challenge in large cities for a long time as, for example, traffic jams directly affect the economy, the environment, and public health [102]. Moreover, the mobility aspects of society are changing rapidly, and the concentration of population in urban areas will continue to increase over the coming decades [77]. Thereby, it is necessary to develop new technologies and transportation modes to
move people and other products like goods and animals in a smart way, leading to smart transportation solutions [21].

Currently, the employment of wireless communication in the vehicular environment to detect and reduce traffic jams is of paramount importance. VANETs (Vehicular Ad-hoc Networks) are communication systems that allow the exchange of data between vehicles (V2V communication) and between vehicles and roadside units (V2I communication) through a Dedicated Short Range Communication (DSRC) protocol. However, the vehicular environment has some characteristics that can pose challenges for communication in VANETs. For instance, the network topology is highly dynamic, the number of vehicles in congested regions can lead to the broadcast storm problem [195], and areas with few vehicles make the network sparse, which hinders data transmission in these regions [213]. Besides that, proposals for vehicular networks should have low communication overhead to not adversely impact the applications that are sensitive to the transmission delay (e.g., traffic safety applications) [195]. Vehicles can also take advantage of pervasive cellular networks (e.g., 4G LTE and 5G) or multiple roadside units (RSU) to obtain a broad vision of the traffic conditions on a region. However, transmitting a large amount of data through cellular networks or deploying RSUs to cover urban regions fully incurs in prohibitive costs [41, 67]. On the other hand, applications that rely solely on V2V communication have low deployment and maintenance costs.

In this Chapter, we focus on traffic monitoring and vehicular congestion, aiming at reducing vehicle travel times through the use of V2V communication. To this end, we propose DisTraC, a Distributed and low-overhead protocol for Traffic Congestion control that is independent of external infrastructures such as roadside units or cellular network towers. With DisTraC, each vehicle individually estimates the local congestion level by monitoring its speed. Then, we present two low overhead communication mechanisms to enable vehicles to validate their congestion level estimations and to get information about traffic jams of other regions. With the proposed data fusion technique, vehicles can store their congestion level estimations and the information received from others in a meaningful way. Finally, the aggregated data is employed independently by each vehicle to compute the best route to their destination.

The DisTraC protocol demonstrates how we can apply vehicular networks to improve urban mobility. However, we did not design it for any specific scenario. For instance, drivers can use it to receive route suggestions with lower travel times. On the other hand, in the case of autonomous vehicles, they can automatically change their routes using the recommendations from the protocol. The only restriction is that vehicles must
have vehicular network adapters in their onboard units.

## 7.2 Related Work

The advancement of vehicular communication technologies enables the emergence of novel solutions for the classic problem of urban mobility in large cities. For instance, centralized systems based on pervasive cellular data services (e.g., 4G LTE and 5G) or V2I communication can provide a comprehensive vision of the traffic conditions of a region. However, transmitting a massive amount of data through cellular networks or deploying RSUs to cover urban regions fully incurs in prohibitive costs [41, 67], while applications that rely solely on V2V communication have low deployment and maintenance costs. Therefore, in this section, we extensively review and classify the proposals that aim at improving urban traffic using vehicular networks, highlighting the used communication technology and the proposed congestion control mechanisms.

SOTIS [194] is a V2V-based traffic management system in which each vehicle performs a traffic situation analysis by recurrently receiving data packets with detailed information from other vehicles. The vehicle sends the result of the traffic situation analysis via a one-hop broadcast to all neighboring vehicles. Finally, a store-carry-forward technique is used to share the information with vehicles in other regions.

CoTEC [18] is a cooperative technique based on V2V communications to detect road traffic congestion without the need to deploy infrastructure sensors. CoTEC proposes a traffic congestion quantification system based on the fuzzy theory that takes the traffic density and vehicle speed as input parameters and provides the corresponding traffic congestion level or traffic jam intensity as an output parameter. The individual congestion information is shared among the vehicles through multi-hop communication to validate the information cooperatively and reduce the communication overhead. In this case, vehicles share data only when a traffic congestion situation is locally detected. Araújo et al. [10] presented an extension of CoTEC, called CARTIM. The main contribution of CARTIM is a heuristic that uses the congestion information to allow route modification, thus preventing vehicles from reaching a congested area. Furthermore, if there is any RSU in the area, V2I communication is used to disseminate the information to other regions.

Arbabi and Weigle [11] proposed DTMon, one of the most pioneering systems for traffic management using V2X communication. Despite the drawback of being RSU-based, DTMon is not able to measure how congested the roads are, as it only recognizes
non-congested traffic conditions.

VAM\cite{75} is another V2V-based traffic management solution that enables vehicles to exchange data about their routes so that each vehicle can select less congested routes. With VAM, each vehicle determines an initial route and a collection of optional routes. Afterwards, each vehicle can select one of the optional routes to replace the current one based on the number of neighbors with routes similar to the current route. One of the shortcomings of this solution is that it generates a significant communication overhead.

DTraMS\cite{68} is a system that monitors and disseminates traffic conditions data using a decentralized infrastructure and V2X communication. As other proposals that use V2I communication, DTraMS assumes that RSUs are covering all regions, which can make the solution unfeasible.

ECODE\cite{207} is a protocol based on V2X communication to detect road segments that are suffering high traffic congestion. It uses multi-hop communication and geocast principles to gather and analyze vehicles’ primary data per road segment and assumes that there is an RSU at each road intersection. Other studies also assume that there is an RSU at each road intersection to employ V2X communication\cite{144,5}. Noori and Valkama\cite{144} used the gathered data and the A* search algorithm to calculate and search the best routes for the vehicles. Aissaoui et al.\cite{5} proposed a mechanism that uses clusters to send data to the RSU in a less costly way.

Gramaglia et al.\cite{71} proposed ABEONA, a solution based on V2V communication to estimate the flow and density of vehicles on the roads. Besides that, the solution can predict the transition from the free-flow to the synchronized traffic state. The authors do not address how predicted events are disseminated neither how to use this information to reduce traffic congestion.

Milojevic and Rakocevic\cite{135} presented a V2V-based technique that enables each vehicle to identify and measure traffic congestion, but without a method to reduce the travel times. Each vehicle estimates the local congestion level by measuring the time during which its speed is lower or higher than a given threshold. Furthermore, all vehicles validate their local estimations with the data received from their neighbors and transmit the local estimations to other regions through a multi-hop broadcast. In order to reduce the communication overhead, a broadcast only occurs whenever there is an increase in the local congestion level. The authors do not assess the use of the collected data to reduce traffic congestion.

E-VeT\cite{149} is an economy-based/reward-penalty system based on V2X communication to manage the vehicular traffic in road networks efficiently. The system is composed
of a scheme called \( R^2A \) and a route allocation algorithm. \( R^2A \) rewards vehicles for following system-assigned longer-time paths, and charges a fee for following system-assigned shorter-time paths. The route allocation algorithm gives lesser-time paths as a preference for vehicles that have earned higher revenue based on the \( R^2A \) scheme. The primary objective is to reduce the average travel time and fuel consumption.

Bellavista et al. [20] proposed a set of V2X-based protocols to determine the traffic characteristics in the proximity of intersections, intending to offer monitoring data to optimize traffic light management. They demonstrated through simulations that the protocols can achieve reasonable estimations of vehicular traffic even with a limited penetration rate of the vehicular network.

Garip et al. [67] proposed a distributed congestion avoidance mechanism based only on V2V communication. Vehicles change their routes based on checkpoints inserted between their initial and destination positions. When the vehicle approximates the subsequent checkpoint, it uses V2V communication to get the average speed of vehicles in the following roads and uses this information to select the best route from the current checkpoint to the next one. Although the proposed method is not able to produce traffic congestion information, it is one of the few solutions found in the literature to effectively decrease the average travel time employing only V2V communication.

Elbery et al. [59] presented a system that employs V2X communication to reduce the average vehicle fuel consumption and travel time. When a vehicle crosses a road link, it transmits its fuel consumption on the road segment to a Traffic Management Center (TMC) that, in turn, assign routes to the vehicles based on this information. One drawback of this approach is its processing overhead as all computations are centralized.

Other solutions proposed centralized systems that suffer from the problems inherent in this type of system [193, 93, 29]. Wang et al. [193] proposed a real-time path-planning algorithm based on V2X communication and heterogeneous networks where a centralized vehicle-traffic server performs all traffic planning computation. Jeong et al. [93] proposed a system where a central server gathers trajectories information from all vehicles and estimates road segment congestion for global traffic optimization. In that system, the travel delay estimation of a road segment depends on prior knowledge about the mean and variance of the link travel delay. Cárdenas-Benítez et al. [29] used V2X communication and a set of already known protocols to build a centralized system to monitor, detect, and reduce traffic congestion.

Martuscelli et al. [131] proposed and analyzed four V2V protocols to deliver traffic information updates concerning routes of interest. Although the protocols are simple
and have a limited scope, they could be used by other solutions to provide a traffic management service. The more sophisticated proposal is an implementation of a known technique to reduce overhead in ad hoc networks. Furthermore, the protocols do not address the situation where the network is disconnected.

DIVERT [150] is a privacy-aware system based on V2V communication and the cellular network to detect and reduce traffic congestion. The solution estimates the road density (number of vehicles on the road) using V2V communication. If the density is above a given threshold, it is sent with a given probability to a central server through a cellular network. The estimation algorithm is not suitable for every scenario (e.g., long roads). The central server uses the received density information to create a smoothed density information of the road. If the server detects signs of congestion, it will send messages to vehicles that reported most recently, so these vehicles will send the information to others on the road. After that, vehicles will re-route to reduce travel times.

Guo et al. [74] presented a method that uses V2X communication to estimate and share the vehicles traveling time and a real-time path planning algorithm to avoid traffic congestion. They divide the traveling time estimation into three components for each road segment: (i) the time to cross the straight road segment, (ii) the waiting time for the traffic light, and (iii) the time to bypass the road intersection. The authors demonstrated through simulations that the proposed algorithm outperforms the static path planning algorithm.

Table 7.1 summarizes the related work. The VANET column refers to the vehicular network communication the work uses, where the options are V2V (vehicle-to-vehicle), V2I (vehicle-to-infrastructure) and V2X (vehicle-to-vehicle and vehicle-to-infrastructure). The Cel. column specifies if the solution uses any of the cellular network technologies, like LTE (Long-Term Evolution). Table 7.1 also defines if the related work proposes a mechanism to quantify the road congestion level (Quan. column), a method to disseminate the traffic information to vehicles in other regions (Dis. column) and, finally, a re-routing technique to reduce traffic jams (Rou. column).

Most of the reviewed solutions detect traffic congestion conditions but do not offer a method to reduce traffic jams. Furthermore, the high costs to install and maintain RSUs represent a disadvantage for solutions that depend on these infrastructures. In addition to relying only on V2V communication, our proposed protocol can significantly reduce the communication overhead due to the cluster-based mechanism used to broadcast traffic data. Besides that, experiments revealed that DisTraC is more effective than solutions found in the literature in reducing average travel time.
7.3 DisTraC

7.3.1 Overview

The main goal of DisTraC is to reduce the vehicle average travel time by employing V2V communication without leading to high communication overhead. We divide its operations into four major components, as illustrated in Figure 7.1.

In the first component, each vehicle has a single view of the traffic in its current road segment. This view, called local traffic congestion level estimation, relies solely on sensors from the vehicle itself and, therefore, can be different from the view of other vehicles on the same road.

In the second component, the vehicles share their local traffic congestion level estimations with others. It is necessary to validate the individual estimations cooperatively and share information with vehicles that are on other roads.

As the vehicles keep estimating the traffic congestion levels and keep receiving new information from other vehicles, it is necessary to combine those data in a meaningful way. That is the purpose of the third component, in which each vehicle combines the received data and generates a traffic congestion map of the area.

Finally, in the last component, the traffic congestion map is used to compute the best route for the vehicle from its current position to its destination. As each vehicle performs these steps continuously and individually, the traffic tends to be balanced on different roads, reducing average travel time.
7.3.2 Traffic Congestion Detection and Quantification

To define traffic congestion is the first step to build a system to measure urban traffic. One of the most common definitions is found in [123]. The authors describe traffic congestion as the travel time or delay exceeding that usually incurred under light or free-flow travel conditions. On top of that, Rao and Rao [160] presented different metrics to identify and measure urban traffic congestion. They concluded that congestion is a function of a reduction in vehicle speeds and that establishing a threshold directly related to travel speeds to each road is most appropriate when measuring congestion. It is worth mentioning that in this chapter, we use the expression *road* as a road segment delimited by two crossroads.

We propose to estimate traffic congestion as follows. Each vehicle uses its instantaneous speed \(v_{\text{inst}}\) to measure the local traffic Congestion Level \(\gamma\) of the current road. \(\gamma\) admits real values between 1 and \(\gamma_{\text{max}}\). The initial value of \(\gamma\) is 1, which represents free flow, and values higher than one represent traffic congestion situations. We assume that each road has a reference constant \(V_{\text{threshold}}\) that represents the speed threshold used to quantify its congestion level. Thus, the vehicle measures how long its \(v_{\text{inst}}\) remains above or below \(V_{\text{threshold}}\) to calculate the local congestion level \(\gamma\).

Each vehicle executes Algorithm 7 once every 100 ms to update its local congestion level estimation \(\gamma\). The \(\text{MIN}\) function is responsible for limiting the maximum value of the new congestion level to \(\gamma_{\text{max}}\). For each vehicle, the global variables \(\text{congested, lastChangeAt, and lastChangeCongAt}\) are initialized with the values false, 0, and 0, respectively, and updated by Algorithm 7. Initially, we assume that the vehicle’s current road segment is not congested \(\text{(congested = false)}\). If the current state is \(\text{congested = false}\) and \(v_{\text{inst}}\) stays below \(V_{\text{threshold}}\) for more than \(T_{\text{cong}}\) seconds, then the current state is set to \(\text{congested = false}\), and \(\gamma\) is updated accordingly. Next, every time the algorithm is executed, the congestion level \(\gamma\) is increased. If \(v_{\text{inst}}\) stays above \(V_{\text{threshold}}\) for more than \(T_{\text{free}}\) seconds when \(\text{congested = true}\), then \(\gamma\) will be 1, regardless of its previous value, which means that the vehicle has left a congested region. Whenever a vehicle enters another road segment, the congestion level estimation and the timers are not reset. The idea behind this is that there is a high probability that the next road segments have a traffic congestion state similar to the current road.

Figure 7.2 illustrates a vehicle \(\gamma\) measurement. The data was obtained through a simulation using \(V_{\text{threshold}} = 5.63\) m/s, \(T_{\text{cong}} = 10\) seconds, and \(T_{\text{free}} = 20\) seconds. We observe that during the initial 15 seconds, \(v_{\text{inst}}\) did not exceed ten continuously seconds.
Algorithm 7 Procedure to update the congestion level $\gamma$

1: procedure UPDATECONGESTIONLEVEL
2:   if congested then
3:     if $v_{inst} \leq V_{\text{threshold}}$ then $\triangleright \gamma$ keeps increasing
4:       lastChangeAt ← 0
5:       $\gamma \leftarrow \min\left(\gamma_{\text{max}}, 1 + \frac{\text{currentTimestamp} - \text{lastChangeCongAt}}{T_{\text{cong}}}\right)$
6:     else if lastChangeAt = 0 then
7:       lastChangeAt ← currentTimestamp
8:     else if currentTimestamp - lastChangeAt $\geq T_{\text{free}}$ then $\triangleright$ Free-flow state
9:       congested ← false
10:      $\gamma \leftarrow 1$
11:      lastChangeAt ← 0
12:   end if
13:   else if $v_{inst} \leq V_{\text{threshold}}$ then
14:     if lastChangeAt = 0 then
15:       lastChangeAt ← currentTimestamp
16:     else if currentTimestamp - lastChangeAt $\geq T_{\text{cong}}$ then $\triangleright$ Congested road
17:       congested ← true
18:       lastChangeCongAt ← lastChangeAt
19:       lastChangeAt ← 0
20:       $\gamma \leftarrow \min\left(\gamma_{\text{max}}, 1 + \frac{\text{currentTimestamp} - \text{lastChangeCongAt}}{T_{\text{cong}}}\right)$
21:     end if
22:   else
23:     lastChangeAt ← 0 $\triangleright$ Congestion level not changed
24:   end if
25: end procedure
above $V_{\text{threshold}}$. In this case, the estimate is that the road is in a free-flow condition ($\gamma = 1$). From 15 seconds on, $v_{\text{inst}}$ starts decreasing and, after 20 seconds $\gamma$ starts increasing linearly. After this, in three different moments of the simulation, the $v_{\text{inst}}$ was above the threshold for more than ten consecutive seconds. Thus, in those moments, the congestion level was set to one indicating that the vehicle was crossing a non-congested road.

\begin{figure}
\centering
\includegraphics[width=\linewidth]{speed_congestion.pdf}
\caption{Example of a local traffic congestion level quantification.}
\end{figure}

\subsection{Traffic Congestion Level Dissemination}

Vehicles need to share their traffic congestion estimations for two reasons. First, it is necessary to obtain traffic data from regions that are out of communication range to be able to compute the best routes to the vehicle’s destination. Second, individual estimations may experience outliers temporarily (e.g., when a driver makes a short stop at the side of the road while waiting for a passenger). Thus, the DisTraC protocol has two data-sharing mechanisms.

The first data sharing mechanism aims at sharing data between vehicles that are close to each other. Therefore, each vehicle includes a dataset called Local Congestion Estimate (LCE) in its periodical beacon. LCE has the congestion measurements of the last $\eta$ roads traveled by the vehicle. For each road, there is a pair $\langle \text{road}_id, \gamma \rangle$, where $\text{road}_id$ is the road identifier, and $\gamma$ is the last congestion level of that road measured by the vehicle. We use $\eta = 2$ in this work. That is, the vehicle shares the congestion data
of the current road and the road previously traveled. Note that we can include this data into the Cooperative Awareness Messages (CAMs) [177], or its equivalent Basic Safety Messages (BSMs) [91]. Thus, the LCE transmission does not lead to an increase in the transmission overhead.

The second data-sharing mechanism aims at disseminating the congestion information to regions that are out of the one-hop range communication. We propose a cluster-based scheme to reduce the communication overhead. Each cluster, as illustrated in Figure 7.3, is a fixed road segment of maximum length equal to the vehicle communication range. In summary, for each cluster, at most every $T_{\text{broadcast}}$ seconds, one vehicle will perform a multi-hop broadcast containing congestion data generated by the vehicles at the same cluster.

![Figure 7.3: Definition of clusters and roads.](image)

Each vehicle decides, independently from the others, if and when it will perform the broadcast by executing Algorithm 8 every second. The first step is to update the current congestion level (Algorithm 7). Next, the vehicle must check the following three conditions before performing the broadcast:

1. The new congestion level is different from the previous value;

2. The vehicle did not receive a broadcast from the current cluster in the last $T_{\text{broadcast}}$ seconds; and

3. The vehicle is the cluster-head of its current cluster.
Algorithm 8 Procedure to perform the multi-hop broadcast

1: procedure VERIFYANDPERFORMBROADCAST
2:     σ_{before} ← σ
3:     σ ← UPDATECONGESTIONLEVEL
4:     if σ ≠ σ_{before} then \(\triangleright \) Change in the congestion level
5:         t ← GETCLUSTERLASTBROADCASTTIME(currentClusterID)
6:         if (currentTimestamp − t ≥ T_{min}) ∧ isCLUSTERHEAD(vehicle) then
7:             congestionData ← \{LCE_{currentVehicle}\}
8:             for LCE_{neighbor} ∈ LCE_{neighbors} do
9:                 congestionData ← congestionData ∪ \{LCE_{neighbor}\}
10:         end for
11:         BROADCAST(congestionData) \(\triangleright \) Multi-hop broadcast
12:     end if
13: end procedure

The cluster-based scheme works as follows. We assume that each vehicle has a digital map with the center position and the radius of all clusters. Besides that, the vehicles keep track of their neighbors’ positions through the received beacons. First, the vehicle checks to which cluster it belongs by selecting from the list of clusters of its current road and choosing the one with a center position closer to the current vehicle’s position. Next, the vehicle knows it is the cluster-head when there is no neighbor on the same road that is closer to the cluster’s center than itself. This whole procedure, detailed in Algorithm 9, happens in such a way that vehicles do not have to send any additional data across the network.

In this work, we implemented a simple flooding protocol to perform the multi-hop broadcast. Nevertheless, we can use other protocols to reduce communication overhead without decreasing the delivery rate. This investigation is part of future work.

Whenever a vehicle receives a broadcast containing congestion data from a cluster, it updates a local database that stores the moment of the last broadcast received from each cluster. Besides, the DisTraC protocol component called Traffic Congestion Data Fusion aggregates the received data, as explained in the next section.
Algorithm 9 Procedure to check if the vehicle is the cluster-head

Output: If the vehicle is the cluster-head

1: procedure isClusterHead(vehicle)
2:     clusters ← \{(center, radius)\} \quad \triangleright \text{clusters of the current road}
3:     currentCluster ← null
4:     minDist ← \infty
5:     vehPos ← vehicle.position
6:     for cluster ∈ clusters do
7:         clusterDist ← DIST(cluster.center, vehPos)
8:             if clusterDist < minDist then
9:                 currentCluster ← cluster
10:                minDist ← clusterDist
11:         end if
12:     end for
13:     clusterPos ← currentCluster.center
14:     vehDis ← DIST(clusterPos, vehPos)
15:     for neighbor ∈ neighbors do
16:         dist ← DIST(neighbor.center, clusterPos)
17:             if dist < vehDis then
18:                 return false \quad \triangleright \text{Found another vehicle closer to the cluster center}
19:             end if
20:     end for
21:     return true \quad \triangleright \text{The vehicle is the cluster-head}
22: end procedure
7.3.4 Traffic Congestion Data Fusion

Vehicles receive new traffic congestion estimations from three sources: (i) neighbors that send periodical beacons, (ii) the cluster-head from different areas that send regular multi-hop broadcasts, and (iii) the vehicle itself that keeps estimating the current road congestion level.

Each vehicle maintains two databases $\Gamma$ and $\Gamma_{\text{aggregated}}$ with congestion information of roads. $\Gamma$ entries are of the form $\langle \text{roadID} \rangle \rightarrow (\langle \text{vehicleID} \rangle \rightarrow \{\gamma, t\})$, where $\gamma$ is the congestion level and $t$ is the timestamp when $\gamma$ was estimated. We use $\Gamma_{\text{limit}}$ to limit the cardinality of each road entry in $\Gamma$. The vehicle adds its own congestion level estimation to the database $\Gamma$ with a frequency equal to the beaconing frequency (1 Hz in this work). Whenever a vehicle adds a new value to the database $\Gamma$ (from itself or another source), it will aggregate this information into the database $\Gamma_{\text{aggregated}}$ by employing Algorithm 10.

In summary, for a given road, we use all of its congestion level estimations stored in $\Gamma$ to compute a single congestion level $\gamma_{\text{aggregated}}$, assigning higher weights for the most recent estimations.

Figure 7.4 presents a comparison between the congestion level estimated by the vehicle (Own Congestion Level) for its current road and the congestion level stored in $\Gamma_{\text{aggregated}}$ (Database Congestion Level) for the same road. The data received from other vehicles incur in the changes observed in the database congestion level that does not happen along with a change in the own congestion level. For example, in some situations, the database congestion level begins to change even before the vehicle slows down, which happens because the vehicle starts receiving traffic data even before it enters the congested road. It is important to note that the estimations made by the vehicle and the database values remain compatible throughout the simulation.

7.3.5 Traffic Congestion Reduction

The traffic congestion data fusion module invokes the traffic congestion reduction module whenever there is a change in the database $\gamma_{\text{aggregated}}$. Next, the vehicle uses the updated database $\gamma_{\text{aggregated}}$ to estimate the best routes individually. To this, we assume that each vehicle has an initial position and a destination position. The vehicle also has a digital map initialized with a weight assigned to each road equal to the time needed to cross the road at the maximum allowed speed. Whenever an update occurs in $\gamma_{\text{aggregated}}$, we update the weight for the given road using Equation 7.1, where $\omega$ is the updated road weight, $L$ is the road length, $V_{\text{max}}$ is the road maximum allowed speed and $\gamma_{db}$ is the road
Algorithm 10 Procedure to aggregate the new congestion level estimation.

1: procedure AGGREGATEDATA(roadID, $\gamma_{\text{received}}$, timestamp, vehicleID)
2: \[ V \leftarrow \Gamma(\text{roadID}) \]
3: \[ V(\text{vehicleID}) \leftarrow \{\gamma_{\text{received}}, \text{timestamp}\} \]
4: while $|V| > \Gamma_{\text{limit}}$ do
5: \[ \text{remove the oldest entry from } V \text{ based on its timestamp} \]
6: end while
7: \[ \Gamma(\text{roadID}) \leftarrow V \] \hspace{1cm} ▷ update $\Gamma$
8: oldestEntry $\leftarrow$ get the oldest entry from $\Gamma(\text{roadID})$
9: oldestEntryTimestamp $\leftarrow$ oldestEntry.timestamp
10: weight$_{\text{sum}}$ $\leftarrow$ 0
11: $\gamma_{\text{sum}}$ $\leftarrow$ 0
12: for each $e \in \Gamma(\text{roadID})$ do
13: \[ \text{weight} \leftarrow e.\text{timestamp} - \text{oldestEntryTimestamp} + 1 \]
14: \[ \text{weight}_{\text{sum}} \leftarrow \text{weight}_{\text{sum}} + \text{weight} \]
15: \[ \gamma_{\text{sum}} \leftarrow e.\gamma \times \text{weight} \]
16: end for
17: $\gamma_{\text{aggregated}}$ $\leftarrow \frac{\gamma_{\text{sum}}}{\text{weight}_{\text{sum}}}$
18: \[ \Gamma_{\text{aggregated}}(\text{roadID}) \leftarrow \gamma_{\text{aggregated}} \] \hspace{1cm} ▷ update $\Gamma_{\text{aggregated}}$
19: end procedure
congestion level got from the database $\gamma_{\text{aggregated}}$. The vehicle uses the Dijkstra Shortest Path Algorithm \cite{53} to calculate the new route after updating the road weights.

$$\omega = \frac{L}{V_{\text{max}}} \times \gamma_{\text{db}}$$ \hspace{1cm} (7.1)

One can wonder if the protocol does not incur in the formation of bottleneck roads, as all vehicles use the same routing algorithm. DisTraC protocol avoids this mainly for two reasons. First, each vehicle has a distinct $\gamma_{\text{aggregated}}$, and so the weights a vehicle assigns to the roads are different from weights given by other vehicles. Second, the vehicles are always recomputing their best routes. Therefore, when a road congestion level starts increasing, other vehicles will be less likely to choose this road soon, thus balancing the traffic across different roads.

### 7.4 Performance Evaluation

We evaluate the performance of DisTraC through simulations aiming at verifying the protocol’s ability to reduce traffic jams as well as the amount of communication overhead caused in the vehicular network. First, in Section 7.4.3, we compare DisTraC with other solutions. Next, in Section 7.4.4, we evaluate the main parameters of the protocol. In Section 7.4.5, we evaluate DisTraC in a real-world, large-scale simulation scenario.
7.4.1 Limitations of Simulation-based Evaluation

We usually divide the methods for computer performance evaluations into three areas: performance measurement, analytic performance modeling, and simulation. As expected, each one has its advantages, disadvantages, and applicability [82]. Simulation-based evaluation is the most common technique in vehicular network research because of its versatility, which enables the evaluation of a wide range of scenarios. That is because the cost of such experiments would be prohibitive for performance measurements, and, on the other hand, analytical modeling is typically too hard for complex scenarios. However, it is essential to note that performance evaluation based on simulations has its limitations. For instance, even if they are carefully designed, simulations may produce results different from that observed through measurements. Besides that, the best approach to evaluate vehicular networks employs real-world traces of vehicles, but there is a lack of comprehensive datasets that allow extensive simulations.

7.4.2 Simulation Setup

We implement and simulate the DisTraC protocol and related work using the discrete event simulator OMNeT++ 5.1 [189], the traffic and urban mobility simulator SUMO 0.25.0 [104], and the vehicular network simulator Veins 4.7.1 [174]. The simulation scenario, generated with the SUMO simulator, is a 5×5 Manhattan Grid under a region of 1 km$^2$ with road segments that are 250 meters long, two lanes in each direction and speed limit of 13.9 m/s. We randomly generated routes of at least 1 km long, and consider different traffic demands by varying the total number of vehicles in 150, 200, 250 and 300. The duration of the simulations was 10 minutes. We replicate each scenario five times and plotted graphs with a confidence interval of 95%. The vehicle’s transmission power was 7.1 milliwatts (mW) for V2V communication, which gives a communication radius of 300 meters, approximately.

7.4.3 Comparison with Related Work

We compare DisTraC with its initial version [44] and the solutions found in [67] and [135], as these solutions have the characteristics discussed in Section 7.2. In the Milojevic et al. [135] algorithm simulations, we add our mechanism to route the vehicles but using their method to generate traffic congestion data. This improvement is necessary because their solution does not include a traffic congestion reduction mechanism. In this way, we can
evaluate the quality of the traffic congestion data generated by their technique. Besides that, we increased the transmission power on the simulations of the protocol of Garip et al. [67] to 20 mW, which results in a transmission range of around 500 meters. This modification was required to improve their results as they use only one-hop broadcast. We set the DisTraC parameters with the values shown in Table 7.2.

First, we evaluate the ability of the protocols to reduce traffic congestion. Figure 7.5 shows the average travel times, travel lengths, completed routes, and CO$_2$ emission. Through Figure 7.5a, we verify that DisTraC is the most effective in reducing the travel time of vehicles, with an improvement of approximately 26% in congested scenarios when compared with no routing (which represents vehicles using the shortest path that do not re-route).

The results presented in Figures 7.5b and 7.5c confirm that DisTraC is more efficient than other protocols in reducing traffic jams. Figure 7.5b shows the average travel distance. When employing a re-routing strategy, there are two reasons for which the vehicles can travel longer distances. First, as the initial routes are calculated using the shortest path with only the road length, the updated routes always are greater than or equal to the initial routes. Second, when the vehicles do not re-route, they get stuck in traffic jams more often, and many of them do not complete their routes before the end of the simulation. Figure 7.5c shows the percentage of vehicles that conclude their routes. We can see that more vehicles complete their routes when running the DisTraC protocol. Besides that, there is a correlation between the improvement of travel time and the percentage of vehicles that reach their destination. The more efficient the solution in reducing travel time is, the higher the number of vehicles that can arrive at the destination before the conclusion of the simulation.

Finally, Figure 7.5d presents the CO$_2$ emission rate, which we determine using a statistical transmission model called EMIT [28]. Sommer et al. [175] include more information regarding the implementation of the transmission model in the Veins simulator. Two factors significantly influence the CO$_2$ emission rate. First, it is the duration and size of the trip, as fuel consumption is directly related to these variables. Second, congested situations where most vehicles are in stop-and-go traffic increases emissions per kilometer yet further [73]. Thus, the CO$_2$ emission rate is lower when using the solutions that can effectively decrease the vehicle travel times and so DisTraC presents the best results.

Figure 7.6 shows the results of the transmission overhead evaluation. As expected, every protocol’s overhead increases in scenarios with more traffic congestion because of
(a) The average time each vehicle takes to complete the route.

(b) The average distance traveled by each vehicle.

(c) The percentage of vehicles that complete their routes.

(d) The average $CO_2$ emission rate.

Figure 7.5: Comparison with related work of the protocol’s ability to reduce traffic congestion.
packets retransmissions. These retransmissions also result in higher packet loss rates, as shown in Figures 7.6c and 7.6d. The higher number of sent and received packets of DisTraC when compared with its old version is due to the new traffic congestion dissemination module. However, as shown in Section 7.4.4, we can decrease DisTraC’s overhead without affecting traffic congestion reduction by adjusting the value of $T_{\text{broadcast}}$.

(a) The average number of messages transmitted by vehicles.
(b) The average number of messages received by each vehicle.
(c) The average number of packets lost because the vehicle was sending while receiving.
(d) The average number of packets lost due to bit errors.

Figure 7.6: Comparison with related work of the protocol’s communication overhead.

7.4.4 Evaluation of Parameters

The values we chose for the parameters of DisTraC directly affect the performance of the protocol. For instance, the higher the value of $T_{\text{broadcast}}$, the higher the frequency of cluster data broadcasts, which increases the communication overhead in exchange for keeping the vehicles more up to date about traffic congestion in remote areas. Thus, we evaluate the most critical parameters by varying one at a time while keeping the others fixed with the values in Table 7.2.
Minimum Broadcast Time Interval

We prevent the broadcast storm problem by imposing a minimum broadcast time interval on the clusters. In summary, the cluster-head performs the multi-hop broadcast only if it did not receive a broadcast from its cluster in the last 2 seconds. We simulate different values of $T_{\text{broadcast}}$ from 5 seconds to 2 minutes. Figure 7.7 shows the results.

![Figure 7.7: Evaluation results of the parameter $T_{\text{broadcast}}$.](image)

As expected, the transmission overhead is higher when $T_{\text{broadcast}}$ is lower. Besides that, the growth rate of the number of packets sent is higher in scenarios with more vehicles, which happens because in scenarios with lower traffic demand, it is more common for clusters to be empty for periods longer than $T_{\text{broadcast}}$ seconds. On the other side, varying $T_{\text{broadcast}}$ from 5 to 30 seconds did not result in significant changes in the average travel time of vehicles. This result demonstrates that it is better to use values for $T_{\text{broadcast}}$ of at least 20 seconds, thus reducing both the communication overhead and traffic jams.
Maximum Number of Entries per Road in $\Gamma$

We use the parameter $\Gamma_{\text{limit}}$, which bounds the maximum number of entries per road in the database $\Gamma$ of each vehicle to limit the amount of memory used by the protocol. However, low values of $\Gamma_{\text{limit}}$ may decrease the quality of traffic congestion estimates as vehicles are required to discard older estimates of other vehicles. Figure 7.8 shows the results of varying $\Gamma_{\text{limit}}$ in 5, 10, 20, 30, 120.

![Figure 7.8: Evaluation results of the parameter $\Gamma_{\text{limit}}$.](image)

We can verify that the best improvements in traffic congestion were using higher values of $\Gamma_{\text{limit}}$. Despite that, the road lengths physically bound the number of vehicles on the same cluster. Therefore, it is rarely necessary to remove old entries when $\Gamma_{\text{limit}}$ is greater than or equal to 20, which makes the results of these simulations similar.

Finally, the results confirm that parameter $\Gamma_{\text{limit}}$ does not cause significant changes in communication overhead. The reason behind this is that communication overload is mainly affected by the number of vehicles and the broadcast rate. Therefore, $T_{\text{broadcast}}$ is the only protocol parameter that significantly impacts the number of sent packets.
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Congestion Level Increase Time Interval

The parameter $T_{\text{cong}}$ determines how fast we should increment the congestion level when the vehicle is at low speed. Besides that, it defines how long the vehicle should be idling before a free-to-congested traffic change is detected. Figure 7.9 shows the results for different values of $T_{\text{cong}}$.

Figure 7.9: Evaluation results of the parameter $T_{\text{cong}}$.

Lower values of $T_{\text{cong}}$ make the protocol react faster when the vehicle enters congested regions and, thus, leads to better travel times. However, the cluster-head performs multi-hop broadcast only when the congestion level changes. Therefore, lower values of $T_{\text{cong}}$ result in a higher number of packets sent.

Congestion Level Reset Time Interval

The congestion level reset time interval, defined by the parameter $T_{\text{free}}$, represents how long the vehicle should remain above the threshold speed before detecting a traffic state change from congested to free-flow. We simulate different values of $T_{\text{free}}$ from 1 second to 60 seconds. Figure 7.10 shows the results. Similar to what occurs with $T_{\text{cong}}$, $T_{\text{free}}$
makes the vehicle to react faster to traffic changes. However, unlike $T_{\text{cong}}$, when the value of the parameter is too low, the number of packets sent is lower, and the average travel time is higher, which happens because with DisTraC vehicles perform multi-hop broadcasts more often when traffic state is congested.

![Figure 7.10: Evaluation results of the parameter $T_{\text{free}}$.](image)

**7.4.5 LuST Scenario**

Perform simulations of vehicular network protocols in large-scale realistic scenarios is challenging, especially when the objective is to assess traffic congestion control. First, although it is easy to extract publicly available road network data using tools such as the OpenStreetMap [78], we still need to perform many fixings before using its road network. For instance, we have to fix the turn restrictions in every road segment to represent the traffic correctly. Second, there are few data available on actual traffic demand. Thus, in most cases, we need to generate synthetic traffic demand, which can be unrealistic for evaluating traffic congestion. Last, simulating large-scale scenarios requires a lot of computing processing time. For instance, in the previous version of this work, we took
almost one month to conclude twenty minutes of a single simulation of the protocol in a large-scale scenario. Therefore, in this section, we present preliminary results of the evaluation of DisTraC in a real-world, large-scale scenario. To this end, we used the Luxembourg SUMO Traffic (LuST) Scenario [42], illustrated in Figure 7.11, which is one of the few publicly available datasets that have the features we need to evaluate traffic congestion.

LuST is a large-scale scenario that contains one day of traffic data on the city of Luxembourg. However, due to its high computational complexity, we were able to simulate only the DisTraC protocol during a few minutes of traffic using this scenario. With these simulations, we could observe an improvement in vehicle travel time when compared to the situation where vehicles use the shortest route. We plan to investigate the performance of related work as future work.

We choose two different moments to simulate the DisTraC protocol, one with moderate traffic demand the other with high traffic demand. Figure 7.12 shows the number of vehicles running over the day and highlights the moments we simulate. The simulation of moderate traffic demand refers to the period between 1:00 p.m. and 1:20 p.m., while the simulation of high traffic demand corresponds to the period between 7:30 a.m. and
7:50 a.m.

Figure 7.12: Traffic demand of the LuST scenario over the day and the moments chosen for simulation.

Figure 7.13 presents the results of the LuST scenario. In the scenario with moderate traffic demand, the improvement of the average travel time of the vehicles was only 2.2%. In the scenario with high traffic demand, the average reduction of vehicle travel time was 7.6%. The results show that the DisTraC protocol’s ability to reduce vehicle travel time is greater in scenarios with greater traffic congestion. We believe that the improvements would be better if we had carried out longer simulations. Figure 7.14, which shows the average travel time of vehicles by departure time, reinforces our hypothesis, as we can verify that the reduction of travel time increases as the departure time increases.

Figure 7.13 also shows the impact of the protocol on the travel distance and CO$_2$ emission rate. As in the Manhattan Grid scenario, the protocol makes vehicles travel longer distances when compared to vehicles traveling on the shortest paths. However, because of the reduced simulation time, it was not enough to reduce the CO$_2$ emission rate. Besides that, the traveling distance is smaller in the scenario with higher traffic demand rather than the scenario with moderate traffic demand for two reasons. First, because in the scenario of high traffic demand, the vehicles get stuck in traffic jams more often. Second, because we computed the results from vehicles that concluded their routes, which, especially in the scenario with the highest traffic demand, are those with smaller routes.
Figure 7.13: LuST scenario results.

Figure 7.14: Average travel time of vehicles by departure time.
Chapter Remarks

In this Chapter, we proposed the DisTraC protocol for vehicular networks. DisTraC aims to reduce the average travel time of vehicles by employing V2V communication. The protocol is independent of the existence of roadside units or other external infrastructures as it uses only V2V communication.

We compared DisTraC with other solutions published in the literature through simulations. The results showed that DisTraC is the most effective in reducing the average travel time of vehicles. Moreover, DisTraC presented a low communication overhead. The evaluation of the protocol parameters showed the impact of each parameter on the protocol performance, and how we can configure them to balance the protocol’s capability in reducing traffic congestion and the communication overhead it produces.

As future work, we plan to carry out an extensive study in a real-world scenario, including other solutions. For this, it will be necessary to implement modules in the simulator that allow more efficient use of the available computational resources. Besides that, we plan to investigate the employment of smart dissemination algorithms, such as prediction-based delay-tolerant broadcast algorithms, to reduce the protocol’s communication overhead without decreasing its capacity to reduce the average travel time of vehicles.
Table 7.1: Reference list of Traffic management using vehicular networks

<table>
<thead>
<tr>
<th>Reference</th>
<th>Communication</th>
<th>Traffic Management</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VANET</td>
<td>Cel.</td>
</tr>
<tr>
<td><strong>DisTraC</strong> [44]</td>
<td>V2V</td>
<td>No</td>
</tr>
<tr>
<td>SOTIS [194]</td>
<td>V2V</td>
<td>No</td>
</tr>
<tr>
<td>CoTEC [18]</td>
<td>V2V</td>
<td>No</td>
</tr>
<tr>
<td>DTMon [111]</td>
<td>V2X</td>
<td>No</td>
</tr>
<tr>
<td>VAM [75]</td>
<td>V2V</td>
<td>No</td>
</tr>
<tr>
<td>DTraMS [68]</td>
<td>V2X</td>
<td>No</td>
</tr>
<tr>
<td>ECODE [207]</td>
<td>V2X</td>
<td>No</td>
</tr>
<tr>
<td>H. Noori et al. [144]</td>
<td>V2X</td>
<td>No</td>
</tr>
<tr>
<td>ABEONA [74]</td>
<td>V2V</td>
<td>No</td>
</tr>
<tr>
<td>R. Aissaoui et al. [5]</td>
<td>V2X</td>
<td>No</td>
</tr>
<tr>
<td>M. Milojevic et al. [135]</td>
<td>V2V</td>
<td>No</td>
</tr>
<tr>
<td>E-VeT [149]</td>
<td>V2X</td>
<td>No</td>
</tr>
<tr>
<td>P. Bellavista et al. [20]</td>
<td>V2X</td>
<td>No</td>
</tr>
<tr>
<td>CARTIM [10]</td>
<td>V2X</td>
<td>No</td>
</tr>
<tr>
<td>M. T. Garip et al. [67]</td>
<td>V2V</td>
<td>No</td>
</tr>
<tr>
<td>A. Elvery et al. [59]</td>
<td>V2X</td>
<td>No</td>
</tr>
<tr>
<td>M. Wang et al. [193]</td>
<td>V2X</td>
<td>Yes</td>
</tr>
<tr>
<td>J. Jeong et al. [93]</td>
<td>V2X</td>
<td>Yes</td>
</tr>
<tr>
<td>N. Cárdenas-Benítez et al. [29]</td>
<td>V2X</td>
<td>No</td>
</tr>
<tr>
<td>G. Martuscelli et al. [131]</td>
<td>V2V</td>
<td>No</td>
</tr>
<tr>
<td>DIVERT [150]</td>
<td>V2V</td>
<td>Yes</td>
</tr>
<tr>
<td>C. Guo et al. [74]</td>
<td>V2X</td>
<td>No</td>
</tr>
</tbody>
</table>
Table 7.2: DisTraC default parameters value.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\text{broadcast}}$</td>
<td>10 s</td>
</tr>
<tr>
<td>$\Gamma_{\text{limit}}$</td>
<td>20</td>
</tr>
<tr>
<td>$T_{\text{cong}}$</td>
<td>10 s</td>
</tr>
<tr>
<td>$T_{\text{free}}$</td>
<td>10 s</td>
</tr>
<tr>
<td>$\gamma_{\text{max}}$</td>
<td>10 s</td>
</tr>
<tr>
<td>$V_{\text{threshold}}$</td>
<td>4.63 m/s</td>
</tr>
</tbody>
</table>
Chapter 8

Vehicle-assisted Data Delivery based on Trajectory Prediction

This chapter proposes a novel vehicle-assisted data delivery algorithm called VDDTP. VDDTP creates an extended trajectory model and uses predicted road-network constrained trajectories to calculate packet delivery probabilities. Then, it applies the predicted trajectories and some proposed heuristics in a data forwarding strategy, aiming to improve the vehicular network’s global metrics (i.e., delivery ratio, communication overhead, and delivery delay). We perform extensive experiments using the Rio Center dataset, a novel real-world and large-scale trajectory dataset for evaluating vehicular networks applications. The results demonstrate the algorithm’s ability to improve the global metrics compared to some related work.

8.1 Introduction

Vehicular networks (VANETs) are communication systems that enable vehicles to exchange data with each other (V2V communication), and with infrastructures located along the edge of the roads (V2I communication), called Road Side Units (RSUs) [81]. VANETs are an essential component to construct smart cities, as they are enablers of new applications that aim at improving the quality of life in urban areas [58]. For instance, some smart mobility applications use vehicular networks to detect and reduce traffic congestion cooperatively [44, 49].

The vehicular network’s environment has some characteristics that pose communication challenges generally not found in traditional networks. For instance, the network
topology quickly changes because vehicles are constantly moving. Besides that, rout-
ing protocols need to consider traffic congestion scenarios to avoid the broadcast storm
problem. At the same time, regions with few vehicles result in a sparse network, which
hinders ad hoc communication [116]. The challenges mentioned above make it necessary
to develop alternative techniques to improve vehicle-assisted data delivery [48].

Recent studies demonstrate the importance of vehicle mobility for improving data
delivery in vehicular networks [96, 121]. Furthermore, the advances and popularization
of location-acquisition technologies lead to the availability of the so-called “Big Trajectory
Data”. In addition to the importance in several research areas, such as location-based
social networks and traffic analysis, this massive trajectory data has a pivotal role in
learning mobility patterns and, therefore, is essential in designing Intelligent Vehicular
Networks [46].

Most studies in the literature that attempt to apply mobility information to improve
vehicular networks ignore common issues found in vehicle trajectory data. For instance,
GPS-based trajectories usually have a low sampling rate and positional errors, mak-
ing their applicability difficult. Therefore, preprocessing techniques, such as trajectory
reconstruction that convert raw GPS-based trajectories into road-network constrained
trajectories, are necessary to improve data accuracy and applications [47].

In this Chapter, we propose the VDDTP algorithm, a novel Vehicle-assisted Data
Delivery algorithm based on Trajectory Prediction. The VDDTP algorithm first en-
hances data accuracy by applying processing techniques to create an extended trajectory
model. Besides that, we propose some heuristics to calculate packet delivery probabilities
from predicted road-network constrained trajectories. Finally, we present data forward-
ing strategies to improve the delivery ratio and reduce delivery overhead and delay. We
perform extensive experiments from a real-world, large-scale dataset to demonstrate the
algorithm’s ability to upgrade the global metrics of the vehicular network when compared
to related work.

We organize the remainder of this Chapter as follows. Section 8.2 reviews the related
work. Section 8.3 presents the reference model and formulates the problem. Section 8.4
describes the proposed VDDTP algorithm, and Section 8.5 analyzes the algorithm’s
performance and compares it with related work. Finally, Section 8.6 concludes this
work.
8.2 Related Work

Most of the literature regarding data delivery in vehicular networks derives from delay-tolerant networks and employs straightforward strategies such as flooding. In flooding or epidemic routing techniques, vehicles exchange data packets with newly discovered neighbor nodes that do not possess a copy of the packet. These techniques can reach a high packet delivery ratio but present a high communication overhead, leading to the broadcast storm problem [188].

Many studies propose and evaluate alternative approaches to overcome this issue [214, 199, 96, 121, 31], and more recently, advanced techniques extract vehicle mobility information from historical trajectory data to improve data delivery [1]. For instance, Jiang et al. [96] developed message forwarding metrics extracted from the future trajectory of vehicles to calculate the probability of a vehicle delivering a message to a region. However, their metrics have some drawbacks. First, the “encounter cases” calculation is flawed because it does not consider many encounters. For instance, they do not consider the encounter of vehicles in parallel roads. Another significant drawback of their method is that it assumes the availability of future trajectories from on-board navigation systems, which is unrealistic. Besides that, they performed experiments with a small transmission range, which favors their method because it cannot detect most of the encounters of vehicles a little further apart.

Wu et al. [199] mined an extensive dataset and demonstrated through a conditional entropy analysis that the future trajectory of a vehicle has a high correlation with its previous trajectory. Based on their findings, they developed multiple order Markov chains for predicting the future trajectory of vehicles. With the future trajectory of vehicles, they proposed an analytical model to derive a packet’s delivery probability theoretically. Next, they proposed centralized and distributed algorithms for vehicle-assisted data delivery. Their technique divides the region into fixed cells, which reduces the applicability of the method. Besides that, their solution uses an algorithm with exponential computational complexity, making it impractical.

Liu et al. [121] proposed a deep learning algorithm called DeepVDD to facilitate vehicle-assisted data delivery in a scenario with roadside units (RSU). They use deep learning to predict a vehicle’s trajectory and propose a data forwarding strategy that verifies if the vehicle’s future trajectory will contact the RSU directly. A disadvantage of their algorithm is that the training phase relies on the previous information of the RSU positions, restricting its applicability to just that scenario.
The proposals discussed above have at least one of the following drawbacks:

- They assume the availability of future trajectories (e.g., from on-board navigation systems).
- They use GPS-based trajectories but ignore positional errors.
- They have high computational complexity.

Because of these shortcomings, those proposals have limited applicability, and some of them are impractical for any scenario (e.g., algorithms with exponential time complexity). Therefore, we proposed in this Chapter a novel vehicle-assisted data delivery algorithm called VDDTP that overcomes these drawbacks. VDDTP uses road-network constrained trajectories as the base model, reducing problems with positional GPS data errors. Furthermore, the VDDTP employs an advanced prediction algorithm instead of assuming the availability of future trajectory from on-board navigation systems.

8.3 Reference Model and Problem Formulation

This section introduces some basic notation used through this Chapter and formulates the vehicle-assisted data delivery problem.

Let $\mathcal{N} = (\mathcal{V}, \mathcal{E})$ be a directed graph that represents the road-network of a given region, as defined in Chapter 2. That is, the set of edges $\mathcal{E}$ represents the roads, and the set of vertices $\mathcal{V}$ represents the road intersections. Each edge $e \in \mathcal{E}$ connects a start vertex $s(e) \in \mathcal{V}$ to an end vertex $e(e) \in \mathcal{V}$, and each vertex $v \in \mathcal{V}$ is endowed with its location $l(v)$ (i.e., longitude and latitude), representing its coordinates on Earth. Moreover, each edge $e \in \mathcal{E}$ stores a linestring (i.e., an ordered set of coordinates) representing its shape, where the first and last coordinates are equal to the positions of $s(e)$ and $e(e)$, respectively.

The set of vehicles $\mathcal{V}$ represents the nodes of the vehicular network. Each vehicle $v \in \mathcal{V}$ has a trajectory with start and end time equals $t_s(v)$ and $t_e(v)$, respectively (the time is slotted). The trajectory $T_v$ of vehicle $v$ is an ordered set of locations, denoted as

$$T_v = \{l_v(1), l_v(2), \ldots, l_v(n)\}$$

where $l_v(i)$ represents the vehicle’s exact position at time slot $t_s(v) + i - 1$, and each location $l_v(i) = (e, \text{offset})$ has the vehicle’s current edge $e \in \mathcal{E}$ and a non-negative number offset corresponding to its position at edge $e$ (i.e., the distance, in meters, between $s(e)$
and the vehicle’s location at $e$). Section 8.4.3 describes how we convert GPS-based trajectories, which contain positional errors, into the trajectory model described above. This model extends a vehicle trajectory representation called road-network constrained trajectory. A road-network constrained trajectory $T = (e_1, e_2, \ldots, e_n)$ is an ordered set of connected road segments $e_i \in \mathcal{E}$ that represents a path traveled by a vehicle.

Two vehicles can communicate when their distance is less than a given threshold (e.g., 300 meters). Let $\mathcal{P}$ denote a set of packets to be delivered, in which each packet $p \in \mathcal{P}$ has a source $s(p) \in V$, destination $d(p)$, creation time slot $t(p)$, expiration time $e(p)$, and content size $s(p)$. The content size $s(p)$ represents the number of time slots required to transfer the packet $p$. The destination $d(p)$ can be another vehicle, a roadside unit (RSU), or a region. In this chapter, we assume that the destination is a fixed region and consider a packet delivered when a vehicle containing a copy of the packet enters the region before it expires (i.e., the vehicle reaches the region before $t(p) + e(p)$).

The objective of the vehicular network is to improve some routing metrics, such as maximizing the number of packets delivered, minimizing the average delivery delay, and minimizing the communication overhead. The data forwarding strategy, which defines how vehicles exchange data during contacts, is crucial for improving these metrics. However, the problem of finding optimal routing paths is NP-hard even with prior knowledge of future trajectories and network demand [14]. Therefore, in this chapter, we design a data forwarding strategy based on trajectory prediction and routing heuristics to maximize these routing metrics.

### 8.4 The VDDTP Algorithm

#### 8.4.1 Preliminaries

The VDDTP algorithm uses predicted road-network constrained trajectories to perform routing decisions to improve data delivery ratio and reduce delivery overhead and delay. For that, vehicles exchange their last $n$ traveled road segments with neighbors through beacons. A vehicle computes its last traveled road segments using a trajectory reconstruction framework to convert its recorded GPS points into a road-network constrained trajectory. In this work, we use our trajectory reconstruction framework presented in [46], and $n$ equals 5.

When a vehicle needs to make routing decisions (i.e., when detecting a new neighbor through a beacon or receiving a new data packet), it predicts the future trajectory of
the neighbors and its own, as described in Section 8.4.2. Then, the vehicle converts the predicted road-network constrained trajectories into an extended trajectory model (Section 8.4.3) and uses it to compute packets’ delivery probabilities (Section 8.4.4) and perform routing decisions, as described in Section 8.4.5.

8.4.2 Predicting Road-Network Constrained Trajectories

We use our trajectory prediction framework, presented in \cite{45,50}, to predict the future \(m\) road segments of a vehicle’s trajectory from its last \(n\) traveled road segments. The trajectory prediction framework extracts a set of prediction models from clustered historical trajectories. We assume that the vehicles can download these models from a data center using a cellular network or roadside units. We use \(m\) equals 20 and the framework’s default parameter values in this chapter.

8.4.3 From GPS-based trajectories to extended road-network constrained trajectories

A road-network constrained trajectory contains only an ordered set of road segments, which is enough to compute the likelihood that a vehicle reaches the destination region. However, the VDDTP algorithm also needs information regarding when the vehicle can reach the destination region. Therefore, we calculate a discrete trajectory (the model defined in Section 8.3) from the basic road-network constrained trajectory. In summary, this trajectory contains the coordinates of the vehicle’s path through the road segments, extracted at one-second time intervals.

Given a GPS-based trajectory \(T_{\text{gps}} = (\rho_1, \rho_2, \ldots, \rho_n)\), we use the map-matched points \(m_1, m_2, \ldots, m_n\) and the sequence of road segments \(e_1, e_2, \ldots, e_m\) acquired during the trajectory reconstruction process to calculate the discrete trajectory as:

\[
T = (m_1, d^1_1, d^1_2, \ldots, d^1_x, m_2, d^2_1, d^2_2, \ldots, d^2_x, \ldots, m_n)
\]

where \(d^j_i\) are discrete points extracted from the road segments between the map-matched points \(m_j\) and \(m_{j+1}\). To extract the locations \(d^j_i\), we assume that the vehicle traveled with constant speed between \(m_j\) and \(m_{j+1}\). We can improve the precision of this calculation using live traffic information. For instance, we can use the traffic congestion level from our traffic congestion control protocol \cite{44,49} in each road segment between \(m_j\) and \(m_{j+1}\) as a weight to define the vehicle’s positions. In this case, the current implementation,
which considers constant speed, is equivalent to an implementation that uses the traffic congestion level equals one (i.e., free flow) for all road segments. This extension is part of future work. Figure 8.1 illustrates the extraction of an extended road-network constrained trajectory from a GPS-based trajectory.

Figure 8.1: The extraction of an extended road-network constrained trajectory from a GPS-based trajectory.

8.4.4 Computing Packets Delivery Probability

A vehicle can deliver a packet $p$ directly or indirectly. Direct delivery is possible if the vehicle’s future trajectory intersects the packet’s destination region. To verify if a vehicle can deliver a packet directly, we must check if its future trajectory intersects the destination region. On the other side, an indirect delivery is possible if the vehicle’s future trajectory intersects another vehicle’s future trajectory that can directly or indirectly deliver the packet. As discussed earlier, finding optimal routing paths is an NP-hard problem. Therefore, we propose a heuristic to calculate packet delivery probability.

We divide the packet delivery probability into two metrics: time-based delivery probability and distance-based delivery probability. The time-based delivery probability $dp_t$ is inversely proportional to the time it will take the vehicle to reach the destination region. Likewise, the distance-based delivery probability $dp_d$ is inversely proportional to the minimum distance between the vehicle’s future trajectory and the destination region. We use the distance-based delivery probability as a tiebreaker when two vehicles have $dp_t$ equal zero (i.e., both future trajectories do not intersect the destination region). Equations 8.1 and 8.2 calculate the time-based and distance-based delivery probabilities, respectively, where $ttr$ is the time it will take to the vehicle $v$ reaches the destination region, and $md$ is the minimum distance between vehicle’s $v$ future trajectory and the
destination region.

\[
dp_t(v, p) = \begin{cases} 
  0, & \text{if } ttr > e(p) \lor \text{ttr} = \infty \\
  \frac{1}{\text{ttr}}, & \text{otherwise} 
\end{cases} 
\] (8.1)

\[
dp_d(v, p) = \begin{cases} 
  1, & \text{if } md \leq 1 \\
  \frac{1}{md}, & \text{otherwise} 
\end{cases} 
\] (8.2)

### 8.4.5 Data Forwarding Strategy

The VDDTP’s data forwarding strategy defines routing decisions in two situations to optimize the global metrics (i.e., delivery rate, delivery delay, and communication overhead). First, it defines the packets from the vehicle’s buffer to transfer during contacts. Second, it defines if a vehicle will rebroadcast a packet when it receives it. Besides that, the vehicle checks its buffer every second to remove expired packets.

Algorithm 11 presents the data forwarding strategy for when vehicle \( v_a \) detects a new neighbor \( v_b \) through a beacon. In summary, vehicle \( v_a \) will try to send (through one-hop broadcast) to vehicle \( v_b \) all packets that vehicle \( v_b \) is more likely to deliver than vehicle \( v_a \). For that, vehicle \( v_a \) iterates through the packets in its buffer (Lines 2–11). For each packet \( p \), it calculates the delivery probabilities \( dp_t(v_a, p), dp_d(v_a, p), dp_t(v_b, p), \) and \( dp_d(v_b, p) \) (Line 3). If both \( v_a \) and \( v_b \) have time-based delivery probabilities equal to zero (i.e., none of the vehicles will reach the packet’s destination region \( d(p) \)), then the vehicle uses distance-based delivery probabilities to make the routing decision (Lines 4–7). Otherwise, vehicle \( v_a \) will broadcast packet \( p \) if its time-based delivery probability \( dp_t(v_a, p) \) is greater then \( dp_t(v_b, p) \) (Lines 8 and 9).

Algorithm 12 presents the data forwarding strategy for when vehicle \( v_a \) receives a new data packet \( p \). It returns true if the vehicle should immediately rebroadcast packet \( p \), and false otherwise. Vehicle \( v_a \) will rebroadcast packet \( p \) if at least one of its neighbors (besides the vehicle that sent packet \( p \)) has a greater delivery probability. First, vehicle \( v_a \) returns false if it has already received packet \( p \) (Line 1 and 2). Otherwise, it will add the packet in its buffer (Line 4) and iterates through its neighbor (Lines 5–17) to check if any neighbor is more likely to deliver packet \( p \) than itself (Lines 6–16). For that, it uses the same strategy of Algorithm 11. Finally, the algorithm returns false if no neighbor is more likely to deliver the packet than \( v_a \) (Line 18).
Algorithm 11 VDDTP: Vehicle $v_a$ detects new neighbor $v_b$

Input: $B(v_a)$: current buffer of vehicle $v_a$

Output: $P_{\text{send}}$: resulting set of packets to be broadcast by vehicle $v_a$

1: $P_{\text{send}} \leftarrow \emptyset$
2: for each $p \in B(v_a)$ do
3: \hspace{1em} $d_{t}(v_a, p), d_{d}(v_a, p), d_{t}(v_b, p), d_{d}(v_b, p) \leftarrow$ Calculate the time-based and
distance-based delivery probabilities by using Equations 8.1 and 8.2
4: \hspace{1em} if $d_{t}(v_a, p) = 0 \land d_{t}(v_b, p) = 0$ then
5: \hspace{2em} if $d_{d}(v_b, p) \geq d_{d}(v_a, p)$ then
6: \hspace{3em} $P_{\text{send}} \leftarrow P_{d} \cup p$
7: \hspace{2em} end if
8: \hspace{1em} else if $d_{t}(v_b, p) \geq d_{t}(v_a, p)$ then
9: \hspace{2em} $P_{\text{send}} \leftarrow P_{d} \cup p$
10: \hspace{1em} end if
11: end for
12: return $P_{\text{send}}$

8.5 Evaluation

This section evaluates the effectiveness and efficiency of the VDDTP algorithm and compares it to some related work. We implemented the proposed algorithm and related work using the C++ programming language and conducted the experiments using the ns-3 network simulator with an 802.11p-compliant MAC layer implementation [162]. Each vehicle from the dataset (Section 8.5.1) generates a data packet containing a payload of 1,000 bytes every 10 seconds. The destination of the data packets is a circular region with a radius varying from 100 to 2,500 meters and a center position chosen randomly among the starting positions of the road network segments. The vehicles transmit beacons through the control channel and data packets through a service channel. Table 8.1 summarizes the default parameters of the experiments.

8.5.1 Dataset

We use the The Rio Center Dataset for Evaluating Prediction-based Methods for Vehicular Networks (Chapter 4) in the experiments. As discussed in Section 8.4.3, we assume that vehicles move at a constant speed through the road network to generate the vehicle’s
Algorithm 12 VDDTP: Vehicle $v_a$ receives packet $p$

**Input:** $p$: received packet, $N(v_a)$: neighbors of $v_a$, $B(v_a)$: current buffer of vehicle $v_a$

**Output:** Returns true if vehicle $v_a$ should immediately broadcast packet $p$, false otherwise

1: if $v_a$ has previously received packet $p$ then
2: return false
3: end if
4: $B(v_a) \leftarrow B(v_a) \cup p$ \> Add the new packet in the vehicle’s buffer
5: for each $v_i \in N(v_a)$ do
6: if $v_i$ is the vehicle that transmitted packet $p$ then
7: continue
8: end if
9: $dp_t(v_a, p), dp_d(v_a, p), dp_t(v_i, p), dp_d(v_i, p)$ \> Calculate the time-based and distance-based delivery probabilities by using Equations 8.1 and 8.2
10: if $dp_t(v_a, p) = 0 \land dp_t(v_i, p) = 0$ then
11: if $dp_d(v_i, p) \geq dp_d(v_a, p)$ then
12: return true
13: end if
14: end if
15: else if $dp_t(v_i, p) \geq dp_t(v_a, p)$ then
16: return true
17: end if
18: end for
19: return false \> If no neighbor is more likely to deliver the packet, the vehicle will not retransmit it
Table 8.1: Default evaluation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment Duration</td>
<td>2 hours</td>
</tr>
<tr>
<td>Interval of data packet generation</td>
<td>10 seconds</td>
</tr>
<tr>
<td>Data packet size</td>
<td>1,000 bytes</td>
</tr>
<tr>
<td>Communication throughput</td>
<td>6 Mbps</td>
</tr>
<tr>
<td>Transmission Power</td>
<td>16.0206 dBm</td>
</tr>
<tr>
<td>Communication Range</td>
<td>≈ 300 meters</td>
</tr>
</tbody>
</table>

locations between consecutive map-matched points.

8.5.2 Comparison Methods

We compare the efficiency and effectiveness of the VDDTP algorithm to four other solutions: an epidemic algorithm, MOP-RG [31], and two optimum algorithms, VDDTP Optimum and MOP-RG Optimum, based on the VDDTP and MOP-RG, respectively. The epidemic algorithm employs a best-effort policy in which whenever a vehicle detects a new neighbor for the first time, it broadcasts all unexpired data packets in its buffer. Besides that, when a vehicle receives a new data packet for the first time, it stores the packet in its buffer and rebroadcasts it if the packet has more than one neighbor (i.e., there are other vehicles in its vicinity besides the vehicle that transmitted the packet).

The VDDTP Optimum is a modified version of the VDDTP algorithm that uses the vehicle’s actual future trajectory instead of predicted trajectories to compute delivery probabilities. This approach is “optimum” because it uses the information of the exact moment when the vehicle will reach the destination region of the packets. However, the VDDTP Optimum algorithm is unrealistic because we do not know the future trajectories of all vehicles. Therefore, we use the VDDTP Optimum algorithm as a baseline algorithm to evaluate the impact of trajectory prediction errors on the efficiency of the VDDTP algorithm.

Besides that, we implemented two versions of the MOP-RG protocol. The original version of the MOP-RG protocol uses GPS points of the previous trajectories of a given vehicle to extract the Radius of Gyration (RG) metric that characterizes its mobility. As we do not have previous information regarding individual vehicles, in this evaluation we use the vehicle’s current trajectory to calculate the RG. In the first version, called MOP-
RG, we use the vehicle’s previous points and the trajectory predicted from our trajectory prediction framework to extract the vehicle’s RG. In the second version, called MOP-RG Optimum, we use the vehicle’s actual future trajectory instead of the predicted trajectory to evaluate the impact of trajectory prediction errors on the efficiency of the protocol.

We compare the efficiency and effectiveness of these three algorithms using three metrics:

- **Delivery ratio**: the percentage of generated packets that are successfully delivered to their destination area before the expiration time.

- **Overhead ratio**: the number of packets transmitted by vehicles per successfully delivered packet. A lower overhead ratio is essential so that there is no overload in the wireless medium of the vehicular network.

- **Delivery delay**: the time it takes to deliver packets since its generation.

### 8.5.3 Results

Figure 8.2 shows the delivery ratio of the five algorithms using destination areas of different sizes. The larger the destination area, the more likely the delivery of the packet, as more vehicles will travel close to the area. Therefore, we can see that the delivery ratios of the five algorithms increase as the destination area radius increases. The two versions of our algorithm (i.e., VDDTP and VDDTP Optimum), which use mobility data to assist data delivery, present the best delivery ratios. The delivery ratio of our algorithm is up to 6.5%, 5.5%, and 6.0% higher than the epidemic, MOP-RG, and MOP-RG Optimum, respectively. With the VDDTP Optimum, these differences increase to 8.5%, 7.5%, and 6.7%. This result confirms the observations from previous studies showing that mobility data can help improve data delivery in vehicular networks. The VDDTP Optimum algorithm presents a slightly higher delivery ratio than the VDDTP algorithm (1.6%–2%). This result shows that the VDDTP Optimum computes more accurate delivery probabilities than the VDDTP algorithm, which occurs for two reasons. First, the VDDTP Optimum algorithm has the exact information if the vehicle will reach the destination area and when this will occur. Second, the VDDTP algorithm uses predicted trajectories, which can contain prediction errors, to compute the time the vehicle will reach the destination area. The epidemic algorithm, which uses a best-effort policy to deliver data, has a lower delivery ratio because the vehicles fail to send all the packets in their buffers during contact with other vehicles.
Figure 8.2: The packets delivery ratio.

Figure 8.3 analyzes the communication overhead of the five algorithms. With the epidemic algorithm, vehicles broadcast all packets in their buffers during the first contacts, resulting in a much higher communication overhead than the mobility-aware algorithms. The VDDTP Optimum and the VDDTP algorithm use the same data forwarding strategy, where the only difference is in the computation of packet delivery probabilities. Besides that, the MOP-RG and the MOP-RG Optimum use similar data forwarding strategies. Therefore, these mobility-aware algorithms present similar communication overheads. The most significant differences occur in more complex scenarios (i.e., smaller destination area radius), where the VDDTP Optimum shows an overhead ratio 12% smaller than the VDDTP algorithm, thanks to its more accurate computation of delivery probabilities.

Lastly, we assess the delivery delay of the compared algorithms. Figure 8.4 presents the results. Contrary to the results observed in the other metrics, the epidemic algorithm
Figure 8.3: The overhead ratio of delivered packets.

shows a better delivery delay than the mobility-aware solutions in most scenarios. This result happens because the main goal of the mobility-aware algorithms is to improve the delivery ratio, while the epidemic algorithm tries to deliver packets as soon as possible by sending all packets during all contacts. Therefore, the mobility-aware algorithms can deliver data packets that are harder to deliver but with a higher delay in some cases, while the epidemic algorithm cannot.

8.6 Chapter Remarks

In this Chapter, we proposed the VDDTP algorithm, a novel Vehicle-assisted Data Delivery algorithm based on Trajectory Prediction. The algorithm employs heuristics based on predicted road-network constrained trajectories to improve the data delivery ratio and reduce communication overhead and delay.
Figure 8.4: The delay in the delivery of packets.
We compared the framework to some related work through experiments using the Rio Center dataset, a novel large-scale, real-world benchmark dataset that supports evaluating applications based on road-network constrained trajectories. The framework outperformed the related work and performed similarly to an “optimum” algorithm that employs the vehicle’s actual future trajectory instead of predicted trajectories to compute delivery probabilities.

In future work, we plan to extend the algorithm using live traffic congestion data to improve the computation of packet delivery probabilities. Besides that, we intend to perform experiments using other large-scale datasets and compare the algorithm with techniques that employ different trajectory prediction algorithms.
Chapter 9

Conclusion and Future Work

This Chapter presents the summary of this thesis (Section 9.1) and future research directions (Section 9.2).

9.1 Thesis Summary

This thesis researched vehicle trajectory data mining to design intelligent vehicular networks. Overall, the contribution of this work was twofold. First, we developed data mining techniques to extract mobility knowledge from big trajectory data. Second, we employed mobility knowledge to design algorithms and protocols to improve the vehicular networks’ global metrics.

In the first part, we surveyed the fundamental characteristics of vehicle trajectory data, such as data representation and similarity measures. From this, we acknowledged that solving the trajectory reconstruction problem through different preprocessing steps is fundamental to enabling the full potential of big trajectory data. Therefore, we developed a new trajectory reconstruction framework to convert trajectories from large-scale GPS datasets into a more precise data representation, called road-network constrained trajectory.

We designed a novel trajectory prediction framework that uses data enhanced by the reconstruction framework. One of the prediction framework’s components is a new hierarchical agglomerative clustering algorithm for road-network constrained trajectories that automatically detects the most appropriate number of clusters. The framework extracts multiple prediction models from the clustered historical data to efficiently predict the following road segments of a vehicle’s partial trajectory.
In the second part of this thesis, we demonstrated the application of different data mining techniques to improve data delivery in vehicular networks. For that, we employed the enhanced trajectory data and the prediction framework to design a novel data delivery algorithm for vehicular networks called VDDTP. VDDTP is a vehicle-assisted data delivery algorithm based on trajectory prediction. With VDDTP, we created an extended trajectory model and used predicted road-network constrained trajectories to calculate packet delivery probabilities. Then, we designed a data forwarding strategy to improve the delivery ratio and reduce communication overhead and delivery delay. Furthermore, we also demonstrated the usage of vehicular networks to improve urban mobility in the second part of this thesis by proposing the DisTraC protocol for vehicular networks. DisTraC is a protocol that uses V2V communication to detect, estimate, and reduce traffic congestion.

9.2 Future Research Directions

The future research work also consists of two parts, the first regarding trajectory data mining techniques and the second on applying these techniques to design intelligent vehicular networks.

Data representation is the first challenge for extracting knowledge from big trajectory data. Although a more precise model, road-network constrained trajectories and the approximated extended model used in VDDTP still lack detailed information required in some applications. Another open problem regarding representation is data fusion methods to merge trajectories from different formats, sources, and transportation modes. A promising direction is to design machine learning-based techniques to merge and represent vehicle trajectory data. Consequentially, we will also need to adapt or design new clustering and prediction algorithms for these data representations. Besides that, we plan to investigate other similarity measures for clustering trajectory data, and the impact of it on the prediction framework.

Regarding intelligent vehicular networks, we plan to design and evaluate different heuristics that use predicted trajectories to improve data delivery in vehicular networks. Besides that, we intend to evaluate centralized solutions that take advantage of potential heterogeneous vehicular networks. Another important step we are planning is to modify the VDDTP algorithm to use live traffic data, such as the congestion level provided by the DisTraC protocol, to improve the accuracy of packet delivery probabilities.
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