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Abstract

Deep neural networks (DNNs), particularly convolutional neural networks (CNNs), have been widely applied in the many fields, such as computer vision, natural language processing, speech recognition and etc. Although DNNs achieve dramatic accuracy improvements in these real-world tasks, they require significant amounts of resources (e.g., memory, energy, storage, bandwidth and computation resources). This limits the application of these networks on resource-constrained systems, such as mobile and edge devices. A large body of literature has been proposed to addresses this problem from the perspective of compressing DNNs while preserving their performance. In this thesis, we focus on compressing deep CNNs based on vector quantization techniques.

The first part of this thesis summarizes some basic concepts in machine learning and popular techniques on model compression, including pruning, quantization, low-rank factorization and knowledge distillation approaches. Our main interest is quantization techniques, which compress networks by reducing the precision of parameters. Full-precision weights, activations and even gradients in networks can be quantized to 16-bit floating point numbers, 8-bit integers, or even binary numbers. Despite a possible performance degradation, quantization can greatly reduce the model size while maintaining model accuracy.

In the second part of this thesis, we propose a novel vector quantization approach, which we refer to as Vector Quantization with Learned Codebook, or VQLC, for CNNs. Rather than performing scalar quantization, we choose vector quantization that can simultaneously quantize multiple weights at once. Instead of taking a pretraining/clustering approach as in most works, in VQLC, the codebook for quantization are learned together with neural network training from scratch. For the forward pass, the traditional convolutional filters are replaced by the convex combinations of a set of learnable codewords. During inference, the compressed model will be represented by a small-sized codebook and a set of indices, resulting in a significant reduction of model size while preserving the network’s performance.

Lastly, we validate our approach by quantizing multiple modern CNNs on several popular image classification benchmarks and compare with state-of-the-art quantization techniques. Our experimental results show that VQLC demonstrates at least comparable and often superior per-
formance to the existing schemes. In particular, VQLC demonstrates significant advantages over the existing approaches on wide networks at the high rate of compression.
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Chapter 1

Introduction

In the recent years, machine learning have shown remarkable improvement in computer vision, natural language processing and audio/video processing [67]. In particular, deep neural networks (DNNs) have been successfully applied to many complex real-world tasks such as image classification [61], segmentation [31], object detection [93], speech recognition [38] and language translation [105]. These successes often rely on neural networks with large number of parameters, in the scale of millions or billions. The deployment of such networks then requires significant memory, computation, storage, bandwidth and energy resources. This limits the application of such networks on resource-constrained systems, such as mobile phones and edge-devices. In such systems, the deployed neural networks are desirable to be resource-efficient, for example, having small number of parameters, using a small amount of memory and requiring less computation power.

This thesis addresses this problem from the perspective of reducing the network parameters. Such an approach is feasible since DNNs are traditionally over-parameterized, sometimes to the extent that 95% of the parameters can be predicted from the remaining 5% [22]. Although over-parameterization plays important roles in the training of DNNs (e.g., easier to train with stochastic gradient descent [33, 46, 59, 61], beneficial for optimization and generalization [3, 101]), it is in fact possible to remove the redundancy in the model parameters without sacrificing performance, as demonstrated by various model compression techniques [9, 10, 12, 35, 43] and other empirical observations [27].
A large body of literature has been proposed to compress neural network models. They can be broadly categorized as weight pruning, quantization, low-rank factorization and knowledge distillation. The weight pruning techniques [4, 11, 43, 50, 51, 70, 116] directly remove the “unimportant” model parameters ones without severely hurting the model performance. Quantization [10, 22, 25, 39, 56, 80, 86, 97, 98, 104] compresses the neural networks by reducing the number of bits required to represent the parameters. Low-rank factorization [1, 9, 19, 21, 26, 55, 109, 115] utilizes low-rank tensor decomposition to factorize the network weights. In knowledge distillation [6, 12, 36, 48, 114], a smaller network is learned to simulate the behaviour of a large trained network.

In this thesis, we focus on quantization techniques for model compression. Network quantization is an appealing approach, aiming at reducing the number of bits required to represent the parameters of the network [17, 30, 40, 72]. Existing network quantization approaches may be broadly categorized into two families: scalar quantization and vector quantization. The former quantizes each parameter individually whereas the latter directly quantizes a block of parameter simultaneously. It is well-known in information theory that scalar quantizers are in general inferior in their rate-distortion performance and that in general the optimal rate-distortion performance is only achievable via vector quantization [20]. As expected (and also shown in our experiments), in the context of neural network quantization, scalar quantizers are also shown to be limited in their achieved rate-accuracy performance. In this work, we focus on the design of vector quantization techniques for compressing convolutional neural networks.

Conventionally, a vector quantization scheme for network compression consists of three steps: pre-training, clustering, and fine-tuning. In the first step, a selected (usually over-parameterized) model is trained using SGD or its variants. In the second step, parameters of the learned model, grouped in “blocks”, are clustered into a prescribed number of clusters (e.g. using K-means [44]), and the cluster centers are taken as the quantization codebook. In the third step, each parameter block in the network is replaced by its corresponding cluster center (or codeword), and the model is retrained to obtain a refined codebook. We hypothesize that such a pretrain-cluster-tune strategy limits the search space of the best quantization codebook. Specifically, the optimization objective in pretraining is the minimized classification error (or a surrogate loss reflecting the error) for image classification tasks. Such an objective may not be aligned with the objective of
optimizing the rate-accuracy trade-off achieved by a quantized codebook. Arguably, there are many parameter configurations that give a good classification accuracy and the one found by a single run of SGD may not be near the quantization codebook (in the sense of being reachable via the subsequent fine-tuning steps) that also optimizes the rate-accuracy trade-off.

Motivated by this hypothesis, this thesis sets out to develop a network quantization technique that search for a codebook in a larger space without relying the model parameters obtained from pre-training. To that end, we propose a novel vector quantization approach to the compression of convolutional neural networks, which we refer to as Vector Quantization with Learned Codebook, or VQLC. Instead of taking a pretrain-cluster-tune approach as in most works [35, 41, 78, 102, 103, 118], the codebook of VQLC is learned from scratch during the training of the neural network.

Moreover, we devise an additional loss in the training process, referred to as the “degeneracy-forcing loss”, that forces the convex-combination coefficients to put all probability mass on a single codeword in the codebook. The model is trained using the degeneracy-forcing loss combined with the standard loss for classification. At the end of training, each filter block can be represented by a single codeword in the codebook and only a binary index of the codeword is required to store. Therefore, during the inference, a codebook and a sequence of indices are saved, leading to the significant reduction of the model size while preserving the network’s performance.

Briefly, in VQLC, the convolutional filters in the neural network of interest are organized as filter blocks of regular sizes, in a way similar to [71, 102]. A quantization codebook is randomly initialized to contain a prescribed number of filter blocks. Each filter block in the network is then expressed as a convex of blocks in the codebook using an attention mechanism [110]. The codebook and the convex-combination coefficients are then learned via minimizing the standard cross-entropy loss augmented by a “degeneracy-forcing loss” that aims at forcing each set of convex-combination coefficients to emphasize only one block in the codebook.

Through extensive experiments, we validate the proposed VQLC scheme and compare it with the current art of network quantization techniques. Our experiments suggest that VQLC demonstrates at least comparable and often superior performance to the existing schemes. In particular, we observe that VQLC demonstrates significant advantages over the existing schemes on wide
networks. For example, at about $56 \times$ compression rate, VQLC achieves the same classification accuracy on CIFAR10 as the uncompressed model; on CIFAR100, by sacrificing the accuracy by 1.2%, VQLC is capable of achieving nearly $36 \times$ compression rate. Our quantized model on MNIST task even outperform the uncompressed model at $117.54 \times$. These results also, to a great extent, validates the hypothesis that motivates this research.

The contributions of this thesis are summarized as follows:

- We propose a novel vector quantization approach, VQLC, for compressing deep convolutional neural networks. It can be easily and flexibly generalize to various CNN architectures.

- We introduce a novel and effective training scheme in which an additional “degeneracy-forcing loss” is utilized combined with the standard cross entropy loss for classification, gradually forcing a smooth transition from soft to hard quantization.

- We validate the performance of our proposed VQLC in comparison with several start-of-the-art quantization techniques on popular some image classification benchmarks. The experimental results indicate that our approach is at least comparable and often superior to other techniques. Especially for the wide networks, VQLC shows significant advantages.

The rest of this thesis is organized as follows: Chapter 2 gives some backgrounds and basic concepts in machine learning, and provides some model compression techniques. Then we discuss quantization techniques in detail in Chapter 3. Starting from a brief history of quantization, some common quantization approaches are then introduced, including low-bit precision, stochastic quantization and weight-sharing techniques. In Chapter 4, we explain the proposed VQLC for compressing CNNs in detail. Chapter 5 discusses our experimental results.
Chapter 2

Background

In this chapter, we briefly describe the background of neural networks and introduce several types of networks. First, we present a brief introduction on machine learning. Then, we will give an overview of deep neural networks and describe different types of neural networks.

2.1 Machine Learning

Machine learning is a subfield of artificial intelligence (AI). As was first defined in [96], machine learning is the study that gives computers the ability to learn, making predictions or decisions without being explicitly programmed. This means that instead of creating handcrafted, custom and purpose-based programs to solve each individual problem, a single machine learning algorithm will be able to deal with different, new problems by simply learning how to do intelligent activities via a training process.

In this thesis, we primarily consider a “supervised” machine learning setting, using image classification as an example task. In this task, given a set of images \( \{x_i\} \) and their ground-truth labels \( \{y_i\} \), we wish to find a predictor \( f_W(\cdot) \) in the form of

\[
\hat{y} = f_W(x)
\]

(2.1)

that takes an image as input \( x \) and generates a label \( \hat{y} \) that hopefully matches the ground-truth label \( y \). Here \( f_W \) specifies a family of functions parametrized by \( W \). In the training process, we
find the “best” $W$ via fitting the function $f_W$ using the training set $\{(x_i, y_i)\}$. For that purpose, a loss function $\mathcal{L}()$ is usually needed, where $\mathcal{L}(\hat{y}, y)$ measures the mismatch between $\hat{y}$ and $y$. The most common function used in classification tasks is the Cross-Entropy loss.

Cross-entropy is a concept from information theory. According to [83], the uncertainty in a probability distribution $p(x)$ can be described as

$$H(p) = -\mathbb{E}_{x \sim p}[\log(p(x))]$$ \hspace{1cm} (2.2)

If we have two different distribution $p(x)$ and $q(x)$ over the same random variable, the difference between them can be measured by Kullback-Leibler Divergence [63], also called relative entropy. The divergence of $p(x)$ from $q(x)$, also known as the relative entropy of $p(x)$ with respect to $q(x)$, is defined to be

$$D_{KL}(p\|q) = \mathbb{E}_{x \sim p} [\log \left( \frac{p(x)}{q(x)} \right)] = \mathbb{E}_{x \sim p} [\log(p(x)) - \log(q(x))]$$ \hspace{1cm} (2.3)

The cross-entropy of the distribution $q(x)$ relative to $p(x)$ is defined as follows:

$$H(p, q) = -\mathbb{E}_{x \sim p}[\log(q(x))]$$ \hspace{1cm} (2.4)

The definition can be reformulated using 2.2 and 2.3

$$H(p, q) = H(p) + D_{KL}(p\|q)$$ \hspace{1cm} (2.5)

When we fit a model, modelling a distribution $q(x)$ to the sample data distribution $p(x)$, our aim is to minimize the misfit between $q(x)$ and $p(x)$, which is measured by the divergence 2.3. Since the sample distribution $p(x)$ is fixed, if we minimize the cross entropy, we have also minimized the divergence. With maximum likelihood estimation, the cross entropy loss for a $g$-class classifier $q(x)$ is defined as

$$\mathcal{L}_{CE} = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{g} p_{j,i} \log(q_{j,i}), \text{ for } g \text{ classes}$$ \hspace{1cm} (2.6)

where $q_{j,i}$ is the predicted (Softmax) probability for the $j^{th}$ class the $i^{th}$ data pair, the corresponding ground truth probability is $p_{j,i}$ and $N$ is the number of data pairs in the dataset.
However, in general, we add a penalty called a “regularizer” to the cross entropy loss function for reducing over-fitting and improving model performance when training complex models. Hence, the overall loss function, “regularized loss function” is denoted by $\mathcal{L}$:

$$\mathcal{L} = \mathcal{L}_{CE} + \lambda \mathcal{L}_{reg}. \quad (2.7)$$

where $\lambda$ is a hyper-parameter that controls the strength of regularizer and $\mathcal{L}_{reg.}$ is the norm penalty term.

One of the simplest and most common choice of the regularizer is the L2 parameter norm penalty, also known as “weight decay”. The regularization term is defined as

$$\mathcal{L}_{reg.}(\mathbf{w}) = \frac{1}{2} \| \mathbf{w} \|_2^2 \quad (2.8)$$

Therefore, to perform classification with weight decay, we minimize an overall loss $\mathcal{L}$ including the cross entropy error on the training data and a regularizer that encourages the smaller weights.

### 2.2 Neural Networks

Since the brain is currently the best “machine” we know for learning and solving problems, it is natural to look for a machine learning approach from the brain mechanism. The main computational element of the brain is the neuron [106]. The neuron in our brains accepts the signals entering it as inputs, performs computations on them, and then outputs a signal to postneurons [29]. Different computational operations result in different responses to the input signals. Inspired from this brain information processing mechanism, the neural networks were proposed.

A neural network is a network composed of artificial neurons or nodes [53]. The node, as the basic unit of a neural network, receives signals from the connected prenodes, conducts a non-linear transformation on the weighted sum of the input signals, and then produces an output signal that will be sent to postnodes. We denote the weight from node $i$ to the node $j$ as $w_{ij}$, the
number of the connected prenodes of the node $j$ as $m$, the input vector of node $j$ as $\mathbf{x} \in \mathbb{R}^m$, the output of node $j$ as $y_j$. Then the neural operation can be represented as:

$$y_j = \varphi(b_j + \sum_{i} x_i w_{ij})$$

where $b_j$ is a bias and $\varphi(\cdot)$ is the nonlinear activation function.

Neural networks are generally divided into three types: (a). multilayer perceptron (MLP); (b). convolutional neural networks (CNN); (c). recurrent neural networks (RNN). In this article, we only focus on the the former two model types because of the popularity in the computer vision field. We provide the model details as follows.

### 2.2.1 Multilayer Perceptrons

Multilayer perceptrons (MLPs), composed solely of fully connected (FC) layers, consists of three parts: input layer, hidden layers and output layer. An example of a MLP is shown in Figure 2.1. The basic calculation in each neuron is the same as given in Equ.(2.9). Note that the activation function generally adopts $ReLU(x) = \max(x, 0)$.

![Figure 2.1: A four-layer MLP](image-url)
2.2.2 Convolutional Neural Networks

Convolutional neural networks (CNNs) are a type of artificial neural networks that have been successfully applied in many areas, especially in visual imagery [66]. A convolutional neural network usually contains three types of layers: convolutional layer, pooling layer, and fully-connected layer. Unlike MLPs processing the 1D data, CNNs target 3D data. A simple convolutional neural network is illustrated in Figure 2.2.

![Figure 2.2: A simple convolutional neural network](image)

Before going into details, we first summarizes terms and definitions used to describe convolutional neural networks, as shown in Table 2.2.

In computer vision tasks, convolutional layer is used to extract features from images.

\[
A^l_j = \varphi\left( \sum_{i=1}^{cin} W^l_{ij} \ast F^l_i + b^l_j \right)
\]  
(2.10)

Equ.(2.10) represents the convolution operation of the \(l\)-th convolutional layer where \(A^l_j\) is the \(j\)-th activation map and \(F^l_i\) is the \(i\)-th feature map. \(W^l_{ij}\) represents the 2D kernel of the filter at the \(i\)-th input channel and \(j\)-th output channel. \(\varphi(\cdot)\) is the nonlinear activation function and \(\ast\) represents the convolution operation between two 2D tensors. The kernel \(W^l_{ij}\) slides across the feature map \(F^l_i\) and compute dot products between the kernel and local receptive field. Equ.(2.11) shows the convolution operation between the kernel and feature map, where \(a_{k,g}, w_{k+m-1,g+n-1}\) and \(f_{m,n}\) are respectively one element in the 2D activation map \(A^l_j\), kernel \(W^l_{ij}\) and input feature map \(F^l_i\).
<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>A configuration variable that is internal to the network and whose value can be trained.</td>
</tr>
<tr>
<td>Hyperparameter</td>
<td>A predefined parameter before the training process and whose value is non-trainable.</td>
</tr>
<tr>
<td>Feature ((F ∈ \mathbb{R}^{c_{in} \times h_{in} \times w_{in}}))</td>
<td>The input data of one convolutional layer, typically in height (h_{in}), width (w_{in}), and input channel (c_{in}). The (h_{in} \times w_{in}) is sometimes called a feature map.</td>
</tr>
<tr>
<td>Activation ((A ∈ \mathbb{R}^{c_{out} \times h_{out} \times w_{out}}))</td>
<td>The output data of one convolutional layer, typically in height (h_{out}), width (w_{out}), and output channel (c_{out}). The (h_{out} \times w_{out}) is sometimes called an activation map. Generally, the activation of the current layer is the feature for the next layer.</td>
</tr>
<tr>
<td>Kernel ((k ∈ \mathbb{R}^{h \times w}))</td>
<td>Convolutuional weights for a channel. They are usually square and sized 1, 3, 7 in modern networks.</td>
</tr>
<tr>
<td>Filter ((W ∈ \mathbb{R}^{c_{out} \times c_{in} \times h \times w}))</td>
<td>Convolutional coefficients of a convolutional layer. A filter consists of all 2D kernels corresponding to the (c_{in}) input channels. The filter’s size (c_{out}) is the number of output channels.</td>
</tr>
</tbody>
</table>

Table 2.2: Some terms and definitions used in CNNs

\[
a_{k,g} = \sum_{m=1}^{h} \sum_{n=1}^{w} w_{k+m-1.g+n-1} \times f_{m.n}
\]  \hspace{1cm} (2.11)

### 2.2.2.1 Popular CNNs

Many convolutional neural networks have been developed over the past decade and achieved breakthrough results in the computer vision tasks. In this article, we focus on the following three CNN architectures.
• VGGNet [100]

The success of AlexNet [62] as the first CNN to win the ImageNet Challenge 2012, spawned a lot of novel CNN architectures. VGGNet was born out of the need to improve the model performance, and reduce the number of parameters in the network. This is achieved by increasing the depth of the network and replacing a large-sized kernel, such as $7 \times 7$ or $5 \times 5$, with multiple $3 \times 3$ kernels stacked together. Moreover, max pooling layers are added to reduce the dimensions of some layers. VGGNet is the first network structure that adopts block-based architecture [100].

• ResNet [46]

Recent CNN architectures are designed to become deeper and deeper for the better performance. However, deep networks are hard to train due to the vanishing gradient problems which lead to the performance degradation of the network. To address these problems, [46] proposed ResNet which was implemented using the idea of Residual Blocks, with “shortcut connection” to fit the input from the previous layer to the next layer without modifying it.

There are two types of “shortcut connections”: Identity shortcut and Projection shortcut. When the shapes of the input and output of a residual block are the same, the identity shortcut is applied, just skipping the intermediate layers and adding the input directly to the last layer. For the case when the two shapes are different, the projection connection is implemented by using an additional $1 \times 1$ convolutional layer to transform the input into the desired shape for the next addition operation.

• DenseNet [54]

[54] proposed DenseNet to reduce the vanishing gradient problems. DenseNet is composed of several dense blocks and within those blocks, each layer is densely connected to every other layer, treating the feature maps from all previous layers as the input and outputting activation maps to all subsequent layers.

Instead of using element-wise addition operation like ResNets, DenseNet uses concatenation operation to add the features from all previous layers. In DenseNet, each convolutional layer has fewer number of filters, which makes the network thinner and compact.
There are 2 types of blocks in DenseNet: Dense blocks and Transition blocks. Each dense block consists of a 3 × 3 convolutional layer, a batch normalization layer and a ReLU activation function. And transition blocks are used for reducing the number of feature maps, each containing a 1 × 1 convolutional layer, an average pooling layer and a batch normalization layer. With this unique architecture, DenseNet has few number of feature maps and little redundancy in model parameters.

The performance of these models is impressive, however the huge model size prevents them from being widely used, especially in the mobile devices and embedded systems. This motivates lots of researchers to study compression methods to reduce the model size and required computation resources. More details can be found in Section 2.6.

2.3 Training and Inference

Deep neural networks (DNNs) and machine learning techniques have achieved significant success in solving traditionally challenging problems such as computer vision. DNNs are widely used in today’s applications and systems. In general, DNNs are deployed as the following two steps: 1). Training and 2). Inference. We use image classification tasks as the example for explaining the training and inference processes.

Training process of a neural network involves feeding a data sample from the given dataset as an input into a network, propagating it through the model, predicting the classification result with the weights, and comparing it with the ground-truth label. Weights in the network are updated using a backpropagation strategy such as Stochastic Gradient Descent (SGD) to reduce classification errors. This performs a search for the best weight values. The learning algorithm keeps searching for the optimal weight values until the model reaching convergence.

Once trained, the weights and bias in the network are determined. Then the trained model can predict the classification class of a new image not from the previous dataset using the determined weights. This process is referred to as inference. An illustration of the training and inference can be found in Figure 2.3.
Since inference is often executed on edge, mobile, embedded or some resource-limited devices, we will focus on compressing models during the inference rather than the training process. We will discuss more details later.
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Figure 2.3: Training versus Inference [18]

### 2.4 Underfitting, Overfitting and Regularization

In machine learning, our goal is to train a model that perform well on “new” data—not the known training data. The ability for a model to perform well on unseen data is called generalization.

The error measured on the training set is called as the training error $E_{\text{in}}$, whereas the test error $E_{\text{out}}$ is measured on the test set. The gap between the training and test error is defined as

$$E_{\text{gap}} = E_{\text{out}} - E_{\text{in}}$$  \hspace{1cm} (2.12)

We train a model by minimizing its training error $E_{\text{in}}$, but we actually care about the test error $E_{\text{out}}$. Therefore, in practice, our aims are: 1) to minimize $E_{\text{in}}$; 2) to make $E_{\text{gap}}$ small. There are two phenomena in the training process: Underfitting and Overfitting.

Underfitting occurs when the model is simple, and not able to obtain a low error value $E_{\text{in}}$. Overfitting occurs when the gap between training and test error $E_{\text{gap}}$ is large. Whether it is
underfitting or overfitting in the training process of a model depends on the capacity of the model. Models with low capacity may be hard to fit the training set, whereas models with high capacity may overfit. Though $E_{\text{in}}$ is small enough, the model cannot generalize well on the test set.

Regularization refers to any modifications we make to reduce over-fitting and generalize model when training models with high capacity.

There are many regularization strategies. One of the most common direction is to add an extra term in the loss function that can constrain the parameter values in the model, such as L-1 regularizer and weight decay. Regularization strategies can lead to better generalization and improved performance on new, unknown test data.

2.5 Attention Mechanism

2.5.1 Background

Attention mechanism, a simple method, has been widely applied to and obtained great improvement in many natural language processing (NLP) tasks, including machine translation, sentiment classification, language modeling, text summarization, question answering and so on. Transformer, an NLP network architecture, firstly proposed in [110], is a sequence transduction model based on the attention mechanism.

Unlike recurrent neural networks (RNNs), such as LSTMs, Transformers with attention mechanism can process all input tokens simultaneously, measure the importance among them, and focus on the important parts in a sequence while discarding the irrelevant or useless parts. The model has had great success and led to the development of many outstanding pretrained NLP models such as BERT [24] and RoBERTa [73].

2.5.2 Attention

First we denote some notations for the following description. We use $\mathbf{V} = \{v_i\} \in \mathbb{R}^{d_v \times n}$ as a sequence of token values. Let $\mathbf{K} = \{k_i\}$ be a $n \times d$ matrix, which we refer to as a “key” matrix of
V. Each \( \mathbf{k}_i \in \mathbb{R}^d \) is an embedding vector attached to corresponding token vector \( \mathbf{v}_i \) as the index representation. Denote \( \mathbf{Q} \) as a matrix of size \( d \times m \), which we refer to as the “query” matrix, where the \( j^{th} \) column of the matrix corresponds to the embedding vector of the \( j^{th} \) output token.

The attention mechanism comprises of the following three steps:

- **Compatibility Function**

  In the first step, the compatibility function measures the similarity between the source and target tokens. The query vector \( \mathbf{q}_j \), as the embedding representation of the \( j^{th} \) target token, matches with each source token in the sequence \( \{\mathbf{v}_i\} \) based on the compatibility function \( a(\mathbf{q}_j, \mathbf{k}_i) \) which outputs a score to measure the similarity between the target and corresponding source token.

  One common form of the compatibility function is the dot-product function. In practice, the compatibility function is measured on the set of queries simultaneously, i.e., \( \mathbf{Q} \).

  \[
  a(\mathbf{Q}, \mathbf{K}) = \mathbf{KQ}
  \]  
  \[ (2.13) \]

- **Normalization**

  We apply scale and softmax functions to the output of the compatibility function to obtain the attention scores \( \mathbf{A} \). See 2.14.

  \[
  \mathbf{A} = \text{softmax}(\frac{\mathbf{KQ}}{\sqrt{d}})
  \]  
  \[ (2.14) \]
  where \( d \) is the dimension of the key/query vector.

  The attention score of a target token can be treated as the quality of match of it to each source token. We expect that similar source tokens can receive high attention scores and irrelevant tokens receive low scores.

- **Weighted-Sum**

  The normalized attention scores are then used to encode the entire source tokens into the target tokens \( \mathbf{O} \).
For each target token, the model focuses on the important tokens and discard the useless, irrelevant ones. As a result, the attention-based models achieve great success in NLP tasks.

An illustration of the attention mechanism can be found in Figure 2.4.
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### 2.6 Compression of Neural Networks

Over the past decade, deep neural network have achieved significant performance improvements on many real-world tasks, such as computer vision [46] and natural language processing [121]. However, the outstanding performance of these DNNs is achieved by paying the cost of hungry memory consumption and high computational complexity. For example, ResNet-101 [46] requires 200MB memory, and training it usually requires the availability of graphics processing units (GPUs) with high processing parallelism and memory bandwidth. This cost prohibits the usage of DNNs on resource limited devices, especially edge, mobile or some embedded devices. Therefore, the network compression becomes an urgent and promising topic. Compression aims to reduce the model size and complexity without losing much accuracy of the original network. Various compression techniques have been proposed in recent years, widely used for resource saving and computation acceleration.
In this section, we will introduce some common compression approaches used in modern networks: a). Pruning; b). Low-rank Factorization; c). Knowledge Distillation. Quantization techniques will be discussed in the next chapter, chapter 3, in detail.

2.6.1 Pruning

Network pruning attempts to figure out the redundancies of weights and unnecessary parameters in a network, trying to remove the less important parameters and connections in the network while preserving the performance of the original model [43]. Network pruning is popular in compression works since it directly saves model storage and reduce the computational complexity. In some early works [68, 82], network pruning is used to reduce the network complexity and over-fitting.

When pruning a specific model in practice, there are mainly three questions that readers need to ask: (1) what to prune, i.e., pruning structure, (2) which to pruning, that is pruning criterion and (3) how to prune, i.e., pruning schedule.

Parameters can be pruned in some pattern. Based on the shape of the basic pruning element of a pruning algorithm, pruning techniques can be categorized into two types: unstructured and structured pruning [112]. The unstructured pruning performs on an element-by-element basis [72], i.e., no structure at all. The locations of these pruned, noncritical neurons generally are random. Although removing all these unnecessary parameters leads to very little impact on the model performance, this approach results in sparse matrix operations, which are known to be hard to accelerate [13, 28]. On the other hand, for the structured pruning, a group of parameters is removed. This type of pruning approach is popular in convolutional neural networks. We can flexibly choose to prune on a vector-by-vector, channel-by-channel, filter-by-filter, or layer-by-layer basis [72]. Besides, the locations of redundant groups are regular, which makes it easier to perform implementation-friendly algorithms and achieve acceleration. However, structured pruning often leads to significant accuracy degradation [11, 28, 51]. Therefore, a retraining/fine-tuning process is important and necessary for regaining the performance.

[76] explores the performance of pruned models under different pruning structures on ImageNet dataset. Figure 2.5 shows the accuracy curve of sparsity under the settings of unstruc-
tured and structured pruning for AlexNet on ImageNet. “Fine-grained(0D)”, “Vector(1D)”, “Kernel(2D)” and “Filter(3D)” denote individual weights, sub-kernel vectors, kernels, and filters respectively. We can find that when the size of pruning element is large (the “Filter(3D)” case), the accuracy loss is huge. Smaller size of a pruning elements results in higher accuracy. Pruned models with “Vector(1D)” and “Kernel(2D)” can reach similar compression rates unstructured pruning “Fine-grained(0D)”, and provides some advantages of hardware acceleration. Thus in practice, structured pruning is still more popular. Moreover, we can find that after removing over 50% parameters, the compressed models still outperform the uncompressed model in this example.

Figure 2.5: Accuracy-Sparity Curve of AlexNet [76]

X-axis: percentage of zero weights, Y-axis: top-5 accuracy on ImageNet

As for the pruning criteria, i.e., selecting which weights to be pruned, there are normally two kinds of strategies. First, magnitude-based pruning. For unstructured pruning [41, 43], the weights with the least absolute values are selected. For structured pruning [4, 47, 70, 116, 126], the Frobenius norm (typically L1-norm or L2-norm) of a weight group vector are used as the measurement. This is the simplest and most prevailing criterion in pruning now [112]. In addition, some works choose to prune those weights that induce the least loss change. The importance of weights or blocks can be measured by computing the change in loss or the sensitivity of loss
when the weight or block is removed, and then those causing the least change in loss will be pruned [17]. [68, 82] are two famous works based on this principle. [68] estimate the weight importance by making a local approximation of the loss with a Taylor series and use the second derivative of the loss with respect to the weight as a criterion. [82] measure the importance during training. Each weight in the network is assigned an importance weight $\alpha$, where $\alpha = 0$ means that the weight becomes redundant, whereas $\alpha = 1$ the weight act as a standard weight. The author compute the loss derivative with respect to $\alpha$. Weights are then pruned if the derivative falls below a threshold. [5, 117] adopt this idea to structured pruning, assigning an importance weights to weight blocks such as kernels or filters.

With the pruning structure and criterion determined, the next question is about how to prune. The normal training process for pruning consists of three steps: pre-training, pruning and fine-tuning. Since the second step will hurt the model performance due to the information loss, the retraining process is needed to recover the model accuracy.

There are three typical pruning choices [113]:

- One-shot pruning: network sparsity, which is defined as the ratio of zero weights in a network, goes from 0 to a target number in a single step, and then fine-tune.
- Progressive: network sparsity goes from 0 to the target gradually, and then fine-tune.
- Iterative: sparsity goes from 0 to an intermediate number, then fine-tune, and then repeat the process until the target sparsity is achieved.

There is no huge difference between the last two kinds of pruning strategies, thus many works use them interchangeably. Besides, when pruning the same number of weights for a specific model, the last two pruning approaches outperform the one-shot pruning, since they require longer training time for the model to recover.

In conclusion, pruning is an important technique for compressing neural networks. Unstructured and structured pruning reduces model required storage and computational complexity [72]. An detailed pruning survey [50] shows that today’s sparsification methods can lead to a $10-100\times$ reduction in model size, computational complexity and energy efficiency, all without significant loss of accuracy.
2.6.2 Low-rank Factorization

Low-rank factorization is a technique that decomposes the original, higher-rank weight tensor into smaller, lower-rank tensors for efficient computation [57]. It works by breaking a large layer into multiple smaller ones, eliminating the redundant parameters, thereby reducing the model size and accelerating the computation. This technique can be applied to both fully connected and convolutional layers [17].

Performing singular value decomposition (SVD) to the weight tensors in MLPs and CNNs is a common and popular factorization scheme in early works [17, 23, 58, 124]. The original weight matrix is replaced with three smaller matrices. For any given matrix $A \in \mathbb{R}^{m \times n}$, there exists a SVD decomposition [7],

$$A = U S V^T$$ (2.16)

where $U \in \mathbb{R}^{m \times r}$ and $V^T \in \mathbb{R}^{r \times n}$ are orthogonal matrices and $S \in \mathbb{R}^{r \times r}$ is a diagonal matrix with the singular values on the diagonal.

[23] performs SVD to the weight tensors in the convolutional and the fully-connected layers, removing approximately 95% weights within the layer and achieving $2 \times$ speedup for a single convolutional layer with 1% drop in classification accuracy. Another work [58] reports a $4.5 \times$ speedup with 1% accuracy drop in CNNs using SVD. Moreover, [124] proposes an improved SVD method for accelerating non-linear CNN, showing a more accurate result than [58]. All above works perform the factorization technique layer by layer. After one layer is approximated by the low-rank filters, all layers above are fine-tuned for the accuracy reconstruction.

In [64], a new approach-canonical polyadic (CP) decomposition is proposed. They use the non-linear least squares to decompose the 4D weight tensors of convolutional layers into a sum of rank-one tensors, replacing an original layer with a sequence of four layers with rank-one filters. Figure 2.6 illustrates the two different low-rank decompositions for speeding up a generalized convolution in [64].
Figure 2.6: Low-rank Factorizations for speeding up a generalized convolution [64].

Gray boxes correspond to 3D tensors in a convolutional layer. Colored boxes illustrate the original or low-rank approximated filters. Arrows show linear transformation mappings. (a) Initial full convolution, the original 3D convolutional filter $\in \mathbb{R}^{S \times d \times d}$. (b) Low-rank approximation [58]. The initial convolution is approximated as a composition of two linear mappings, the low-rank filters are $\in \mathbb{R}^{S \times d \times 1}$ or $\in \mathbb{R}^{S \times 1 \times d}$. (c) CP decomposition [64]. Approximate the convolution as four convolutions, all decomposed filters are rank-one tensors.

2.6.2.1 Filter Decomposition in Convolution

For the low-rank factorization in convolutional layers, the original filter can be approximated with a lightweight convolution and a linear projection [71]. Current decomposition methods usually operate in some pattern, either directly performing on the 1D column-wise, 2D kernel-wise or 3D filter-wise basis.

We first denote some notations for the following description. The filter of the $l^{th}$ convolution layer is denoted as $W^l \in \mathbb{R}^{c_{out} \times c_{in} \times h \times w}$ where $c_{out}, c_{in}$ are the numbers of input and output channels, respectively, and the size of the receptive field is $h \times w$.

CP decomposition [64] can be regarded as a column-wise basis factorization, splitting $W^l$ into multiple rank-one tensors. [58,102,115] directly operate on the 2D kernel-wise $h \times w$ kernels. [58,115] replace the 2D kernels with a linear combination of a smaller 2D filter set. In their work, each original convolutional layer is decomposed into multiple depth-wise convolutional layers and a convolutional layer with $1 \times 1$ kernels. [102] combines the decomposition and weight-
sharing techniques to reduce the model size. The author decomposes the original 4D tensors into multiple 2D kernels, considering each kernel as a clustering element and perform k-means algorithm over all 2D kernels. The kernels that fall in the same cluster share the same weights.

[71, 90, 123] directly deal with the 3D $c \times h \times w$ filters, considering the input channel as the third dimension, leading to an impressive reduction in terms of compression rate. However, [123] cannot reduce the input channel, i.e., $c = c_{in}$, which means that it cannot perform in narrow networks with large $c_{in}$ but much fewer $c_{out}$, such as DenseNet. [71, 90] decompose each 3D $c_{in} \times h \times w$ into $n$ groups along input channel dimension, i.e., $c = \frac{c_{in}}{n}$, then perform convolution on 3D $c \times h \times w$ filters.

Low-rank factorization can support training from scratch and pertrained model. However, the implementation is not that easy since it involves computationally-expensive decomposition operations. Moreover, most methods perform on a layer-wise basis, thus cannot perform global compression.

2.6.3 Knowledge Distillation

Knowledge distillation, as another technique of model compression and acceleration, involves training a teacher model and then train a more compact, smaller student model under the teacher’s supervision. The teacher model can be a single large model, or it can be an ensemble of separately trained models [17]. The main objective for the student model is to learn the teacher model’s generalization capability and obtain a competitive or even a superior performance while being compact.

[12] first introduces the knowledge transfer concept, compressing the large, complex ensemble models into a smaller and faster model without substantial loss in the performance. The authors claim that the knowledge learned from the bigger ensemble model can be transferred to a smaller one. Later [6] extends this idea. By training a large network first and then transferring the learned knowledge to a small shallow network, the smaller network can achieve the same accuracy. Figure 2.7 shows the a general teacher-student framework for knowledge distillation.

In knowledge distillation, there are mainly three different knowledge types [36]: response-
Figure 2.7: The generic teacher–student framework for knowledge distillation [36]

based, feature-based and relation-based knowledge. Response-based knowledge usually refers to the neural response of the last output layer of the teacher model [36]. The main idea is to directly mimic the final prediction of the teacher model. This approach is easy but effective, and has been widely used in different applications. Feature-based approach focus on not only the output of the last layer, but also the output of intermediate layers. It is a good extension of response-based knowledge, especially for the thinner and deeper networks [36]. Both of these two types of knowledge use the output of specific layers, whereas the relation-based knowledge explores the relationships among layers. [120] proposed a flow of solution process (FSP) which is calculated by the inner products between features of different layers.

[48] is commonly known as an important work in knowledge distillation for image classification tasks. The authors chose the response-based knowledge. Instead of using the hard labels (ground-truth label), the authors believe soft labels (predicted probabilities of inputs belonging to image classes) contain more information. Even the probabilities of incorrect answers are very small (close to 0), some of them are still much different from others. The relative probabilities of incorrect answers tell the student model a lot about how the teacher model tends to generalize. For example, an image of a car may have a very small chance of being mistaken for a truck, but that mistake is still many times more than mistaking it for a bird.

The author also introduce the concept of temperature (T) to generate the soft labels. The softmax function with temperature is defined in Equation (2.17), where $z_i$ is the logit for $i^{th}$
class and \( q_i \) is the soft prediction. By raising the temperature, the probability distribution over classes become softer, which means higher entropy in soft labels, so the student can learn more information from the teacher.

\[
q_i = \frac{\exp(z_i/T)}{\sum_j \exp(z_j/T)}
\]  

(2.17)

Figure 2.8 shows the training process in [48]. The large teacher model is first trained on a given training dataset. When the pre-trained teacher model generates the soft labels under the high temperature, the student model is trained under the same high temperature to match these soft labels. The first loss term \( \mathcal{L}_{\text{soft}} \) in Equation (2.18) is the cross entropy between the soft labels and soft predictions. The normal training process is also added for the student using the hard labels under the normal temperature, i.e., \( T = 1 \). Thus the second loss term \( \mathcal{L}_{\text{hard}} \) is the cross entropy between the ground-truth labels and hard predictions. The overall loss is a weighted sum of two losses, see Equation (2.18). The authors also found that in practice, assigning a relatively lower weight to \( \mathcal{L}_{\text{hard}} \) can obtain the better results.

\[
\mathcal{L} = \alpha \mathcal{L}_{\text{soft}} + \beta \mathcal{L}_{\text{hard}}
\]  

(2.18)

Figure 2.8: The training process in [48]

Knowledge distillation allows small models to obtain good generalization ability. However,
this approach can only be applied to classification tasks with softmax loss function, which hinders its usage. Since this technique is not our focus, the more comprehensive survey can be found in [15, 17, 36, 114].

2.6.4 Quantization

Network quantization is recognized as one of the most effective approaches to compress deep neural networks and has achieved great success in both training and inference of models. It focuses on reducing the number of bits to represent each parameter, storing weights using more compact formats such as integers, low-precision floating numbers or even binary numbers. Quantization provides a solution to greatly reduce the model size and the energy consumption without significantly performance degradation.

While in early works, quantization was used in the digital computing, this concept can be extended to the field of deep neural networks. In this article, we focus on exploring quantization techniques for compressing deep neural networks, and propose a novel quantization approach for compressing deep convolutions. Some common quantization techniques will be discussed in detail in Chapter 3.
Chapter 3

Quantization

In this chapter, we discuss quantization techniques in detail. The organization is summarized as follows: In Section 3.1, we will first provide the background of quantization in digital communication field, including a brief history of quantization, its development in the information theory. And then Section 3.2 discusses this concept in deep neural networks, introducing some common quantization techniques used in recent works.

3.1 Quantization in Digital Communication

Quantization, in mathematics, is a method of mapping input values from a large, often continuous set to output values in a countable, smaller set often with a finite number of elements. It has a long history, dating back to the 1800s. In the oldest work, quantization was used in the approximation of integral calculation. [99] first used rounding for the integration. More recently, quantization became popular in digital signal processing field. Especially in 1948, [97] were published, greatly contributed to quantization theory.

Shannon in [97] discussed the effect of quantization and formally used it in coding theory. The author pointed out that assigning equal number of bits to all quantization cells is wasteful if the cells follow an non-uniform probability distribution. Instead, a lossless coding approach - variable-rate quantization - was proposed: to vary the number of bits based on the corresponding cell’s probability, specifically, less number of bits assigned to higher probability cells.
Inspired by this idea, Huffman coding was proposed [56]. Later, Shannon’s idea was fully developed in [98], where the distortion-rate function and vector quantization concept were published. **Rate-distortion theory** provided the theoretical foundations for lossy data compression, determining the lower bound of rates subject to a signal distortion constraint. If the source can be approximately reconstructed at the receiver without exceeding the expected distortion, then each input symbol should be represented with at least the determined number of bits. **Vector quantization** defined a novel joint quantization approach handling a block of signal values simultaneously, which can achieve rate-distortion limit.

From information theory [20], scalar quantizers which handle weights individually are inferior in their rate-distortion performance and the optimal rate-distortion performance is only achievable via vector quantization. Due to its better performance, vector quantization has become practical in [25, 95] and been widely used in many fields, such as signal and image processing.

In conclusion, quantization as the process of representing a signal in digital form, plays a critical role in digital communication and forms the core of all lossy compression techniques. We just briefly list some of the important points here. A detailed discussion can be found in [39].

## 3.2 Quantization in Deep Neural Networks

Quantizing neural networks dates back to the 1990s [77, 107]. In the early works, the motivation of quantizing models was that the digital hardware implementation of such networks was easier. For example, by performing the powers-of-two weight quantization approach in [107], the original bulky multipliers were replaced by shift registers, thus the ship ares and computation time were saved. Recently, the research of quantization in deep neural networks focuses on compressing models without performance degradation. Achieving this aim usually calls for joint solutions from machine learning, optimization strategies, hardware design, etc. As discussed before, quantization has not been invented in machine learning, but has been widely used in digital communication field as a compression tool. However, quantization in neural networks is different from it in communication.

In digital communication, the objective is to compress signals with minimal error compared
to the original ones. In other words, we focus on finding a quantization method that would preserve the information in original signals as much as possible. However, things are different in deep neural networks.

First, deep neural networks are in general heavily over-parameterized. Many works [22, 69, 80, 104] have shown that deep neural networks are very robust to aggressive compression. [22] pointed out that in the best cases more than 95% of the parameters in a neural network can be predicted from the remaining 5% without a drop in predictive performance. Second, the objective for the training of neural networks is normally measured by loss function. Hence, in neural networks, instead of trying to preserving as much as possible information of original models, our goal is to find a quantized representation that leads to as small loss as possible. Due to the high degrees of freedom in networks, it is highly possible that there exists some very different models that can simultaneously minimize the loss. Therefore, it is possible for a quantized model to have a huge difference with the original, non-quantized one, while still achieving very good performance.

Recent quantized neural networks have achieved good performance, with similar accuracy to their full-precision counterparts. In this section. We will brief introduce some common quantization techniques. They can be categorized into three types: deterministic, stochastic quantization and weight-sharing. In deterministic quantization, there is a deterministic one-to-one mapping between the full-precision value and the quantized value. While in stochastic quantization, compressed parameters are discretely distributed. The real value is quantized to some discrete value with a stochastic probability. We will introduce a typical deterministic quantization approach - low-bit precision quantization in Section 3.2.1. Then we discuss stochastic quantization in Section 3.2.2. In Section 3.2.3, we focus on weight sharing approaches, which also fall within the quantization area.

3.2.1 Low-bit Precision Quantization

Most neural networks are trained using float32 (FP32) numbers [72]. Low-bit precision quantization aims to convert FP32 parameters to lower bit representations [9], which can significantly
reduce bandwidth, model size, energy and running time. In this subsection, we categorize quantization techniques based on bit-width.

Low-bit precision quantization works were proposed as far back as the 1990s [1, 26]. Recent research interests focus on 8-bit integer (INT8) and half-precision (FP16) quantization. FP16 numbers are widely used in nVidia GPUs and ASIC accelerators [21]. And many works [75, 109] have shown that full-precision (FP32) parameters produced in the training process can be quantized to INT8 numbers for inference without a significant drop in accuracy.

We start from the most special case: extreme low-bit quantization.

### 3.2.1.1 Extreme Quantization

Extreme low-bit quantization reduces all weights in the network to 1-bit or 2-bit representations [72]. Binarization, drastically reducing the model size by up-to 32×, is the most extreme quantization method. Besides the memory advantages, normal expensive multiplications are replaced with efficient bit-wise operations, thereby binary(1-bit) and ternary(2-bit) operations significantly accelerating the computation and lowering energy consumption. However, reducing 32-bit parameters into a 1 or 2 bit usually would result in significant performance degradation [72].

First, we introduce an early binary network, BinaryConnect [19], which constrains all weights to either +1 or −1 in both forward and backward propagation. During the forward pass, the full precision weights \( w_r \) are converted into +1 or −1 based on the sign function. For the backward pass, due to the non-differentiability of binarization function, the gradient vanishes almost everywhere. Therefore, the common gradient descent algorithm cannot be directly applied to update the binary weights. The common solution is to approximate the gradient by “Straight Through Estimator” (STE) [9]. STE ignores the binarization operation and approximates it with an identity function.

\[
\text{Forward Pass: } w_b = \text{sign}(w_r) = \begin{cases} 
+1 & w_r \geq 0 \\
-1 & \text{otherwise}
\end{cases}
\] (3.1)
STE: \[
\frac{\partial w_b}{\partial w_r} = 1 \quad \text{for } |w_r| \leq 1 = \begin{cases} 
1 & -1 \leq w_r \leq 1 \\
0 & \text{otherwise} 
\end{cases}
\] (3.2)

Backward Pass: \[
\frac{\partial \mathcal{L}}{\partial w_r} = \begin{cases} 
\frac{\partial \mathcal{L}}{\partial w_b} & -1 \leq w_r \leq 1 \\
0 & \text{otherwise} 
\end{cases}
\] (3.3)

[55] extends this idea by binarizing the activations. BinaryNets (BNN) is usually recognized as the first binary neural network. Quantizing both weights and activations to binary values brings the additional benefit of less latency, since lightweight XNOR operations replace the costly multiplications between weights and activations. Experiments show that BNN can achieve good performance on MNIST, SVHN, and CIFAR-10 datasets without a significant accuracy drop compared to full-precision competitors.

Another interesting work Binary Weight Network (BWN) [91] adds a scaling factor \( \alpha \in \mathbb{R}^+ \) to weights and uses \(+\alpha\) or \(-\alpha\) instead of \(+1\) or \(-1\) to represent binary weights. The original full precision weight \(W\) is approximated with \(\alpha B\), where \(B\) is a binary weight matrix and \(\alpha\) is chosen to minimize the difference, see Equ.(3.4).

\[
\alpha, B = \arg\min \| W - \alpha B \|^2 
\] (3.4)

[91] also extends this idea to activations, builds XNOR-Net. Compared to BNN, the additional scaling factor in XNOR-Net compensates for the performance degradation and leads to better accuracy.

### 3.2.1.2 Logarithmic Quantization

Logarithmic quantization [79] is a kind of non-uniform quantization with a predefined bit-width. Compared to uniform/linear quantization, non-uniform quantization usually can achieve higher accuracy, because the latter could better capture the real weights’ distributions by focusing more on important value regions or finding appropriate dynamic ranges [30]. A typical example is the logarithmic quantization where all weights and activations are constrained to be power-of-two values. On the one hand, logarithmic quantization enjoys a good match with the distribution
of weights and activations which is bell-shaped and long-tailed [41]. The technique assigns higher resolution, smaller quantization interval around the mean and less quantization levels at the tail, which matches weights’ distribution. On the other hand, quantizing all weights and activations to powers-of-two means that original multiplications are replaced with the cheap bit-shift operations, thus brings in hardware efficiency and significantly reduced training and inference time.

Logarithmic quantization levels in [79] can be defined as

\[ Q(\alpha, b) = \alpha \times \{0, \pm 2^{-2^{b-1}+1}, \pm 2^{-2^{b-1}+2}, \pm 2^{-2^{b-1}+3}, \ldots, \pm 2^{-1}, \pm 1\} \]  

(3.5)

where \( Q(\alpha, b) \) is a set of quantization levels, \( \alpha \) is the clipping threshold and \( b \) is the bit-width. Each original full-precision parameter is clipped into \([-\alpha, \alpha]\) first and then is mapped onto the quantization levels \( Q(\alpha, b) \).

Another interesting work [125] performs weight quantization iteratively, named as Incremental Network Quantization (INQ). In one iteration, a subset of weights are converted into power-of-two format, while the other weights keep full-precision format to preserve ensemble performance. After multiple iterations, most of weights are converted to power-of-two values. Experiment results show that [125] has better performance than [79]. Specifically, a 5-bit low-precision version AlexNet [125] obtains only 0.15% top-1 accuracy drop on the ILSVRC-2012 compared to the full-precision one.

### 3.2.2 Stochastic Quantization

During the inference, the quantization scheme is usually deterministic. However, some works explore stochastic quantization.

#### 3.2.2.1 Random Rounding

In the deterministic low-bit precision quantization, it is possible that no weights change since the rounding operation may always return the same values especially for the small weights [40]. However, random rounding may allow a neural network to explore more, and provide more opportunities for updating parameters.
In [19], the authors propose the following random rounding function for binary networks,

\[
\begin{align*}
  w_b &= \begin{cases}
    +1 & \text{with probability } p = \sigma(w_r) \\
    -1 & \text{with probability } 1 - p
  \end{cases}
\end{align*}
\]  

(3.6)

where \(\sigma\) is the hard sigmoid function:

\[
\sigma(x) = \text{clip}(\frac{x+1}{2}, 0, 1) = \max(0, \min(1, \frac{x+1}{2}))
\]

(3.7)

If \(w_r\) is positive, then there is a higher probability to quantize it to +1, otherwise to −1. The trained Binary network shows 1.18% classification error on the small dataset MNIST, but worse performance on larger dataset CIFAR10.

### 3.2.2.2 Probabilistic Quantization

Empirical study [41], has shown that weights in a trained neural network often follow some Gaussian-like distributions. Inspired by this observation, researchers try to compress network from a probabilistic perspective. One important direction is to utilize some recent Bayesian methods for network compression [74, 81, 108]. Let \(\mathcal{D}\) be a dataset of \(N\) pairs \((x_n, y_n)_{n=1}^{N}\) and \(p(y|x, w)\) be a weighted model that predicts output \(y\) given input \(x\) and weights \(w\). In a Bayesian neural network, we try to estimate the posterior distribution over weights \(w\) given data. The posterior is given by Bayes’ rule: (3.8), \(p(w)\) is the prior distribution over weights.

\[
p(w|\mathcal{D}) = \frac{p(\mathcal{D}|w)p(w)}{p(\mathcal{D})}
\]

(3.8)

Computation of the true posterior is in general intractable. One common solution is to use variational inference approaches to approximate it. Assuming that the true posterior distribution is approximated by a distribution \(q_\phi(w)\). To find \(q_\phi(w)\), we need to optimize the variational parameters \(\phi\) by minimizing the Kullback-Leibler (KL) divergence [63] between the true and the approximated posterior distribution which measures the information divergence of two probability distributions, \(D_{KL}(q_\phi(w)||p(w|\mathcal{D}))\) [63]. Since \(p(w|\mathcal{D})\) is intractable, the minimization of KL divergence can be approximately converted to maximize the “evidence lower bound”
The lower bound $\mathcal{L}_{\text{ELBO}}$ is composed of two terms: the first term of the right-hand side of Equ.(3.9) is the negative of reconstruction error, which measures the approximated model performance and the second term regularizes the approximated posterior to be close to the prior distribution.

$$\mathcal{L}_{\text{ELBO}}(\phi) = \sum_{n=1}^{N} \mathbb{E}_{q_{\phi}(w)}[\log p(y_n|x_n,w)] - D_{\text{KL}}(q_{\phi}(w)||p(w))$$ (3.9)

Compression is directly related to variational Bayesian inference and the minimum description (MDL) principle [49]. MDL is a model selection principle, indicating that the best model class for a set of observed data is the one whose representative permits the shortest coding of the data [8]. In practice, when we train a model according to MDL principle, the objective is to minimize the sum of the cost to describe the model (model complexity cost $\mathcal{L}_C$) and the misfit between model and data (error cost $\mathcal{L}_E$) [94]. Many works [37, 49, 52, 111] have shown that the objectives of compression based on MDL sense and variational Bayesian inference are well-aligned. Maximizing the $\mathcal{L}_{\text{ELBO}}$ minimizes the total cost: $\max \mathcal{L}_{\text{ELBO}} = \min \mathcal{L}_C + \mathcal{L}_E$, leading to an optimal trade-off between short description length of the data and the model.

[2, 108] solve the model compression problem based on variational inference and MDL principle. Authors place a prior which can induce clustering and sparsity (a Gaussian mixture in [108] and a multi-spike-and-slab prior in [2]) on the network weights. Then by retraining model using variational inference, a multi-modal and sparse posterior distribution is obtained.

### 3.2.3 Weight-Sharing

We have introduced low-bit precision quantization which reduces required resources by constraining the bit-width of model parameters and stochastic quantization. Now, we discuss quantization techniques from another perspective, weight-sharing. The basic idea of is to cluster the weights into groups and all weights in the same group share their values with the centroid of this group. Therefore, redundant weights are replaced with their centroids. Instead of storing the whole full-precision neural network, we represent the compressed model with multiple, discrete, shared values - a small sized codebook, and a set of indices indicating the weight clustering assignments, leading to the reduced storage cost.
Quantization can be categorized into two types:

- Scalar Quantization (Section 3.2.3.1): quantizing a scalar weight at a time.

- Vector Quantization (Section 3.2.3.2): jointly quantizing multiple weights at once; working on weight blocks; benefiting from the correlation induced by the block structure.

From the perspective of quantization codebook, the weight-sharing works can be roughly classified into two categories: fixed codebook and adaptive codebook quantization [40]. In fixed codebook quantization, the weights are quantized into some predefined codebook while in adaptive codebook quantization the codebook is learned from the data based on the applied clustering algorithm, such as K-means [44].

Some low-bit precision techniques we discussed in the previous section can also be divided into this category. For example, based on scalar and fixed codebook quantization strategy, some binary, ternary and power-of-two networks use $[-1, 1], [-1, 0, 1]$ and a set of power-of-two values codebooks separately, to quantize every scalar weight in the networks. However, in this section, we focus on exploring those works on clustering algorithm based vector quantization.

The typical procedure in weight-sharing works is shown as follows:

1. Pre-training: The authors start from training a full-precision model with optimization algorithms, such as stochastic gradient descent (SGD).

2. Clustering: By performing clustering algorithm, such as K-means or EM algorithm, the learned parameters are grouped in blocks, and clustered into several clusters, and the cluster centers are taken as the quantization codebook.

3. Fine-tuning: Each block is replaced by a codeword. This step will hurt the model performance due to the information loss. Therefore, the model is retrained to regain performance and obtain a retained codebook.

Many works [16, 41, 87, 102, 118] focus on exploiting different kinds of fine-tuning strategies for compensating for the accuracy loss.
### 3.2.3.1 Scalar Quantization

In scalar quantization, a scalar weight is quantized from a weight tensor at a time, whereas in vector quantization, multiple weight values are simultaneously quantized. In this example, we perform k-means algorithm to a pre-trained weight tensor of a convolutional layer $W \in \mathbb{R}^{c_{out} \times c_{in} \times h \times w}$.

With scalar quantization, we perform K-means algorithm over all scalar values $W_{ijmn}$ in $W$:

$$
\min \sum_{i} \sum_{j} \sum_{m} \sum_{n} \sum_{l} \|W_{ijmn} - c_l\|^2_2
$$

where $W_{ijmn}$, $c_l$ are both scalars and $c \in \mathbb{R}^{1 \times k}$ is a k-sized codebook. After the clustering, all weights that fall into the same cluster will share the same codeword. So that we can use the codebook to approximate the original network $\hat{W}$.

$$
\hat{W}_{ijmn} = c_z, \quad \text{where} \quad z = \arg\min_z \|W_{ijmn} - c_z\|^2_2
$$

With scalar quantization, we only need to store the indices and the trained codebook during the inference. Many works [14, 16, 41, 108] compress models through weight-sharing based on scalar quantization. [41] proposed the DeepCompression, a three stage pipeline, including pruning, weight-sharing, and Huffman coding. After compression, memory requirement of network can be reduced by $35 \times$ to $49 \times$ without accuracy degradation. Figure 3.1 shows the pipeline of DeepCompression in [41].

[16] proposed the Entropy-constrained scalar quantization (ECSQ) to improve the weight quantization by taking the importance of network parameters into account. The authors use the second-order information of the loss function (Hessian matrix) to measure the importance. In the k-means clustering step, the clustering errors are weighted by the corresponding entries in the Hessian matrix that indicate the weight importance. The experiment results in [16] show that this method can achieve nearly the same accuracy level as a full-precision network on ImageNet dataset.

Another interesting scalar quantization work [14] is designed based on a hashnet. Different from other weight-sharing works based on K-means clustering, HashNet uses a low-cost hash
function to cluster weights before the model sees any training data. Each hash group is replaced with a single floating-point weight value. This approach can be applied to MLP and shallow CNN models and outperforms equivalent-sized networks on small MNIST.

### 3.2.3.2 Vector Quantization

In vector quantization, several weights are quantized jointly. Compared to scalar quantization, vector quantization normally can achieve lower compression rate by quantizing weight blocks. Moreover, vector quantization provides more flexibility. Due to the high-dimensionality of convolutional filters, we can flexibly select the most suitable shape of quantization blocks through different filter decomposition approaches, such as 1D, 2D, or 3D decomposition methods.

A regular K-means based vector quantization objective can be represented as follows. We suppose that the convolutional filter is split into multiple blocks \( b \) and a codebook \( C \) is a set of \( k \) centroids, each with the same size as \( b \).

\[
\min \sum_{b_i \in W} \sum_j^k \|b_i - c_j\|^2_2
\]  

(3.12)

Many vector quantization works combines low-rank factorization with weight-sharing approaches. In Section 2.6.2.1, we discussed some common convolution filter factorization approaches. In this section, we introduce three weight-sharing techniques based on 1D, 2D, and 3D factorization blocks.
[118] performs the 1D vector-level decomposition, splitting $W$ into $n$ columns, where $n = c_{out} \times c_{in} \times h$. Each column vector is treated as a clustering element. By applying a regularized k-means algorithm, $n$ column vectors are mapped to a small codebook.

[102] and [71] explores the redundancy in the spatial structure of convolutional filters, either performing 2D kernel-level or 3D filter-level decomposition strategies. [102] applies 2D decomposition approach, treating $W$ as $c_{out} \times c_{in}$ kernels. Then perform K-means over all 2D kernels in the entire network. [71] takes the input channel of the convolutional filters into account. By splitting input channels into $s$ groups, the authors reshape a 4D weight tensor $W$ into $s \times c_{out}$ 3D filters $W_q \in \mathbb{R}^{c \times h \times w}$, where $c = \frac{c_{in}}{s}$. Instead of performing K-means to extract the codebooks, the authors directly learn them and reconstruct original convolutional filters with the linear combination of the learned basis.

### 3.2.4 Soft and Hard Quantization

Quantization techniques can also be classified into two groups: hard and soft quantization. In hard quantization works [35,41,87,102,118], each full-precision weight will be quantized exactly to be one value. In soft quantization works, each weight can potentially belong to more than one groups.

[71] adopts the soft weight assignments. Although authors solve the convolution compression problem from the low-rank filter decomposition perspective, we can still treat it as a soft quantization work. Each convolutional filter is represented as a linear combination of shared codewords. A standard convolution is decomposed into a convolution with respect to a codebook and a $1 \times 1$ convolution which includes all coefficients of the linear combination. Hence, the corresponding compression rates become much smaller than hard quantization works.

There exists an interesting type of hard quantization works [2,34,85,108,119]: from soft to hard quantization. [85] introduces a “soft weight-sharing” strategy as a regularization approach for better generalization. By modeling the distribution of weight values as a mixture of multiple Gaussians, weights are encouraged to concentrated around mean values during training. [108] extends this idea for neural network compression using Minimum Description Length (MDL) Principle which we discussed in Section 3.2.2. Starting from a pre-trained model, authors fit
a Gaussian mixture model prior over weights. By performing an EM algorithm, a “softened” K-means algorithm, the distribution of weights is encouraged to be close to K clusters. After training stage, each weight was quantized to the mean of the mixture model component which takes most responsibility. In another Bayesian network compression work [2], the authors use a different prior, “multi-spike-and-slab” prior which has multiple spikes at locations $c_k$, $k \in 1, \ldots, K$ to learn a multi-modal posterior. After a MDL-based retraining, most weights of low variance are distributed very closely around the quantization target values $c_k$ and can thus be replaced by the corresponding value $c_k$ without significant loss in accuracy. Weights of large variance can be pruned.

![Figure 3.2: The transition process of a soft quantization function during training [119]](image)

$T = 1, 11, 121, 200$ respectively. As $T$ increases, soft quantization function becomes harder and harder until hard quantization is completed.

Apart from these “soft weight-sharing” works, some low-bit precision quantization works [34, 119] adopt a similar training process encouraging the soft quantization to be harder and harder. The motivation of these works is mainly from the prevention from the gradient mismatch problem confronted by many low-bit works. An ideal low-bit quantization operation can be rep-
resented as a combination of several step functions. Since step functions are not smooth, the derivative of quantization functions is zero almost everywhere, which means the training process will be unstable. [119] replaces step functions with smooth, differential Sigmoid functions, Equation (3.13), where $T$ is a temperature factor determining the function shape. Larger $T$ means the smaller difference between the real and approximated quantization functions.

$$\sigma(Tx) = \frac{1}{1 + exp(-Tx)} \quad (3.13)$$

Thus, in the training process, the author starts from a small $T$ to ensure the quantized models can be well learned. And then $T$ is gradually increased so that the gap between the ideal and Sigmoid functions is narrowing until the expected hard quantization function is obtained. Figure 3.2 illustrates the gradual transition for the quantization functions during training process. [34] replaces Sigmoid with the nonlinear $tanh(Tx)$ function and adopts the similar approach.
Chapter 4

Vector Quantization with Learned Codebook

In this chapter, we develop a novel vector quantization approach to the compression of convolutional neural networks, which we refer to as Vector Quantization with Learned Codebook or VQLC.

Unlike scalar quantization which quantize each network weight individually, vector quantization simultaneously quantizes multiple weights at once. Similar to [71, 102], we choose the similar weight decomposition strategies, namely, considering each channel (2D slice) of the convolutional filters or a 3D group concatenated by several 2D slices along the input-channel dimension as a basic block, and quantizing the weights in each block altogether. Instead of taking a pretraining/clustering approach as in [35, 41, 102], in VQLC, the codebook for quantizing the blocks are learned together with neural network training.

Briefly, VQLC works as follows. The quantization codebook (or dictionary) consists of a prescribed number of learnable codewords, where each codeword is a vector having the same size as the filter blocks considered for quantization. Each filter block is then represented a convex combination of these codewords and the convex-combination coefficients are expressed via a learnable low-rank factorization. In the training process, we devise an additional loss, referred to as the “degeneracy-forcing loss”, that forces the convex-combination coefficients to put all probability mass on a single codeword in the dictionary. The degeneracy-forcing loss is used
to train the network together with the standard cross-entropy loss for classification. At the end
of training, each filter block can then be taken as the high-probability codeword in the convex
combination, and only the index of the codeword is stored.

4.1 Model

We consider an arbitrary back-bone CNN model, such as VGG [100], ResNet [46], DenseNet
[54], that includes L convolutional layers. We will use l to index the convolutional layers, and a
quantity denoted with the superscript \( (l) \) indicates that it is in the \( l \)th layer.

For the ease of explanation, we consider that the receptive field (RF) of all convolution filers
have size \( h \times w \), for some \( h \) and \( w \). That is, the weights of the \( l \)th convolutional layer are structured
as a tensor of size \( c_{\text{out}}^{(l)} \times c_{\text{in}}^{(l)} \times h \times w \), where \( c_{\text{in}}^{(l)} \) and \( c_{\text{out}}^{(l)} \) are respectively the number of input
channels and the number of output channels in the \( l \)th layer. It is possible that \( c_{\text{in}}^{(l)} \) (resp. \( c_{\text{out}}^{(l)} \)
varies with \( l \)). Minor modification is needed when the convolutional layers involve multiple RF
sizes, which we discuss in Section 4.5.

Each convolutional filter is decomposed into filter blocks of size \( c \times h \times w \), where \( c \) is a divisor
of all \( c_{\text{in}}^{(l)} \)'s. We say that the blocks are 2D blocks if \( c = 1 \), and 3D blocks if \( c > 1 \). Specifically,
if the weights \( W^{(l)} \) is a \( c_{\text{out}}^{(l)} \times c_{\text{in}}^{(l)} \times h \times w \) tensor, and \( c_{\text{in}}^{(l)} = n \cdot c \) for an integer \( n \). Then for each
output channel, the filter (structured as a tensor of size \( c_{\text{in}}^{(l)} \times h \times w \)) is decomposed into \( n \) blocks.
We will denote these filter blocks by \( w_{1}^{(l)}, w_{2}^{(l)}, \ldots, w_{n}^{(l)} \). The entire layer then is decomposed into
\( n \times c_{\text{out}}^{(l)} \) blocks. See Figure 4.1.

With this decomposition, the entire network consists of \( \sum_{l=1}^{L} \frac{c_{\text{in}}^{(l)} \times c_{\text{out}}^{(l)}}{c} \) filter blocks. The assumption
in the proposed VQLC method is that these blocks need not to be all different and that they
can be taken from a much smaller dictionary of filter blocks.

Let \( V \) be a dictionary (or codebook) consisting of \( K \) filter blocks, each having size \( c \times h \times w \).
We will express \( V \) as \( c \times h \times w \times K \) tensor. The overall idea is that we hope by an appropriate
training process, each filter block in the CNN will automatically learn to take one of the blocks
in the dictionary.
(a) Decomposition into 2D blocks.

(b) Decomposition into 3D blocks.

**Left**: 2D slice-wise decomposition, \(c_{\text{in}}^{(l)} \times c_{\text{out}}^{(l)} 2D\) blocks in total. **Right**: 3D group-wise decomposition, \(c_{\text{in}}^{(l)} \times c_{\text{out}}^{(l)} 3D\) blocks in total.

**Figure 4.1: Decomposition Approaches**

Let \(K\) be a \(K \times d\) matrix, which we will refer to as the “key matrix” of the dictionary \(V\). At the \(l\)th layer, let \(Q^{(l)}\) be a matrix of size \(d \times c_{\text{in}}^{(l)} c_{\text{out}}^{(l)}\), where the \(j\)th column of the matrix corresponding to the embedding vector of the \(j\)th filter block in \(W^{(l)}\), which we refer to as the “query” for this filter block.

Let

\[
P^{(l)} := \text{softmax} KQ^{(l)}
\]

Note that \(P^{(l)}\) is a matrix of size \(K \times c_{\text{in}}^{(l)} c_{\text{out}}^{(l)}\), where each column is a probability vector. Then we express each filter block \(w_{j}^{(l)}\) in the layer \(l\) by

\[
w_{j}^{(l)} = VP^{(l)}[j]
\]

where \(P^{(l)}[j]\) denotes the \(j\)th column of \(P^{(l)}\).

In this model, we randomly initialize the matrix \(K\) and have it fixed during training. Parameter \((V, Q)\) are made learnable.
Figure 4.2 illustrates the structure of this model.

For the simplicity, we use the 2D slice-wise decomposition in this example. \(V\): \(K\)-sized codebook; \(K\): key matrix of the codebook; \(Q^{(l)}\): query matrix for the convolutional filter blocks in the \(l^{th}\) layer; \(P^{(l)}\): probability matrix for the \(l^{th}\) layer, where the highlighted part in each column indicates that each convolutional filter block eventually selects only one codeword in the codebook; \(W^{(l)}\): convolutional filters in the \(l^{th}\) layer.

We remark that the expression of each filter block as a weighted sum of the blocks in the dictionary in (4.2) using an attention module resembles a low-rank decomposition of filters in [71, 123]. However, an extra mechanism will be introduced during training to force each probability vector in \(P^{(l)}\) to be near a one-hot vector which effectively selects only one block from the dictionary.
4.2 Loss Function

To force each filter block to be taken as a single block in the dictionary, we introduce an additional loss function, which we refer to as the “degeneracy-forcing” loss.

To that end, let $P^{(l)}[j][k]$ denote the element in the probability vector $P^{(l)}[j]$ that corresponds to the $k$th block in the dictionary. The degeneracy-forcing loss is then defined as

$$L_{DF} := \frac{1}{\sum_{l=1}^{L} \frac{c_{\text{in}}^{(l)} \times c_{\text{out}}^{(l)}}{c}} \sum_{l=1}^{L} \sum_{j=1}^{c_{\text{in}}^{(l)} \times c_{\text{out}}^{(l)}} \left(1 - \max_{k=1,...,K} P^{(l)}[j][k]\right)^2 \quad (4.3)$$

It is easy to verify that when this loss is minimized to its minimum (i.e., 0), each probability vector $P^{(l)}[j]$ will be forced to the form of a one-hot vector.

In the training process, the model is trained using the degeneracy-forcing loss $L_{DF}$ combined with the cross-entropy loss $L_{CE}$ of the classifier. That is, the overall loss function takes the form

$$L = L_{CE} + \lambda L_{DF} \quad (4.4)$$

for some choice of parameter $\lambda$.

4.3 Training

The hyper-parameter $\lambda$ in the overall loss function (4.4) governs the extent to which the degeneracy-forcing loss $L_{DF}$ is minimized relative to the minimization of the cross-entropy loss $L_{CE}$. The settings of $\lambda$ and other hyperparameters (such as the size $K$ of the dictionary, the dimension $d$ of keys, and learning rate) interact and impact the training dynamics in an arguably complex way.

Through extensive investigation, we decided on a two-phase training strategy. The first training phase (“accuracy-oriented training”) aims only at improving model accuracy and the second phase (“block-hardening training”) aims at forcing each filter block to a single block in the dictionary while maintaining the model accuracy.

- Accuracy-Oriented Training: in this phase, $\lambda$ is set to 0 for $n_0$ epochs.
• Block-Hardening Training: in this phase, the value of $\lambda$ is first set to a small value $\lambda_0$ and then is increased by $a\%$ in each epoch.

The training algorithm of VQLC is given in Algorithm 4.1.

**Algorithm 4.1 Vector Quantization with Learned Codebook, VQLC.**

**Require:** Training dataset $\mathcal{D} = \{(x_i, y_i, i = 1, 2, ..., N)\}$, Batch size $m$, total number of layers in the network $L$, hyperparameters $\Theta$ for gradient decent scheme such as learning rate, weight decay coefficient and momentum

**Require:** Codebook size $K$, dimension of keys and queries $d$, filter block size $c \times h \times w$

**Require:** Initial trade-off hyperparameter $\lambda_0$, the increasing rate $a\%$ for the trade-off hyperparameter

1: initialize the codebook $V$
2: initialize the query tensors in each CNN layers $Q = \{Q^{(l)}\}_{l=1}^L$
3: for $n \leftarrow 1$ to $N_0$ do
4: \hfill $\triangleright$ Accuracy-Oriented Training
5: \hfill $V, Q \leftarrow \nabla_{V, Q} \mathcal{L}_{CE}$
6: end for
7: $\lambda \leftarrow \lambda_0$
8: for $n \leftarrow 1 + N_0$ to $N$ do
9: \hfill $\triangleright$ Block-Hardening Training
10: \hfill $\lambda \leftarrow (1 + a\%) \lambda$
11: $V, Q \leftarrow \nabla_{V, Q} \mathcal{L}_{CE} + \lambda \nabla_{V, Q} \mathcal{L}_{DF}$
12: end for

4.4 Storing Model and Prediction

After the two training stages, we obtain the optimized codebook $V^*$ and the corresponding query tensors $Q^{(l)*}, l = 1, 2, ..., L$. We will then only store the learned codebook $V^*$ and for each filter block in the network only the index of the block in the codebook that has the highest probability under the resulting $P^{(l)}$, which we denote by $P^{(l)*}$.

More precisely, we perform the “einsum” operations between $Q^{(l)*}$ and $K$ for each layer $l$ and compute
\[ \mathbf{P}^{(l)*} = \text{softmax} \mathbf{K}^{(l)*}, l = 1, 2, \ldots, L \] (4.5)

Let
\[ i_j^{(l)} = \arg\max \mathbf{P}^{(l)*}[j], j = 1, 2, \ldots, \sum_{l=1}^{L} \frac{c_{in}^{(l)} \times c_{out}^{(l)}}{c} \] (4.6)

We will take the filter block \( \mathbf{w}_j^{(l)} \) as the \( i_j^{(l)} \)th block in the dictionary \( \mathbf{V}^{*} \) and only store the binary representation of \( i_j^{(l)} \).

When the stored model is utilized for prediction, we reconstruct the filter block \( \mathbf{w}_j^{(l)} \) via
\[ \mathbf{w}_j^{(l)*} = \mathbf{V}^{*} \tilde{\mathbf{P}}^{(l)}[j], l = 1, 2, \ldots, L \] (4.7)

where \( \tilde{\mathbf{P}}^{(l)}[j] \) is the “hardened” version of \( \mathbf{P}^{(l)*}[j] \) by replacing it with the one-hot vector with 1 located at the \( i_j^{(l)} \)th place.

### 4.5 Additional Considerations

#### 4.5.1 Biases and the First Layer

Through extensive investigation, we decided to keep all biases and the convolutional weights in the first layer at their original precision without further quantization. This presents negligible influences on the rate of compression since there are usually only a small number of input channels (one or three) at the first layer and leaving the filter blocks there intact does not cost a large storage. This choice is motivated by the observation [42, 92, 127] that the first-layer filters of a CNN usually appear quite different from those in the other layers and shall be treated differently from the rest of the network. On the hand, it is observed that converting the network weights in the first layer to a sparse tensor or compressing it with low-bitwidth representation causes severe degradation in the prediction accuracy.

#### 4.5.2 Multiple RF sizes

In the modern CNN architectures, convolutional layers may involve multiple RF sizes. For example, besides the traditional \( 3 \times 3 \) RF size, ResNet uses an additional \( 1 \times 1 \) layer as “shortcut.”
from the previous layer to the next layer. A similar design is also adopted in DenseNet, which contains $1 \times 1$ RF in the transition blocks.

Through extensive investigation, we decided a “One Codebook Per RF” strategy, namely, all convolutional layers with the same RF size are made to share the same codebook, and when there are more than one RF sizes, we correspondingly create multiple codebooks, each shared across the entire network. This strategy allows our proposed VQLC approach to easily and flexibly generalize to different CNN architectures.

### 4.6 Implementation

We now describe some implementation details of the VQLC framework.

#### 4.6.1 Hyperparameter Setup

Algorithm 4.1 lists the hyperparameters required in VQLC framework. We now will show some important hyperparameter settings used in our experiments (Chapter 5).

- **$K$**: the codebook size.
  
  In practice, we chose $K$ from the set \{64, 128, 256, 512, 1024, 2048\}.

- **$d$**: the dimension of a key or query
  
  The dimension $d$ of the keys and queries governs the model’s capacity to express each convex combination coefficients (or attention weights). In general, larger codebook size $K$ requires a larger dimension $d$. We examined different settings of $(K,d)$ as listed in Table 4.1.

- **$c$**: the number of input channels of a codeword or filter block
  
  There is a freedom in deciding a decomposition schemes of the CNN filters, namely, either into 2D blocks or into 3D blocks, and in the latter case, there is also the freedom in selecting the number $c$ of input channels. $c$ is a divisor of all $c_{in}^{(l)}$’s in the network. It is possible to adjust the decomposition strategy to arrive at a different rates of compression. The settings
of $c$ for each network used in our experiments are summarized in Table 4.2. Note that $c = 1$ corresponds to decomposition into 2D blocks.

<table>
<thead>
<tr>
<th>$K$</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
<th>1024</th>
<th>2048</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$</td>
<td>40</td>
<td>45</td>
<td>50</td>
<td>55</td>
<td>150</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 4.1: Choices of $(K, d)$

<table>
<thead>
<tr>
<th>Network</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16</td>
<td>${1, 64, 128}$</td>
</tr>
<tr>
<td>ResNet-56</td>
<td>${1, 4, 8, 16}$</td>
</tr>
<tr>
<td>DenseNet-12-40</td>
<td>${1, 4, 12}$</td>
</tr>
<tr>
<td>WideVGG-16</td>
<td>${1, 128, 256}$</td>
</tr>
</tbody>
</table>

Table 4.2: Choices of $c$ for different networks

### 4.6.2 Initialization of $K, Q^{(l)}, V$

Appropriate weight initialization not only prevents some vanishing or exploding gradient problems but also results in faster convergence of deep neural networks. In VQLC, we initialize the codebook $V$, key $K$ and query tensors $Q^{(l)}$ all from normal distributions, while also investigating various strategies in setting up the standard deviation (std) of the normal distribution, namely, random, Xavier [32], Kaiming initialization [45].

1. **Random initialization:**

   Random initialization is the most common initialization approach which randomly chooses parameters from the standard normal distribution, $\mathcal{N}(0, 1)$.

2. **Xavier initialization:**

   Xavier initialization [32] sets a layer’s parameters to values chosen from a normal distribution $\mathcal{N}(0, std^2)$ where
   
   $$std = \frac{2}{\sqrt{fan_{in} + fan_{out}}}$$

   (4.8)
where $fan_{in}$ is the number of incoming network connections to the layer, and $fan_{out}$ is the number of outgoing network connections from that layer.

3. **Kaiming initialization**: 

There are 2 modes to choose in Kaiming initialization [45]: 1). $fan_{in}$, 2). $fan_{out}$. Kaiming initialization samples parameters from the distribution $\mathcal{N}(0, std^2)$, where

$$std = \sqrt{\frac{2}{(1 + a^2) \times fan_{mode}}} \quad (4.9)$$

$a$ is the negative slope of the rectifier used after the layer, 0 for Relu by default, $fan_{mode}$ is either $fan_{in}$ or $fan_{out}$.

We compare the performance of these three initialization approaches. Through extensive investigation, the last two approaches, commonly outperform in many tasks, dose not perform well, whereas random initialization works best. Then we adjust the variance $std^2$ of the normal distribution. The settings of fine-tuned hyperparameter $std$ used in our experiments are listed in Table 4.3.

<table>
<thead>
<tr>
<th>tensor</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q^{(l)}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$K$</td>
<td>1.5</td>
</tr>
<tr>
<td>$V$</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 4.3: Choices of $std$ for different tensors

### 4.6.3 Implementation of a VQLC Layer

Rather than taking the existing convolutional layers in the standard deep learning libraries (e.g. TensorFlow or PyTorch), the proposed VQLC approach requires a redesign of each convolutional layer, which we refer to as a VQLC layer. Specifically, we use PyTorch framework [89] to design
each VQLC layer, which takes $\mathbf{K}, \mathbf{V}$ and the output of the previous layer as inputs and generates activation and degeneracy-forcing loss as outputs, details given below.

The learnable $\mathbf{V}$ and fixed parameter $\mathbf{K}$ are set to be global and fed into each VQLC layer. The convolutional filter block in the VQLC layer is computed by a convex combination of all codewords in $\mathbf{V}$, where the coefficient assigned to each codeword is computed by a compatibility function (Equ.(4.1)) of the learnable query of the block with the key of the codeword. The degeneracy-forcing loss of each layer is calculated by Equ.(4.3) based on $\mathbf{P}^{(l)}$, and then is utilized for the overall loss.

Due to the automatic differentiation module [88] in Pytorch, our model can automatically collect and calculate the parameters’ gradients. In the backward pass, the model updates the trainable parameters $\mathbf{V}$ and $\mathbf{Q} = \{\mathbf{Q}^{(l)}\}_{l=1}^{L}$ based on the standard stochastic gradient decent (SGD) learning algorithm with the gradients. Since we perform weight-sharing over the entire network, every codeword in the codebook $\mathbf{V}$ will take gradients from multiple layers.

Our proposed VQLC approach can be effectively and easily embedded into different network architectures and compress any RF-sized convolutional layers with flexible choice of rate of compression.
Chapter 5

Experiments

In this chapter, we evaluate the proposed VQLC method on a variety of network architectures over several popular image-classification datasets and compare with some state-of-the-art quantization techniques. Our experimental results indicate that our approach is at least comparable, often superior to other techniques. Especially for the wide networks, VQLC shows the obvious advantages over other approaches at high rates of compression.

5.1 Datasets

We evaluate our method on four common datasets for image classification tasks: MNIST [65], CIFAR10 [60], CIFAR100 [60], SVHN [84].

1. MNIST [65]
   MNIST is one of the most popular deep learning datasets, consisting of grayscale images of handwritten digits, which is commonly used for training various image processing systems. The database contains 70,000 $28 \times 28$ images in 10 classes, including 60,000 training images and 10,000 testing images.

2. CIFAR-10 and CIFAR-100 [60]
   The CIFAR-10 dataset is another widely used dataset, consisting of 60,000 $32 \times 32$ color
images in 10 classes: airplanes, cars, birds, cats, deer, dogs, frogs, horses, ships, and trucks. There are 50,000 training images and 10,000 test images.

CIFAR-100 is similar to CIFAR-10 dataset, except it has 100 classes, each containing 600 32 × 32 color images. The 100 classes are grouped into 20 superclasses. Each image has a fine label (class) and a coarse label (superclass).

3. SVHN [84]

SVHN is a real-world image dataset, collected from house numbers in Google Street View images. It is similar to the MNIST dataset, but has more labeled data, 630,420 32 × 32 color images of printed digits (from 0 to 9). SVHN has three sets: 73,257 images in the training set, 26,032 in the testing set and an extra training set with 531,131 images that are less difficult and can be used in the training process.

5.2 Models

We apply our proposed method to common CNN architectures: VGG-16 [100], ResNet-56 [46], and DenseNet-12-40 [54].

We apply VQLC to various modern CNN architectures including VGG-16 [100], ResNet-56 [46] and DenseNet-12-40 [54]. In order to explore the influence of model width on the performance of VQLC, we add some experiments on “WideVGG-16”, in which the width of every convolutional layers is doubled compared to the standard VGG-16 model.

• VGG-16 [100]

VGG-16 model contains 13 convolutional layers with 3 × 3 kernels, 5 max pooling layers distributed in the whole convolutional block and 1 fully connected layer followed by a softmax layer for output at the end of the network. The convolutional layers are relatively wide, the width starting from 64 in the first layer and then increasing by a factor of 2 after each max-pooling layer until reaching 512. VGG-16 architecture contains 1,634,496 3 × 3 2D kernels.
• WideVGG-16

WideVGG-16 follows the most settings of VGG-16 architecture, except that the width doubles in each convolutional layer. Starting from 128, the width increases by a factor of 2 until reaching 1024. The model consists of 6,537,600 $3 \times 3$ 2D kernels.

• ResNet-56 [46]

ResNet-56 contains 55 convolutional layers with $3 \times 3$ kernels and 1 fully connected layer. The model consists of 3 parts, each with 9 residual blocks. Each residual block includes two $3 \times 3$ convolutional layers with the same number of output channels, a batch normalization layer and a ReLU activation function. Note that for the projection shortcut, we use the maxpooling instead of $1 \times 1$ convolution operation to adjust the input shape. A $16 \times 3 \times 3$ convolutional layer is placed at the top of the network, then followed by 3 residual block groups with increasing output channels $\{16, 32, 64\}$. The model ends with a average pooling and a fully-connected layer. The baseline ResNet-56 has 94,256 $3 \times 3$ kernels in total.

• DenseNet-12-40 [54]

There are 3 dense block groups, each with 12 dense blocks, and 2 transition blocks. In each dense block, all RF sizes are $3 \times 3$, the number of output channels are fixed to 12 and thus the number of input channels starts from 24, gradually increasing with a step 12. Each transition block contains a $1 \times 1$ convolutional layer, evenly distributed in the model. The baseline contains 101,160 $3 \times 3$ kernels and 125,568 $1 \times 1$ kernels.

5.3 Performance Metrics

We evaluate VQLC and other network compression methods using Top-1 Accuracy and Compression Rate $\gamma$. 
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### 5.3.1 Classification Accuracy

We use Top-1 Classification Accuracy, defined below, to evaluate the performance of compared compression models on the testing set.

\[
\text{Classification Accuracy} = \frac{n_0}{N} \times 100 \tag{5.1}
\]

where \(n_0\) is the number of correct predictions, \(N\) is the total number of data pairs.

### 5.3.2 Rate of Compression

When evaluating compression rates, we only consider the compression of convolutional layers, thus only storage required for representing the convolutional layers is counted. Moreover, motivated by the observation in [72], we keep all biases and the first layer uncompressed, which results in negligible influences on the compression rate but maintains a higher accuracy. Similar to the approach taken in [78, 103], we train our VQLC models in full precision (32-bit floats) but store our final codebook in half precision (16-bit floats). In our experiments, this leads to a drop of validation accuracy by less than 0.01%. During the inference, VQLC stores the codebook as well as the codeword indices (using \(\log_2(K)\) bits per index). The compression rate \(\gamma\) is defined as the ratio of the bits required for storage before compression to that after compression, the expression of which is given in Equation (5.2) (for case when all convolutional layers use the the same RF).

\[
\gamma = \frac{32 \times \sum_{l=1}^{L} c_{in}^{(l)} \times c_{out}^{(l)} \times w^{(l)} \times h^{(l)}}{16 \times Kcwh + \sum_{l=1}^{L} \frac{c_{in}^{(l)} \times c_{out}^{(l)}}{c} \times \log_2(K)} \tag{5.2}
\]

Notably, the 2D decomposition scheme usually requires a large codebook to achieve a good accuracy, and storing the codeword indices may dominate the required bits after compression. In the 3D decomposition schemes, particularly with high value of \(c\), bit budget is shifted mostly for storing the codewords instead.
5.4 Experimental Details

We show the experimental results in this section, and compare with several start-of-the-art quantization strategies.

5.4.1 General Procedures

First, we apply VQLC to several popular CNN architectures, VGG [100], ResNets [46], and DenseNets [54] with various decomposition approaches and different-sized codebooks, and evaluate their performance on several popular classification benchmarks MNIST [65], CIFAR10 [60], CIFAR100 [60] and SVHN [84]. Then we compare our models with some state-of-the-art competitors at the same level of the rates of compression.

We normalize all images in each dataset using channel-wise mean and standard deviation of the corresponding training set. Then two additional geometrical transformation augmentation strategies including random crops and horizontal flips [61] are adopted in the training process. SGD is utilized as the optimizer with momentum 0.9 and a step-wisely decaying learning rate. Specifically, the initial learning rate is 0.1 and then we reduce it by 10 after 50% and 75% of the training epochs. For the regularization approaches, dropout rate and weight decay are set to 0.1 and $5 \times 10^{-5}$ respectively for all compressed models. We train each model with 50 samples per batch.

The training process is divided into two stages. In the first training phase (“accuracy-oriented training”), $\lambda$ is set to 0, we train each VGG-16 and WideVGG-16 model for 400 epochs with three learning rates, whereas ResNet-56 and DenseNet-12-40 models are trained for 200 epochs with the same learning rate 0.1. In the second phase (“block-hardening training”), $\lambda_0^1$ is set to 0.1 (for VGG-16 and WideVGG-16) or 0.2 (for ResNet-56 and DenseNet-12-40), and then is increased by $a\%^2$ in each epoch. For the VGG-16 and WideVGG-16 models, $a\%$ is initialized as 1% for the first 300 training epochs and then set to 0.3%. For the cases of ResNet-56 and DenseNet-12-40, $a\%$ is set to 2% for the first 100 epochs and then to 0.2%.

1An insensitive hyperparameter.
2A sensitive hyperparameter, the higher value may hurt model performance whereas a lower one results in slow convergence and long training time.
5.4.2 Compressing CNNs with VQLC

We first show the performance of VQLC on some common CNN architectures, VGG-16 [100], WideVGG-16, ResNet-56 [46], and DenseNet-12-40 [54], for image classification tasks. Some results are summarized in Table 5.1. Note that these results are selected based on an “accuracy-centric” criterion, namely, for a good accuracy, we demonstrate the compression performance of VQLC.

It is clear that for each classification task, VQLC maintains a high accuracy at high compression rates. The results in the bold font indicate the cases where VQLC even improves classification accuracy over the uncompressed models. For example, on MNIST dataset, our compressed VGG-16 model beats the baseline at 94.5× compression rate.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>Codebook</th>
<th>Top-1 Accu./Baseline(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-56</td>
<td>CIFAR10</td>
<td>C1K1024</td>
<td>93.35/93.72</td>
<td>23.3</td>
</tr>
<tr>
<td></td>
<td>CIFAR100</td>
<td>C1K1024</td>
<td>71.51/74.01</td>
<td>23.3</td>
</tr>
<tr>
<td></td>
<td>SVHN</td>
<td>C1K256</td>
<td>96.8/97.2</td>
<td>31.3</td>
</tr>
<tr>
<td></td>
<td>MNIST</td>
<td>C1K128</td>
<td><strong>99.68/99.54</strong></td>
<td>36.0</td>
</tr>
<tr>
<td>DenseNet-12-40</td>
<td>CIFAR10</td>
<td>C1K512-C1K1024</td>
<td>93.87/94.74</td>
<td>14.4</td>
</tr>
<tr>
<td></td>
<td>CIFAR100</td>
<td>C1K512-C1K1024</td>
<td>73.24/75.58</td>
<td>14.4</td>
</tr>
<tr>
<td></td>
<td>SVHN</td>
<td>C4K128-C1K256</td>
<td>96.76/97.253</td>
<td>25.3</td>
</tr>
<tr>
<td></td>
<td>MNIST</td>
<td>C4K128-C1K256</td>
<td>99.62/99.66</td>
<td>25.3</td>
</tr>
<tr>
<td>VGG-16</td>
<td>CIFAR10</td>
<td>C128K1024</td>
<td>93.92/94.02</td>
<td>20.7</td>
</tr>
<tr>
<td></td>
<td>CIFAR100</td>
<td>C128K1024</td>
<td>72.09/74.21</td>
<td>20.7</td>
</tr>
<tr>
<td></td>
<td>SVHN</td>
<td>C128K512</td>
<td><strong>97/96.973</strong></td>
<td>35.5</td>
</tr>
<tr>
<td></td>
<td>MNIST</td>
<td>C128K64</td>
<td><strong>99.61/99.5</strong></td>
<td>94.5</td>
</tr>
<tr>
<td>WideVGG-16</td>
<td>CIFAR10</td>
<td>C256K512</td>
<td><strong>94.59/94.59</strong></td>
<td>56.0</td>
</tr>
<tr>
<td></td>
<td>CIFAR100</td>
<td>C128K2048</td>
<td>74.86/76.06</td>
<td>35.6</td>
</tr>
</tbody>
</table>

Table 5.1: Some results of VQLC on different datasets.

“K” and “C” in the “Codebook” column denote the codebook size and number of input channels of each block. “C1” indicates the 2D decomposition scheme. For DenseNet models, the settings of 3×3 and 1×1 codebooks are placed before and after the dash “-”, respectively.
5.4.2.1 Experiments on CIFAR10

The experiment results of VQLC for different models on CIFAR10 are shown in Table 5.2, Table 5.3, Table 5.4.

5.4.2.1.1 VGG-16

We found that 3D decomposition approach performs better than 2D quantization. Especially when we use the “C128K1024” codebook, the quantized model only loses 0.1% accuracy compared with the uncompressed model at 20.71× compression rate. Moreover, as we expect, with the same decomposition approach, using larger codebooks results in higher accuracy.

<table>
<thead>
<tr>
<th>Model</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16-baseline</td>
<td>94.02</td>
<td>—</td>
</tr>
<tr>
<td>VGG-16-C1K128</td>
<td>90.3</td>
<td>40.42</td>
</tr>
<tr>
<td>VGG-16-C1K256</td>
<td>91.11</td>
<td>35.399</td>
</tr>
<tr>
<td>VGG-16-C1K512</td>
<td>92.23</td>
<td>31.45</td>
</tr>
<tr>
<td>VGG-16-C128K128</td>
<td>92.45</td>
<td>76.225</td>
</tr>
<tr>
<td>VGG-16-C128K256</td>
<td>93.3</td>
<td>55.077</td>
</tr>
<tr>
<td>VGG-16-C64K1024</td>
<td>93.25</td>
<td>47.644</td>
</tr>
<tr>
<td>VGG-16-C128K512</td>
<td>93.69</td>
<td>35.455</td>
</tr>
<tr>
<td>VGG-16-C128K1024</td>
<td><strong>93.92</strong></td>
<td>20.72</td>
</tr>
</tbody>
</table>

Table 5.2: Results of VQLC for compressing VGG-16 on CIFAR10

5.4.2.1.2 ResNet-56

Compared with models using 3D codebooks, 2D decomposition strategy in ResNet-56 can obtain better performance. Especially when we use the codebook with 512 codewords, the model at 27.2× compression rate performs even better than the model with the 3D codebook at 10.6×.
Moreover, the performance of compressed models with 3D decomposition not only depends on the codebook size $K$, but also the number of input channels of each block, $C$. It is possible that a model with a small $K$ at the lower compression rate outperforms a model with a large $K$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-56-baseline</td>
<td>93.72</td>
<td>—</td>
</tr>
<tr>
<td>ResNet-56-C1K64</td>
<td>91.73</td>
<td>41.65</td>
</tr>
<tr>
<td>ResNet-56-C1K128</td>
<td>91.85</td>
<td>35.96</td>
</tr>
<tr>
<td>ResNet-56-C1K256</td>
<td>92.49</td>
<td>31.3</td>
</tr>
<tr>
<td>ResNet-56-C1K512</td>
<td><strong>93.12</strong></td>
<td>27.2</td>
</tr>
<tr>
<td>ResNet-56-C16K512</td>
<td>91.85</td>
<td>20.75</td>
</tr>
<tr>
<td>ResNet-56-C4K2048</td>
<td>92.19</td>
<td>17.93</td>
</tr>
<tr>
<td>ResNet-56-C16K1024</td>
<td>92.79</td>
<td>10.9</td>
</tr>
<tr>
<td>ResNet-56-C8K2048</td>
<td>92.51</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Table 5.3: Results of VQLC for compressing ResNet-56 on CIFAR10

5.4.2.1.3 DenseNet-12-40

In DenseNets, models with larger larger size obtain higher accuracy.
<table>
<thead>
<tr>
<th>Model</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseNet-12-40-baseline</td>
<td>94.74</td>
<td>—</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K256-C1K256</td>
<td>93.28</td>
<td>17.42</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K512-C1K256</td>
<td>93.48</td>
<td>16.24</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K512-C1K512</td>
<td>93.55</td>
<td>15.27</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K512-C1K1024</td>
<td><strong>93.77</strong></td>
<td>14.39</td>
</tr>
<tr>
<td>DenseNet-12-40-C12K64-C1K256</td>
<td>92.09</td>
<td>27.19</td>
</tr>
<tr>
<td>DenseNet-12-40-C4K128-C1K256</td>
<td>92.64</td>
<td>25.33</td>
</tr>
<tr>
<td>DenseNet-12-40-C12K64-C1K512</td>
<td>92.1</td>
<td>24.58</td>
</tr>
<tr>
<td>DenseNet-12-40-C4K128-C1K512</td>
<td>93.06</td>
<td>23.05</td>
</tr>
</tbody>
</table>

Table 5.4: Results of VQLC for compressing DenseNet-12-40 on CIFAR10

### 5.4.2.2 Experiments on CIFAR100

#### 5.4.2.2.1 VGG-16

We adopt 3D decomposition for VGG-16 networks on CIFAR100 dataset. The model at $11.31 \times$ rate of compression achieves 1.27% drop in accuracy compared with the baseline.

<table>
<thead>
<tr>
<th>Model</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16-baseline</td>
<td>74.21</td>
<td>—</td>
</tr>
<tr>
<td>VGG-16-C64K1024</td>
<td>68.21</td>
<td>47.644</td>
</tr>
<tr>
<td>VGG-16-C128K512</td>
<td>69.21</td>
<td>35.455</td>
</tr>
<tr>
<td>VGG-16-C64K2048</td>
<td>69.45</td>
<td>24.34</td>
</tr>
<tr>
<td>VGG-16-C128K1024</td>
<td>71.5</td>
<td>20.72</td>
</tr>
<tr>
<td>VGG-16-C128K2048</td>
<td><strong>72.94</strong></td>
<td>11.31</td>
</tr>
</tbody>
</table>

Table 5.5: Results of VQLC for compressing VGG-16 on CIFAR100
5.4.2.2.2 ResNet-56

2D decomposition approach is more suitable than 3D decomposition for ResNet models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Top-1 Accu(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-56-baseline</td>
<td>74.01</td>
<td>—</td>
</tr>
<tr>
<td>ResNet-56-C1K128</td>
<td>70.02</td>
<td>36.0</td>
</tr>
<tr>
<td>ResNet-56-C1K256</td>
<td>70.17</td>
<td>31.3</td>
</tr>
<tr>
<td>ResNet-56-C1K512</td>
<td>71.1</td>
<td>27.2</td>
</tr>
<tr>
<td>ResNet-56-C1K1024</td>
<td><strong>72.1</strong></td>
<td>23.3</td>
</tr>
<tr>
<td>ResNet-56-C16K512</td>
<td>66.6</td>
<td>20.75</td>
</tr>
<tr>
<td>ResNet-56-C4K2048</td>
<td>67.04</td>
<td>17.93</td>
</tr>
<tr>
<td>ResNet-56-C16K1024</td>
<td>67.19</td>
<td>10.9</td>
</tr>
<tr>
<td>ResNet-56-C8K2048</td>
<td>68.55</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Table 5.6: Results of VQLC for compressing ResNet-56 on CIFAR100

5.4.2.2.3 DenseNet-12-40

For 3D decomposition, models with “C4” codebooks perform better.
### Table 5.7: Results of VQLC for compressing DenseNet-12-40 on CIFAR100

<table>
<thead>
<tr>
<th>Model</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseNet-12-40-baseline</td>
<td>75</td>
<td>—</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K256-C1K256</td>
<td>73.01</td>
<td>17.42</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K512-C1K256</td>
<td>72.9</td>
<td>16.24</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K512-C1K512</td>
<td>73.05</td>
<td>15.27</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K512-C1K1024</td>
<td><strong>73.41</strong></td>
<td>14.39</td>
</tr>
<tr>
<td>DenseNet-12-40-C12K64-C1K512</td>
<td>70.08</td>
<td>24.58</td>
</tr>
<tr>
<td>DenseNet-12-40-C4K128-C1K512</td>
<td>71.2</td>
<td>23.05</td>
</tr>
<tr>
<td>DenseNet-12-40-C4K256-C1K512</td>
<td>71.99</td>
<td>21.57</td>
</tr>
<tr>
<td>DenseNet-12-40-C12K128-C1K512</td>
<td>70.68</td>
<td>22.59</td>
</tr>
</tbody>
</table>

5.4.2.3 Experiments on SVHN

#### 5.4.2.3.1 VGG-16

Most of our quantized VGG-16 models outperform the baseline on SVHN dataset. In particular, the model at $35.5 \times$ compression rate achieves $0.087\%$ accuracy rise compared to the uncompressed baseline.

<table>
<thead>
<tr>
<th>Model</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16-baseline</td>
<td>96.973</td>
<td>—</td>
</tr>
<tr>
<td>VGG-16-C1K128</td>
<td><strong>97.04</strong></td>
<td>40.42</td>
</tr>
<tr>
<td>VGG-16-C1K256</td>
<td>96.85</td>
<td>35.4</td>
</tr>
<tr>
<td>VGG-16-C128K128</td>
<td>96.854</td>
<td>76.225</td>
</tr>
<tr>
<td>VGG-16-C128K256</td>
<td><strong>96.99</strong></td>
<td>55.077</td>
</tr>
<tr>
<td>VGG-16-C128K512</td>
<td><strong>97.06</strong></td>
<td>35.455</td>
</tr>
</tbody>
</table>

Table 5.8: Results of VQLC for compressing VGG-16 on SVHN
5.4.2.3.2 ResNet-56

Models with 2D decomposition approach on ResNet-56 can achieve relatively high compression rates while preserving the model performance.

<table>
<thead>
<tr>
<th>Model</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-56-baseline</td>
<td>97.23</td>
<td>—</td>
</tr>
<tr>
<td>ResNet-56-C1K64</td>
<td>96.55</td>
<td>41.65</td>
</tr>
<tr>
<td>ResNet-56-C1K128</td>
<td>96.773</td>
<td>36.0</td>
</tr>
<tr>
<td>ResNet-56-C1K256</td>
<td>96.804</td>
<td>31.3</td>
</tr>
<tr>
<td>ResNet-56-C1K512</td>
<td>96.89</td>
<td>27.2</td>
</tr>
<tr>
<td>ResNet-56-C16K512</td>
<td>96.696</td>
<td>20.75</td>
</tr>
<tr>
<td>ResNet-56-C4K2048</td>
<td>96.735</td>
<td>17.93</td>
</tr>
<tr>
<td>ResNet-56-C16K1024</td>
<td>97.01</td>
<td>10.9</td>
</tr>
<tr>
<td>ResNet-56-C8K2048</td>
<td>96.9</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Table 5.9: Results of VQLC for compressing ResNet-56 on SVHN

5.4.2.3.3 DenseNet-12-40

The DenseNet at 15.27 × rate of compression obtains 96.923% accuracy on SVHN.
### Table 5.10: Results of VQLC for compressing DenseNet-12-40 on SVHN

<table>
<thead>
<tr>
<th>Model</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseNet-12-40-baseline</td>
<td>97.253</td>
<td>—</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K256-C1K256</td>
<td>96.754</td>
<td>17.42</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K256-C1K512</td>
<td>96.776</td>
<td>16.31</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K512-C1K512</td>
<td>96.923</td>
<td>15.27</td>
</tr>
<tr>
<td>DenseNet-12-40-C12K64-C1K256</td>
<td>96.59</td>
<td>27.19</td>
</tr>
<tr>
<td>DenseNet-12-40-C4K128-C1K256</td>
<td>96.759</td>
<td>25.33</td>
</tr>
<tr>
<td>DenseNet-12-40-C12K64-C1K512</td>
<td>96.61</td>
<td>24.58</td>
</tr>
<tr>
<td>DenseNet-12-40-C4K128-C1K512</td>
<td>96.72</td>
<td>23.05</td>
</tr>
</tbody>
</table>

### 5.4.2.4 Experiments on MNIST

#### 5.4.2.4.1 VGG-16

All quantized VGG-16 models outperform the baseline on MNIST dataset at the extremely high rate of compression.

<table>
<thead>
<tr>
<th>Model</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16-baseline</td>
<td>99.5</td>
<td>—</td>
</tr>
<tr>
<td>VGG-16-C128K64</td>
<td><strong>99.61</strong></td>
<td>94.5</td>
</tr>
<tr>
<td>VGG-16-C128K128</td>
<td>99.6</td>
<td>76.225</td>
</tr>
<tr>
<td>VGG-16-C128K256</td>
<td>99.61</td>
<td>55.077</td>
</tr>
<tr>
<td>VGG-16-C128K512</td>
<td>99.61</td>
<td>35.455</td>
</tr>
</tbody>
</table>

Table 5.11: Results of VQLC for compressing VGG-16 on MNIST

#### 5.4.2.4.2 ResNet-56
Compressed ResNet-56 models also perform better than the uncompressed baseline on MNIST dataset at high compression rates.

<table>
<thead>
<tr>
<th>Model</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-56-baseline</td>
<td>99.54</td>
<td>—</td>
</tr>
<tr>
<td>ResNet-56-C1K64</td>
<td>99.64</td>
<td>41.65</td>
</tr>
<tr>
<td>ResNet-56-C1K128</td>
<td>99.64</td>
<td>35.96</td>
</tr>
<tr>
<td>ResNet-56-C1K256</td>
<td>99.67</td>
<td>31.3</td>
</tr>
<tr>
<td>ResNet-56-C1K512</td>
<td><strong>99.7</strong></td>
<td>27.2</td>
</tr>
</tbody>
</table>

Table 5.12: Results of VQLC for compressing ResNet-56 on MNIST

5.4.2.4.3 DenseNet-12-40

<table>
<thead>
<tr>
<th>Model</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseNet-12-40-baseline</td>
<td>99.66</td>
<td>—</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K256-C1K256</td>
<td>99.59</td>
<td>17.42</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K256-C1K512</td>
<td>99.62</td>
<td>16.31</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K512-C1K256</td>
<td><strong>99.63</strong></td>
<td>16.24</td>
</tr>
<tr>
<td>DenseNet-12-40-C1K512-C1K512</td>
<td>99.63</td>
<td>15.27</td>
</tr>
</tbody>
</table>

Table 5.13: Results of VQLC for compressing DenseNet-12-40 on MNIST

5.4.2.5 The trade-off between accuracy and compression rate

Figure 5.1 and Figure 5.2 show how VQLC trades in accuracy for higher rate of compression using CIFAR10 and SVHN as examples. In general, when the size of filter blocks is fixed, increasing the codebook size is expected to improve the accuracy. This trend is observed clearly in VGG-16 and DenseNet-12-40. Specifically, in the VGG-16 models, adopting 3D decomposition...
scheme achieves high compression rates (21 × ∼ 76 ×) with a small sacrifice of accuracy. In the case of DenseNet-12-40, 3D decomposition schemes achieve higher compression rates while the accuracy decreases more rapidly.

The visible non-monotonic behaviour of ResNet-56 is due to the fact that the left-most point in the curve uses a 3D codebook whereas other points use a 2D codebook. Utilizing 3D codebooks in ResNet-56 models requires larger storage but appears to perform worse than those compression using 2D codebooks but at higher compression rates. We note that a similar behavior has been observed with PQF [78]. At the same level of compression rates, the performance of ResNet-56 models in the “small blocks regime” (similar with our 2D decomposition scheme) is better than it in “large blocks regime” (similar with our 3D decomposition scheme).

![Figure 5.1: The performance of VQLC on CIFAR10 in two decomposition schemes.](image)

### 5.4.3 Comparison with other works

#### 5.4.3.1 Baselines

We now compare VQLC with various start-of-the-art network quantization techniques, including Clustering Convolutional Kernels (CCK) [102], Learning Filter Basis (LFB) [71], Bit Goes Down (BGD) [103], Any-Precision DNN (APD) [122] and Permute, Quantize and Fine-tune (PQF) [78].
Figure 5.2: The performance of VQLC on SVHN in two decomposition schemes.

Noting that the highest compression rate for scalar quantization (SQ) is only $32 \times$ (1-bit model), thus we only include one SQ scheme in comparison, APD [122]. We will focus on vector quantization techniques, including CCK [102], LFB [71], BGD [103] and PQF [78]. CCK [102] extracts normalized 2D codewords based on K-means clustering from a pre-trained model; then a trainable scale for every 2D filter block is introduced and retrained with the network-wise codebook. In LFB [71], each convolutional filter is represented as a linear combination of codewords; both the codebook and the combination coefficients for each filter are learned and stored. On VGG-16, LFB [71] adopts the layer-wise codebooks, whereas in ResNet-56 and DenseNet-12-40, block-wise and network-wise codebooks are selected respectively. Both of PQF [78] and BGD [103] may adopt a 2D or 3D decomposition of filters, where in the latter case, the maximal number $c$ of input channels is only 2. Both methods first exact layer-wise codebooks from a pre-trained model and then retrain the codebooks. In BGD [103], the EM algorithm is used for clustering and minimizing reconstruction errors. In PQF [78], before quantization, the algorithm first searches for permutations of filter parameters under which the network is easier to compress.
5.4.3.2 Assurance of Fair Comparison

All compressed models by different schemes for comparison need to be kept at the same level of compression rates. Since we are interested in high rates of compression, we reduce the codebooks’ sizes of competitor schemes from those provided in their original papers. Notably, we keep all linear layers uncompressed, and store the final codebooks using 16-bit floats for all competitors. Moreover, CCK [102] only provided the code for compressing same RF-sized convolutional layers. We modify their code allowing it to compress CNN layers with different RF-sizes for the training of DenseNet-12-40 models. In BGD [103], due its the high sensitivity to the choices of hyperparameters in the EM algorithm, we are unable to find a hyper-parameter setting for which iteration in the EM algorithm will properly terminate. Thus for BGD, we only provide results for ResNet-56 on CIFAR10 and CIFAR100.

Except the codebook size, most settings of hyperparameters for the competitors are taken from their original papers. For each model type on every dataset, we compare the performance of quantized models at more than three different compression rates.

5.4.3.3 Experimental Results

The comparison results for VGG-16, ResNet-56, and DenseNet-12-40 are shown in the Figure 5.3, Figure 5.4 and Figure 5.5 respectively, and is summarized in the Table 5.14.

Since our approach beats LFB [71], BGD [103] and APD [122] on every model and dataset, we only focus on analyzing the comparison results with CCK [102] and PQF [78].

For VGG-16 models, our approach outperforms all competitors on most tasks at high compression rates (35 ~ 95×). Moreover, all models from PQF [78] with 3D codebooks outperform models from CCK [102] with 2D codebooks. 3D decomposition scheme not only makes compression rates higher (76 ~ 90×) but also better preserves the model accuracy. However, the best scheme option in ResNet-56 is opposite.

For ResNet-56 models over all datasets, both of our method and CCK [102] perform better than PQF [78], since we compress all convolutional layers simultaneously (i.e., only one codebook) rather than handling each layer individually, which leads to the higher compression rate.
For DenseNet-12-40 models, we only try a 2D codebook in pointwise convolutions, which may result in the relatively lower compression rate compared to it in other models.

<table>
<thead>
<tr>
<th>Method</th>
<th>CIFAR10</th>
<th>CIFAR100</th>
<th>SVHN</th>
<th>MNIST</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>V</td>
<td>R</td>
<td>D</td>
<td>V</td>
</tr>
<tr>
<td>CCK [102]</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>PQF [78]</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>LFB [71]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>APD [122]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>BGD [103]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 5.14: Comparison results on four datasets.

“V”, “R” and “D” denote VGG-16, ResNet-56 and DenseNet-12-40 models. “✓” means that our models wins at all compression rates. “×” indicates that competitors perform better at some compression rate. “—” means that our models are comparable to competitors.

5.4.4 Additional Experiments: WideVGG-16

A common wisdom in information theory suggests that when there is more redundancy, there is larger room for compression. This motivates us to investigate how VQLC and its competitors perform on wider networks, which are arguably “more over-parameterized”. For this purpose, we perform experiments compressing the WideVGG-16 model.

5.4.4.1 Experiments on CIFAR10

The experimental results of VQLC for WideVGG-16 models on CIFAR10 dataset is listed in Table 5.15. The wider VGG-16 models perform better than the original VGG-16 models with VQLC on the CIFAR10 dataset. WideVGG-16 reaches the same accuracy with the uncompressed baseline at 56.0× compression rate, whereas the best quantized VGG-16 only obtains 0.1% accuracy drop compared with its corresponding baseline at a much lower compression rate 20.72×.
Figure 5.3: Comparison with CCK [102], PQF [78], LFB [71], BGD [103], APD [122] for VGG-16 on different datasets.

<table>
<thead>
<tr>
<th>Model/Method</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WideVGG-16/baseline</td>
<td>94.59</td>
<td>—</td>
</tr>
<tr>
<td>WideVGG-16-C256K256</td>
<td>94.04</td>
<td>77.89</td>
</tr>
<tr>
<td>WideVGG-16-C128K512</td>
<td>94.19</td>
<td>77.08</td>
</tr>
<tr>
<td>WideVGG-16-C256K512</td>
<td><strong>94.59</strong></td>
<td>56.0</td>
</tr>
<tr>
<td>WideVGG-16-C128K1024</td>
<td>94.49</td>
<td>55.52</td>
</tr>
</tbody>
</table>

Table 5.15: Results of our method for compressing WideVGG-16 on CIFAR10
Figure 5.4: Comparison with CCK [102], PQF [78], LFB [71], BGD [103], APD [122] for ResNet-56 on different datasets.

5.4.4.2 Experiments on CIFAR100

The wider VGG-16 models also perform better than the VGG-16 models on the CIFAR100 dataset. The best compressed WideVGG-16 model obtains only 1.28% accuracy drop at 35.6× compression rate.
5.4.4.3 Experiments on SVHN

The experimental results of VQLC for WideVGG-16 on SVHN are listed in Table 5.17. Our quantized model can reach almost 120\times compression rate while preserving the model accuracy.
<table>
<thead>
<tr>
<th>Model/Method</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WideVGG-16/baseline</td>
<td>76.06</td>
<td>—</td>
</tr>
<tr>
<td>WideVGG-16-C256K256</td>
<td>71.14</td>
<td>77.89</td>
</tr>
<tr>
<td>WideVGG-16-C256K512</td>
<td>73.19</td>
<td>56.0</td>
</tr>
<tr>
<td>WideVGG-16-C128K1024</td>
<td>73.84</td>
<td>55.52</td>
</tr>
<tr>
<td>WideVGG-16-C256K1024</td>
<td>74.44</td>
<td>35.84</td>
</tr>
<tr>
<td>WideVGG-16-C128K2048</td>
<td>74.78</td>
<td>35.64</td>
</tr>
</tbody>
</table>

Table 5.16: Results of our method for compressing WideVGG-16 on CIFAR100

<table>
<thead>
<tr>
<th>Model/Method</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WideVGG-16/baseline</td>
<td>97.16</td>
<td>—</td>
</tr>
<tr>
<td>WideVGG-16-C128K64</td>
<td>96.45</td>
<td>117.54</td>
</tr>
<tr>
<td>WideVGG-16-C128K128</td>
<td>96.55</td>
<td>109.2</td>
</tr>
<tr>
<td>WideVGG-16-C128K256</td>
<td>96.773</td>
<td>95.78</td>
</tr>
<tr>
<td>WideVGG-16-C128K512</td>
<td>96.9</td>
<td>77.08</td>
</tr>
<tr>
<td>WideVGG-16-C128K1024</td>
<td>97.13</td>
<td>55.52</td>
</tr>
</tbody>
</table>

Table 5.17: Results of our method for compressing WideVGG-16 on SVHN

5.4.4.4 Experiments on MNIST

All compressed WideVGG-16 models outperform the uncompressed baseline, even at 117.54× compression rate!
<table>
<thead>
<tr>
<th>Model/Method</th>
<th>Top-1 Accu.(%)</th>
<th>Compression Rate(×)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WideVGG-16/baseline</td>
<td>99.65</td>
<td>—</td>
</tr>
<tr>
<td>WideVGG-16-C128K64</td>
<td><strong>99.69</strong></td>
<td>117.54</td>
</tr>
<tr>
<td>WideVGG-16-C128K128</td>
<td><strong>99.7</strong></td>
<td>109.2</td>
</tr>
<tr>
<td>WideVGG-16-C128K256</td>
<td><strong>99.7</strong></td>
<td>95.78</td>
</tr>
<tr>
<td>WideVGG-16-C128K512</td>
<td><strong>99.72</strong></td>
<td>77.08</td>
</tr>
</tbody>
</table>

Table 5.18: Results of our method for compressing WideVGG-16 on MNIST

### 5.4.4.5 Comparison with other works

We compare our compressed WideVGG-16 models with the state-of-the-art. Figure 5.6 shows the comparison results on CIFAR10, CIFAR100, SVHN and MNIST datasets.

From these figures, it is clear to see that our approach outperforms all competitors on WideVGG-16 models at high compression rates (55 ~ 120×). Compared with the performance of our VGG-16 models on CIFAR100 in Figure 5.3b, the performance of VQLC is much better in WideVGG-16 models, as shown in Figure 5.6b, improving ~ 1% accuracy over the state of the art. On CIFAR10 dataset, although our VGG-16 models outperform other competitors as shown in Figure 5.3a, VQLC is more effective on wide networks. One of our models obtains the same validation accuracy as the uncompressed model at 56× compression rate, and ~ 3% accuracy rise compared with the best competitor, as shown in Figure 5.6a. On MNIST dataset, all of our compressed models even outperform the uncompressed model.
Figure 5.6: Comparison with CCK [102], PQF [78], LFB [71], BGD [103], APD [122] for WideVGG-16 on different datasets.
Chapter 6

Conclusion and Future Work

In this thesis, we propose a novel neural network compression scheme, referred to as Vector Quantization with Learned Codebook or VQLC. Our motivation is the hypothesis that by searching over a larger codebook space than the neighborhood of a pretrained model, one may potentially find better quantization codebook. This leads to the development of VQLC, in which the quantization codebook is randomly initialized and learned together with the training of the model. We demonstrate the state-of-the-art performance of VQLC on several popular image classification benchmarks. In particular, we observe that VQLC appears to be superior to the existing compression schemes on wide networks. This to an extent validates our motivating hypothesis.

Our proposed method can be easily and flexibly generalize to various CNN architectures with the same or multiple RF sizes. Moreover, VQLC has multiple and flexible design choices for compression.

There are situations in which VQLC performs similarly or somewhat worse than an existing scheme. This may be due to the fact that the search of best codebook in VQLC is nonetheless optimal so that there is the possibility that a codebook near a pretrained model may turn out to achieve a better rate-accuracy tradeoff than what VQLC finds. Moreover, it remains unclear to us how the shape of the filter blocks in filter decomposition (i.e., the number $c$ of the input channels) impacts the performance of VQLC (and other compression schemes). More insight into this will help to decide an appropriate filter decomposition scheme without the need of a heuristic search.

In future work, we intend to explore why wider CNNs are more efficient for quantization.
Whether there exists a thinner and smaller subnetwork that can reach the similar test accuracy with the original CNN, as proposed in [27].

In practice, we only explore the performance of models with our proposed quantization approach at some chosen rates of compression for a given dataset. In future work, we intend to study the theoretical analysis on the trade-off between the compression rate and the performance. Whether there exists a specific measurement for the best trade-off between the performance and the rate of compression, for a given data distribution and data sample size.

The final plan for future work centers on the application of our proposed approach, VQLC. Beyond convolutional neural networks, whether our approach can applied to other architectures, such as the Transformer in NLP tasks, and how good the performance of our approach.
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