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Abstract

The advent of artificial intelligence applications demands for massive amount of data to supplement the training of machine learning models. Traditional machine learning schemes require central processing of large volumes of data that may contain sensitive patterns such as user location, personal information, or transactions history. Federated learning (FL) has been proposed to complement the traditional centralized methods where multiple local models are trained and aggregated over a centralized cloud server. However, the performance of FL needs to be further improved, since its accuracy is not on par with traditional centralized machine learning approaches. Furthermore, due to the possibility of privacy information leakage, there are not enough clients willing to participate in FL training process. Common practice for the uploaded local models is an evenly weighted aggregation, assuming that each node of the network contributes to advancing the global model equally, which is unfair with higher contribution model owners.

This thesis focuses on three aspects of improving a whole federated learning pipeline: client selection; reputation enabled weight aggregation; and incentive mechanism. For client selection, a reputation score consists of evaluation metrics is introduced to eliminate poor performing model contributions. This scheme enhances the original implementation by up to 10% for non-IID datasets. We also reduce the training time of selection scheme by roughly 27.7% compared to the baseline implementation.

Then, a reputation-enabled weighted aggregation of the local models for distributed learning is proposed. Thus, the contribution of a local model and its aggregation weight is evaluated and determined by its reputation score, which is formulated as same above. Numerical comparison of the proposed methodology that assigns different aggregation weights based on the accuracy of each model to a baseline that utilizes standard average aggregation weight shows an accuracy improvement of 17.175% over the standard baseline for not independent and identically distributed (non-IID) scenarios for an FL network of 100 participants.

Last but not least, for incentive mechanism, we can reward participants based on data quality, data quantity, reputation and resource allocation of participants. In this thesis, we adopt a reputation-aware reverse auction that was earlier proposed to recruit dependable participants for mobile crowdsensing campaigns, and modify that incentive to adapt it to a FL setting where user utility is defined as a function of the assigned payment from the central server and the user’s service cost, such as battery and processor usage. Through numerical results, we show that: 1) the proposed incentive can improve the user utilities when compared to the baseline approaches, 2) platform utility can be maintained at a
close value to that under the baselines, 3) the overall test accuracy of the aggregated global model can even slightly improve.
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Chapter 1

Introduction

The increasing use of smart devices enable the Social Internet of Things (SIoT) phenomenon where smart devices equipped with sensors can interact with each other on various tasks without requiring human intervention [87]. This propels the use of machine learning (ML)-based methods in applications within smart cities such as smart surveillance and traffic control, although possible applications are not limited to these areas [95].

With the rise of Internet of Things (IoT), mobile devices are equipped with powerful sensors that can report highly accurate readings, which provides various opportunities for artificial intelligence (AI)-backed applications and services [39]. On the other hand, ubiquitous AI-backed services lead to data security and client confidentiality implications. Traditional machine learning schemes require central processing of large volumes of data that may contain sensitive patterns such as user location, personal information, or transactions history [95]. However, new legislation such as General Data Protection Regulation (GDPR) limits the feasibility of data collection [11]. Meanwhile, the exponential growth of data makes centralized cloud computing become not sufficiently compliant with data privacy legislation, as well as unacceptable end-to-end latency and messy data. As a result, user privacy concerns limit the range of data collection to what is consented to by participants and regulations. Large latency results in prolonged time consumption for training machine learning models to support real-time decision making, such as autonomous vehicular systems; high complexity of data increases the burden on the backbone network and reduces the speed of decision-making services. Unavoidable service delay caused by the long real-time response and limited network bandwidth impedes the progress of IoT services [55],[33],[59],[29].

Mobile devices contain quality data that can be beneficial for many ML models. Fed-
Federated Learning (FL) has emerged as a viable concept to enable distributed learning while preserving the privacy of the users [39]. Different from transitional machine learning, which requires transmitting data from a local to a central server, FL only needs to update the parameters of a trained model. By utilizing local data from participant devices, FL becomes a distributed machine learning methodology that facilitates the training of individual models, which is then shared with a central computation unit for aggregation and redistribution until experiencing an eventual convergence in the performance indicators of the model [95]. Federated learning is performed iteratively as follows:

- In each iteration, the edge server sends the current global machine learning model parameters to all edge nodes participating in the federation (of learning);
- According to the received model parameters, each edge node uses the data samples stored locally to update the local model, such as calculating the gradient according to the loss function and updating the parameters;
- Each edge node uploads the updated model parameters to the edge server;
- The edge server performs a global aggregation operation and weights the local model parameters sent by each edge node to obtain a new set of global model parameters [82].

Figure 1.1: General FL training process involving N users.
Challenges of FL that are being addressed by the researchers have been centered around improving the cyberattack detection, as well as model compression and vehicular networks. However, aggregation of a global and distributed learning model remains a challenge. Meanwhile, motivating and selecting quality participants consistently in the FL framework need to be explored as well. The FedAvg algorithm, which stands for an averaging of models parameters, is often used as the standard aggregation method [53] with the consideration that each local model in the aggregation pipeline contributes equally [43]. This is unfair when higher quality model owners are rewarded equal payments and equal aggregation weights in comparison to worse-performing models. Moreover, without proper user selection, malicious users or users with insufficient, poor data or unreliable devices cannot be identified and phased out. Due to the non-direct ratio between users’ payments and contributions, the platform utility and user utility cannot be maximized, which means the quality of the generalized final model can still be improved. This thesis tackles the federated learning framework in a more reliable and efficient way. Deep learning approaches such as Convolutional Neural Networks (CNNs) and A multi-layer-perceptron (MLP) are used for the machine learning model that will be trained within the FL scheme. However, it does not matter which models we use in our framework. They are just the deep learning models that we utilize to prove the improvement of our proposed methodology. We focus on three major aspects within Federated Learning to improve the scheme as a whole. Specifically, incentive mechanism, client selection, and model aggregation. Incentive methods are important at the front end of a scheme in order to attract users for participation. Afterward, client selection is required to phase out malicious or users with poor-quality models. Model aggregation is critical for assigning higher aggregation weights to the higher quality local model for more accurate and efficient model generation. By combining these three areas in a scheme, we are able to achieve faster convergence, higher accuracy, and a higher participation rate. It is worth noting that the FL framework is built by Pytorch and is an open resource from GitHub AshwinRJ. The purpose of using the baselines to compare with the proposed method is that 1) models from state of the art have different environment settings are completely different; 2) baseline models from Chapters 4 and 5 are the proposed method from the previous chapter. The proposed method of Chapters 4 and 5 are built upon the previous chapter’s proposed method. By doing so, the improvement of the designed methodology can be clearly shown and compared.
1.1 Motivation

Various applications that leverage artificial intelligence (AI) tools and methodologies rely on locally acquired data samples for training machine learning models to make AI-backed deductions. For applications and services running on mobile devices, the common mode is as follows. The data generated by the user on the device is uploaded to the server and followed by a machine learning model (e.g., a neural network model deployed on the server) to be trained based on the collected large amount of data. The trained model can be distributed to the users. As the data on the user equipment continuously gets updated and uploaded to the server, the server will also update the global model based upon the updated weights, which results in an inevitably centralized trained model. As the amount of data increases exponentially, mobile cloud computing experiences bottlenecks in the communication network, long end-to-end latency, and user privacy concerns. Indeed, this protocol facilitates user experience by improving mobile applications and services, whereas user privacy remains an open issue as mobile device data needs to be transmitted to a centralized cloud server. This data transmission process can be attacked easily and lead to user privacy information leakage. On the server-side, cloud services need to build and train machine learning models to provide decision support or recommendation services; the training time of machine learning models can be prolonged by the size of data and complexity of the model. As a result, service delay is inevitable not only due to the limited network bandwidth but also the real-time response requirement by the services. Meanwhile, newly published legislation limits the amount and arrange of data usage, which can restrict the development of AI applications as well as their performance. Therefore, a distributed learning called federated learning is desired to address the issues mentioned above. The motivation of FL is to build a distributed ML framework that prevents mobile devices from transmitting raw data to the base stations [17]. By doing so, the privacy requirements of the users can be fulfilled since the data shared with the central server is limited to the model parameters. Thus, more clients can participate in achieving a more generalized model. Besides, due to the bandwidth constraints over wireless links, only the compressed machine learning models are downloaded and uploaded by the users, and this allows for real-time decisions made by the central server [68]. It is worth noting that low latency is a critical objective for time-sensitive applications such as autonomous vehicles. Last but not least, since the amount of transferred information is limited, the energy consumption of the network is significantly reduced, resulting in an overall higher transmission efficiency [72]. FL has shown to be promising in various applications such as mobile keyboard prediction, visual object detection, and so on [1].

Challenges of FL that are being addressed by the researchers have been centered around
improving privacy capabilities. However, aggregation of a global and distributed learning model still remains a challenge. The FedAvg algorithm, which basically stands for an averaging of models, is often used as the standard aggregation method with the consideration that each local model in the aggregation pipeline contributes equally. Assigning each recruiter the same aggregation weight is unfair for a high-performance local model, which cannot maximize the accuracy of a final global model. Moreover, when gathering data from users, it is possible that the acquired data is of poor quality. The reason can be either of the following: 1) malicious users, 2) unreliable device or 3) difficulty of obtaining labeled data sufficient to support the machine learning-backed applications in some highly specialized subdivisions (such as medical diagnosis). Consequently, poor data reduces the performance of the generated model and thus prolongs training times. A malicious user may steal privacy information from model parameters or may provide low-quality updates to obtain the global models. Malicious users may also leverage fake or poor data to obtain payment. Last but not least, some researchers focus on motivating clients with quality raw data to consistently join in FL training while ignoring the relationship between the payment, contribution, and its combined impact on the global output model.

1.2 Contributions

After studying the state-of-the-art federated learning approaches, an FL scheme for improving its efficiency and accuracy is proposed. Three methodologies were developed to support this scheme; one for reputation score-based client selection, one for assigning different aggregation weights according to the evaluation of its performance, and one for motivating clients with quality data and devices to continually join in FL training tasks.

Our main contributions can be summarized as follows:

- The first contribution introduces an optimal user selection method for federated learning based on reputation scores. In particular, a reputation score to assess the performance of each local model based on a variety of performance metrics is formulated (comparison with the performance of the local model at the current iteration; comparison with the performance of temporary global model generated from current iteration; comparison with the performance of global model from the last iteration). Experimental results show that the proposed reputation-aware FL scheme can achieve improvements in test accuracy varying between 1.73% to 9.30% under different data sets. We also reduced the training time by roughly 27.7% with our selection method compared to the baseline implementation.
• A reputation-enabled aggregation methodology that scales the aggregation weights of users by their reputation scores is proposed. The reputation score of a user is computed according to the performance metrics of their trained local models during each training round. Therefore it can be a metric to evaluate the direct contributions of their trained local model. The particular contribution of this methodology is an aggregation algorithm for FL in a mobile environment to ensure a high accuracy level. Simulation results show that the proposed aggregation methodology improves the accuracy of FedAvg by up to 17.175% for non-IID datasets. Meanwhile, the proposed scheme can converge faster at about 40 communication rounds, whereas the baseline model can achieve convergence at about 100 communication rounds.

• A reputation score-based incentive model for FL aggregation has been derived. Participants with higher quality data and high-performance local models will be assigned a higher payment by the central server. Our proposed incentive mechanism can dynamically adjust the users’ compensation to distribute the benefits more fairly. Numerical evaluation has shown that the proposed scheme can improve user rewards but not compromise the platform utility and can even lead to a slight improvement in the test accuracy of the FL system.

1.3 Structure of the Thesis

The organization of this thesis is as follows:

This thesis is comprised of six chapters. In Chapter 2 we introduce the literature review of state of the art on federated learning, with specialization in incentive mechanism, reputation score, and aggregation. In section 2.1 we present the reputation score-based selection that has been used to choose quality local models. In Section 2.2, we present aggregation methodologies that have been proposed by researchers for federated learning. In section 2.3, we present the incentive mechanisms that have been adapted for federated learning.

In Chapter 3 we propose a reputation score-assisted client selection of filtering low-quality local models in a federated learning framework. Section 3.3 introduces calculation of reputation score in details. Section 3.4 explains the procedure of eliminating local models. Section 3.6 covers simulation settings and two schemes’ performance under a
varied combination of machine learning and data-set. Section 3.7 presents an extended work on federated learning aggregation.

In Chapter 4 we design a reputation-enabled federated learning aggregation methodology in mobile platforms: Section 4.2 contains our proposed methodology to improve the performance of the final generated global model with a focus on assigning corresponding aggregation weights to each local model based on its evaluation. Section 4.4 explains the training details and evaluation metric include: three schemes’ performance under the varied amount of participation, varied combinations of data-sets and machine learning models, and their convergence performance. Section 4.5 introduces the direction of the rest of the federated learning pipeline.

In Chapter 5 we design an incentive mechanism integrated into federated learning framework to optimize both platform and user utility: Section 5.1 gives an overview of the proposed methodology. In section 5.2, we present incentive solutions for higher quality local models. Section 5.3 covers experimental settings and performance of incentive mechanisms under different scenarios.

Finally, Chapter 6 summarizes methodologies introduced in this thesis and discusses the research direction that need to be addressed in the FL framework.
Chapter 2

Related Works

FL emerges as a solution for preserving privacy and data security; it is a distributed machine learning method that utilizes multiple mobile devices without uploading data. The mobile devices only need to update their model parameters to the server, in which the raw data is never exchanged. Contrast to traditional centralized machine learning approaches, where the local datasets are required to be transmitted to the server. FL allows multiple participants to collaborate to build robust, reliable machine learning models without accessing the data, thus enabling them to fulfill urgent demands such as obeying strict regulations regarding security and privacy while enlarging usable datasets.

The applications of FL are now widespread over various fields; these applications demand tons of data such as pharmaceutics and telecommunications. With its fast development, research communities have indicated the challenges and opportunities FL faces. Untrustworthy participants constitute one of the main concerns of applying FL on a larger scale. The widely used FedAvg method for global model aggregation also limits the final generated model’s performance. Due to the prejudice of users that they firmly believe that their provided data for local training can cause individual information leakage, users may be reluctant to join in model training. Therefore, exploring suitable incentive mechanisms in order to motivate users for training is vital to a successful FL campaign.
2.1 Reputation Schemes and User Selection in Federated Learning

Lately, a number of existing studies have proposed to leverage federated learning in various environments. Just to name a few, the authors in [7] developed a new federated learning (FL) model to minimize the training errors and FL loss function while deploying FL over wireless networks to cope with the constraints of the wireless medium, including packet error and resource availability. To minimize communication traffic between all parties, the authors in [58] evaluate the performances of three federated learning algorithms and compare their performance against a centralized approach by using both IID (Independent and Identically Distributed) and non-IID partitioning of data from the MNIST dataset to achieve highest classification accuracy after a certain volume of communication traffic. A decentralized FL algorithm is developed in [68] to address challenges concerning transmit power and resource allocation to enable ultra-reliable and low-latency vehicular communications (URLLC). In [65], the authors combine multiple deep reinforcement learning (DRL) techniques with FL so to deploy the combined frameworks on Internet of Things (IoT) devices. The ultimate goal of the study is to instruct decisions in real-time to conserve more energy and maintain the quality of service (QoS) while computing the offloading decisions. The study in [ niknam2019federated ] introduced a decentralized scheme for Federated Learning (FL) to meet the needs of the training process for large-scale data and reduce the energy and network bandwidth consumption while ensuring privacy preservation.

Several researchers have explored the integration of FL with Mobile Edge Computing (MEC). Thus, multiple edge nodes that distribute the training process of a machine learning model in a MEC environment can directly use the data stored locally for model training without sharing their user data. The authors in [18] propose a new multiple access method to achieve rapid aggregation of global model parameters. In other studies such as [88, 41], reduction of the communication overhead is tackled for joint learning. More specifically, the authors in [88] propose a ternary gradient method to reduce the communication latency when federated learning is pursued, whereas the authors in [41] aim at improved communication efficiency of federated learning and propose two methods to reduce the communication cost of the model parameter upload link. Another study that tackled resource-constrained MEC environments and FL is presented in [81] to study the efficient use of limited resources to implement adaptive joint learning.

Kang et al. [26] combined reputation and contract theory of optimizing the reliability of federated learning. The authors developed incentive mechanisms to reward participating users depending on contribution. In that work, reputation was introduced to quantify
the reliability and trustworthiness of users and then use reputation as a selection method for federated learning. Although that work leverages user reputation, it focuses more on the selection of users based on contract theory while using a multi-weighted subjective logic model for reputation. Our work differs from theirs as we are directly formulating our reputation score through the test performance of the users (i.e., direct reputation) and particularly focusing on the improvements in the test accuracy of a federated learning model.

Unreliable and low-quality data shared by local clients can generate low-quality and untruthful trained local models. This can be caused by local clients unintentionally, high mobility of clients or energy and computation power constraints, or poisoning attacks, the malicious users that are trying to use fake data to fraud federated learning system and obtain information of the global model. To choose reliable and high-resources mobile clients, Kang et al.[29] introduced the concept of reputation with a reliable mobile clients selection approach to find out trusted mobile clients for the federated learning task. In this approach, a multiple weight subjective local model is developed to conduct the calculation of reputation metric efficiently, which is based on the local clients’ interaction with parameter server and suggested reputation opinions. Furthermore, consortium blockchain is introduced in a decentralized way to manage mobile clients with non-tampering and non-repudiation.

To yield a desired performance global model, a sufficiently large amount of recruiters is usually needed. However, the limited bandwidth makes a federated learning system can only allow part of mobile volunteers to join in training task distribution and re-upload as well as re-download. To guarantee training efficiency, fairness, and quality of the final global model, Huang et al.[20] introduced client selection to reduce the time of model exchange when subjected to some rigid system constraints. Meanwhile, the stochastic and unknown time consumption of training, the status of interaction between task publishers and local clients, and the availability of mobile clients are considered. Then this offline problem is transformed into the problem of online Lyapunov optimization by leveraging dynamic queues to quantify mobile clients joining rate’s long-term guarantee. To evaluate each mobile clients’ model exchange time, a Contextual Combinatorial Multi-Arm Bandit model is designed, which corresponds to its reputation or historical performance and properties. Finally, a fairness guaranteed selection scheme is developed to combine the optimal problem addressed above with a federated learning framework efficiently.

Rehman et al.[80] introduced a novel definition called fine-grained federated learning, which can train shared models on edge servers in a decentralized way. Meanwhile, a formal extended concept called fine-grained federated learning process for the mobile edge computing framework so as to define the fine-grained federated learning framework’s requirements.
such as incentive mechanism, bandwidth efficiency, activity monitoring, communication, heterogeneity, and model synchronization. Furthermore, the definition of reputation-aware blockchain-based fine-grained federated learning is introduced to guarantee reliable collaboration training in the mobile edge computing framework.

2.2 Model Aggregation in Federated Learning

Sun et al. [76] utilized digital twins to locate real-time devices’ performance and operating state in a digital world. To quantify clients’ contributions for the global model, a strategy that can use the true value of digital twins’ deviation is employed to improve the performance and reliability of trained models. To minimize the loss function of federated learning, and adaptive calibration of a global aggregation frequency scheme based on a deep Q network is designed to trade-off dynamically between interaction and computation energy consumption under a limited resource budget. To assist federated learning schemes to adapt to the heterogeneous internet of things, an asynchronous federated learning scheme is proposed to enhance the training and interaction efficiency and decrease edge nodes’ straggler effect with inter-cluster time-weighted aggregation mechanism. The deep Q network based on frequency calibration is then leveraged to decide different clusters’ aggregation frequency.

The heterogeneous nature of the mobile devices in a distributed learning environment requires optimization strategies subject to the computing power, bandwidth constraints, and quality of sensed data [70][9]. To ensure that the ML models can be trained within a predetermined delay bound, the authors in [59] propose the FedCS scheme that builds on the server’s awareness of the resource availability at the participating devices so as to choose the clients (i.e., devices) accordingly. It should be noted that it may not always be possible to obtain the needed training time for complex models. The authors in [97] introduce a Hybrid-FL scheme that aims to select the participants with IID (independent and identically distributed) datasets. On the one hand, enforcing IID datasets can improve the performance of the trained FL model. However, this may lead to privacy concerns as some data must be shared to ensure that all recruited participants have IID datasets. The authors in [56] leverage Deep Reinforcement Learning (DRL) to filter the clients that are out of the server’s coverage. A possible extension to that study could be testing the boundaries of the participant pool, i.e., how big should participant pool be in order for the DRL-based model selection to work efficiently. A q-Fair FL algorithm is proposed in [40] to calculate each participant’s test accuracy variance so as to integrate them into the FedAvg algorithm as aggregation weights aim at fairness.
Table 2.1: Overview of Related Works for Reputation Schemes and User Selection

<table>
<thead>
<tr>
<th>Approaches and User Selection</th>
<th>Ref.</th>
<th>key Ideas</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[29]</td>
<td>a multiple weight subjective local model is developed to conduct the calculation of reputation metric efficiently</td>
</tr>
<tr>
<td></td>
<td>[20]</td>
<td>select client to reduce the time of model exchange</td>
</tr>
<tr>
<td></td>
<td>[80]</td>
<td>reputation aware block-chain to guarantee the reliable collaboration training in FL</td>
</tr>
<tr>
<td></td>
<td>[50]</td>
<td>select data provider and authenticate the truthfulness of shared data</td>
</tr>
<tr>
<td></td>
<td>[102]</td>
<td>replace traditional aggregator with blockchain to filter out unreliable users</td>
</tr>
<tr>
<td></td>
<td>[67]</td>
<td>enabling clients make auction for highly reputed clients to choose truthful clients</td>
</tr>
<tr>
<td></td>
<td>[92]</td>
<td>leverage reputation scores to eliminate low contribution participants</td>
</tr>
<tr>
<td></td>
<td>[64]</td>
<td>reputation score to detect malicious attackers.</td>
</tr>
<tr>
<td></td>
<td>[19]</td>
<td>E3CS aggregation scheme to select clients based on its update performance</td>
</tr>
<tr>
<td></td>
<td>[63]</td>
<td>Blockchain combined scheme to select local clients as well as verify clients in a fast convergence way</td>
</tr>
</tbody>
</table>
The authors in [94] improve aggregation by adopting a difference-of-convex (DC) functions algorithm. In [74], the authors employ an asynchronous FL strategy to ensure the uploaded parameters by the local mobile devices can proceed to the aggregation procedure immediately. It might be possible that a non-IID dataset incurs high latency for convergence. The study in [81] tackles the frequency of aggregated updates so as to scale them in accordance with the restrictions of wireless resources with a fundamental assumption that a guaranteed convergence is possible for every model.

A model selection aggregation method is proposed in [100], local computation ability, as well as the image quality, are used to identify the good quality local deep neural network (DNN) models. To optimize the number of workers scheduled at each epoch, an online energy-limited dynamic worker arrangement policy is developed in [77]. In [16], an analog gradient aggregation method is proposed aiming at fast convergence in the FL network. The study in [6] introduces a communication-efficient secure aggregation to decrease the energy consumption of communication. The study in [8] proposes an asynchronous learning strategy in which the deep layers update at a slower frequency and the shallow layers update at a faster frequency.

The original intention of federated learning was to preserve the confidentiality of users’ personal information. Thus, the central server cannot inspect how these local models are generated, which results in a much more powerful data poisoning attack in federated learning. To avoid malicious participants sneaking into the glocal model, [4] proposed a model-replacement scheme to enable a word predictor to recognize certain texts that contain some attacker-chosen word or label.

Due to ever-increasing artificial intelligence applications in vehicle edge computing, the computation ability of vehicle users and the quality of image they collected is vita to the final global model’s performance such as efficiency and accuracy. [100] developed a selective model aggregation scheme to evaluate clients’ computation capability as well as trained local deep neural network models before sending it to central server participant on aggregation process. Then the authors employ two-dimension contract theory as a distributed frame to solve the problem of central server’s information asymmetry. During the interactions between vehicle users and the central server, this problem is transformed into a tractable problem that continually simplifies and relaxes constraints and then employs a greedy algorithm to solve it eventually.

There are some bottlenecks for federated learning, such as non-independent and identically distributed data and high transmission energy consumption. In [77], the authors propose an energy-aware dynamic scheme to scale down the transmission cost corresponding to the number of participants so as to maximize the amounts of updates. Data redundancy
is introduced to solve the problem caused by non-independent and identically distributed data.

To scaling federated learning, the overhead of local model aggregation for many workers arises a secure problem. So et al. [73] designed a secure aggregation scheme called Turbo-Aggregate to achieve the purpose of secure aggregation under the guarantee of users’ dropout rate less than 50%. This scheme utilizes coding techniques and secret sharing to inject insecure model aggregation for the privacy of users while recruiting a bunch group of circular strategies to guarantee the efficiency of local model aggregation.

[6] proposed an auto-tuning efficient, secure aggregation framework that employs random rotation to enable the workers’ updates to be quantized more efficiently while guaranteeing the central server learns a certain amount of workers’ model contribution without leaking individual’s contribution in an unaggregated form.

Through Yap et al.’s theoretical analysis [96], there are arguments for federated learning: the overhead of local model aggregation will lead to gradient biases; the optimization objectives and expected target contribution is inconsistency in FedAvg training instances. To tackle the problem mentioned above, they developed an unbiased gradient aggregation solution with gradient evaluation and gradient descent algorithm. To provide a consistent objective and prove the expected distribution, the authors also formulated a controllable meta updating algorithm.

The limited transmission bandwidth becomes a big obstacle for updating the federated learning’s local models. Yang et al. [94] proposed a fast aggregation framework based on the principle of over-the-air computation through exploiting wireless multiple channel’s superposition properties. Beam-forming design and joint device selection consist of this framework, which is transformed as a low rank and sparse problem. To solve this problem, a difference of convex functions is designed to decrease the low rank and sparse problem. A difference of convex algorithm is further designed through continually convex relaxation to guarantee the convergence rate.

One of the federated learning’s challenges is to decrease the communication between users and servers since local devices usually have limited transmission bandwidth. Chen et al. [8] designed an asynchronous learning approach over a temporally weighted aggregated model on the central server and the users. In this asynchronous learning approach, deep neural networks’ different layers are grouped into deep layers and shallow layers and the parameters of shallow layers are aggregated more frequently than the deep layers. Then, a temporally weighted aggregated model on the central server by utilizing the trained local models is leveraged to improve the global model’s performance, such as test accuracy and convergence speed.
The limited resource environment and unstable local gradients have become the main bottleneck for federated learning. Previous work is only focused on exploring the channel state information; Guo et al. [16] present an analog gradient aggregation approach that can improve traditional channel state information transceiver adaptation. In this approach, the transceiver’s parameters are optimized with non-stationary local parameters based on variable feedback. To solve aggregation errors caused by noisy communication, the authors also propose a novel learning rate stochastic gradient descent, which corresponds to the quality estimation of local gradients in each iteration. The proposed approaches greatly improve the convergence speed during federated learning iterations.

The requirement of the state-of-the-art federated learning protocols needs each device to quantify its trained local model into the same level of quantization, which greatly decreases the model updates’ performance due to the lack of different bandwidths at different local devices. Elkordy et al. [14] design a secure aggregation scheme that allows local devices to update privately while can utilize different quantization. This scheme enables devices to consistently adjust the level of their quantization to the bandwidth that is available to them, which can significantly improve training accuracy as well as time-consuming for transmission. In particular, the network of devices is partitioned into several groups and divides different devices’ local updates into segments. The aggregation protocols are then applied to segments that have specific communication between devices.

Most of the existing research’ simulation is based on unlimited resource assumptions and cannot monitor federated learning systems dynamically. Therefore, Lu et al. [51] present digital twin edge networks, which is developed by adopting digital twins with local edge network to fill up the digital system and physical edge network’s gap. A block-chain empowered federated learning mechanism is then developed to enhance the protection of data privacy and security of interaction for digital twin edge networks, which is developed by adopting digital twins with local edge networks to fill up the digital system and physical edge network’s gap. A blockchain empowered. Meanwhile, reinforcement learning empowered by digital twin and asynchronous aggregation algorithm is developed to strengthen the proposed scheme’s efficiency.

### 2.3 Incentives for Federated Learning

Incentive mechanisms are an important research direction for federated learning. [21] propose a FedAR algorithm to give a punishment or reward to participants based on their models’ performance as well as accelerate the training process under limited local computing resources. In [101], Zhan et al. combined a Stackelberg game with FL and proposed
<table>
<thead>
<tr>
<th>Approaches</th>
<th>Ref.</th>
<th>key Ideas</th>
</tr>
</thead>
<tbody>
<tr>
<td>[76]</td>
<td>time weighted aggregation mechanism to decide different clusters’ aggregation frequency</td>
<td></td>
</tr>
<tr>
<td>[4]</td>
<td>word predictor to recognize attacker-chosen word or label before aggregation</td>
<td></td>
</tr>
<tr>
<td>[100]</td>
<td>selective model aggregation scheme to evaluate clients’ computation capability before aggregation</td>
<td></td>
</tr>
<tr>
<td>[77]</td>
<td>energy-aware dynamic scheme to maximize the amounts of updates</td>
<td></td>
</tr>
<tr>
<td>[73]</td>
<td>Turbo-Aggregate to enable security of aggregation</td>
<td></td>
</tr>
<tr>
<td>[6]</td>
<td>auto-tuning efficient secure aggregation framework to make sure updates efficiently</td>
<td></td>
</tr>
<tr>
<td>[96]</td>
<td>unbiased gradient aggregation to make target contribution consistency in FedAvg training instances</td>
<td></td>
</tr>
<tr>
<td>[94]</td>
<td>fast aggregation framework to solve the limited transmission bandwidth</td>
<td></td>
</tr>
<tr>
<td>[8]</td>
<td>asynchronous learning approach over a temporally aggregated model to decrease the communication between users and server</td>
<td></td>
</tr>
<tr>
<td>[16]</td>
<td>analog gradient aggregation approach to improve traditional channel state information transceiver adaptation</td>
<td></td>
</tr>
<tr>
<td>[14]</td>
<td>secure aggregation scheme to allow local devices update privately</td>
<td></td>
</tr>
<tr>
<td>[51]</td>
<td>asynchronous aggregation algorithm to strengthen FL system efficiency</td>
<td></td>
</tr>
</tbody>
</table>
Nash equilibrium to evaluate clients’ performance. A fairness-aware incentive scheme is formulated by Yu et al. [98] to motivate users with high-quality data and meet the requirements of fairness criteria through a real-time algorithm. Liu et al. [48] derived a FedCoin scheme, which is a blockchain-based payment system to assess clients’ contribution fairly and assign a feasible profit distribution. Kang et al. [26] design a theory-based contract incentive mechanism to select high-reputation workers and stimulate them to participate in FL to prevent a malicious attack. Khan et al. [31] present a Stackelberg-game-based scheme for FL incentive mechanism to enable FL participants and base station to strategically maximize their utility. Bao et al. [5] developed FLChain to assess the contribution and reliability of FL participants as well as a federation establishment algorithm to maximize overall participant profit. Toyoda et al. [79] derived a competitive incentive mechanism combined with a full-fledged protocol for blockchain. However, none of the above works have a double selection (reputation score selection and platform utility selection) for participants to guarantee a virtuous circle for the FL platform.

Mobile Crowdsensing is a well-developed field where its application is similar to federated learning in as users are recruited to participate and compensated with payment for their contribution. A game theory such as contract theory, auction theory, and the Stackelberg game have been applied to mobile crowd-sensing (MCS) systems to improve its profitability and reliability. In [23], Sun et al. proposed an incentive scheme based on the heterogeneous belief values in real-time to maximize the total sensing profit for consecutive horizontal crowd-sensing. Payment to the workers is based on the sensing data quality they provided. Wen et al [89] proposed a quality-driven auction (QDA) based incentive scheme. A differentially private incentive scheme that is dependent on singleminded reverse combinatorial auction has been proposed by Jin et al. [25]; it is used to preserve workers’ personal information such as bid price and minimize the platform’ total cost. Thepivilojanapong et al. [78] developed a SenseUtil scheme which is based on the concept of microeconomics to attract more participants to collect sensing data while guaranteeing the platform payment at a moderate ratio. G. Jaimes et al. [22] present a cooperative incentive mechanism that is based on the user’s behavioral model in reverse auctions to motivate participants’ cooperation instead of participants’ competition to guarantee more participation. Liu et al. [46] proposed a novel incentive method that applies the reverse auction for location-aware sensing (IMRAL), it can assure higher assignment coverage ratio and higher user utility; a user interaction incentive model (UIBIM) is also designed to prevent situations where a user may retreat from MCS system.

Due to the fact that the incentive mechanism cannot be directly applied to federated learning, since the unshared information as well as hard to evaluate participates’ contribution at federated learning. Zhan et al. [101] developed a deep reinforcement learning-based
incentive scheme to motivate the edge devices to participate in federated learning training. In particular, this scheme focuses on determining the optimal strategies for local devices as well as the optimal payment strategies for server. The Stackelberg game is integrated into federated learning, and the Nash equilibrium is leveraged for the server to evaluate trained models’ contributions with respect to their training accuracy. Finally, a deep reinforcement learning-based incentive algorithm is employed dynamically.

The selection for workers who participate in federated learning training has not been studied and adopted in the incentive mechanism yet. Thus, Kang et al. [26] first designed a reputation metric to evaluate the performance of local devices. A multi-weight logic model is then developed to help select the reliable local trained model based on reputation metrics. A decentralized blockchain is leveraged to make sure the security of workers’ reputation management. Meanwhile, contract theory combined with reputation consists of an incentive mechanism that is proposed to motivate high-performance local devices with high-quality local data to participate in training tasks.

Consistent long-term participation and motivating high-performance edge nodes are critical to the fairness of federated learning. Yu et al. [98] proposed an incentive scheme, which can dynamically adjust payment. This scheme is a polynomial algorithm that achieves fairness by installment among participants. It divides the platform budget among participants in real-time by minimizing the unfairness of participants in terms of the whole time to receive the full payment and amount of payment while maximizing the total platform budget. Even the expectation payment is achieved and paid to participants, the server will continue to pay the participants based on its further contribution.

In [31], Khan et al. designed a Stackelberg game-based mechanism to attract mobile devices to join in federated training tasks. In this incentive mechanism, mobile devices can decide the number of local training communication rounds to maximize the user utility. Moreover, the central server can choose the best performance of the locally trained model to optimize the accuracy of a global model. Meanwhile, the central server’s utility is calculated through key performance metrics’ functions such as the global model’s accuracy and the number of global communication rounds.

There are some challenges for federated learning, such as mobile devices abort training or attackers sending poison information to participants. This situation may cause miscalculation of parameter servers and no sufficient motivation to attract mobile devices with high-quality data and high computation resources. Bao et al. [5] developed a federated learning chain to build an incentive, trustworthiness, and reliable Fl environment. In this chain, users’ contributions and reliability are evaluated to distribute profit fairly, and a federation establishment algorithm is designed to maximize the total users’ profit. Finally,
a method called DDCBF is present to decrease the time consumption of chain queries for unreliable behavior detection and assign profit.

Evaluating workers’ efforts such as Shapley’s value is important to yield a fair payoff. However, naively adopting Shapley value into federated learning will have high time consumption as well as take too much computation resources. Therefore, Liu et al. [48] proposed a FedCoin system that is based on a blockchain. In particular, the Shapley value of each local device represents its contribution to the global model, which is calculated by the proof of Shapley value consensus protocol that replaces transitional hash-based protocol. All the payments are then determined and recorded in the blockchain in an immutable way. Under the FedCoin system, the payoff is assigned in a decentralized way, which does not need to rely on a central server so as to provide fairness to the incentive system through a third party.

Under training assigned FL task, there will be no monitoring, and users’ honesty is not guaranteed. Furthermore, a rigorous reward policy is needed to maximize both server and users’ utility. Toyoda et al. [79] designed a novel methodology by using mechanism design to realize the desired purpose when users act rationally. The intrinsic idea is to motivate users to compete with each other and follow the stated protocol to achieve a win-win. A full-fledged generic protocol is designed by mechanism design, which can be adopted to the existing public chain. The incentive competition is achieved by an auction-based game theory which is called contest theory in economics.

In federated learning frameworks, mobile devices usually prefer not to participate in training tasks for free, and they may provide different dimension resources, which will result in lower performance of the FL framework. To address the challenges mentioned above, Zeng et al. [99] propose an incentive mechanism called FMore that can procure an auction of multiple winners at multi-dimension. This scheme is incentive compatible and lightweight, which covers scoring functions and employ game theory to optimize local participants’ strategies. Furthermore, the utility theory is introduced to assist global aggregators in recruiting high-quality resources with low cost to achieve fast convergence.

The convergence rate of distributed learning is an important evaluation metric. However, due to the heterogeneous of mobile edge nodes, high latency is an obstacle for federated learning fast convergence. To tackle this problem, Sarikaya et al. [69] introduce the Stackelberg game into federated learning protocol to attract local edges to mitigate the latency in each batch. In the parameter update step, the local edges will decide computation resources assigned to calculate the parameter from privacy data based on incentive profit offered by the model owner. The model owner is the buyer that distributes its finite budget unevenly among local edges based on their contribution. The equilibrium solution
is derived by quantifying the average time consumption of a single iteration.

Pandey et al. [61] developed a utility maximization problem to motivate participants to build a high-quality global model efficiency. A crowdsourcing framework is developed to increase the efficiency of communication in the federated learning system. This framework helps local devices determine learning problems based on offered incentives. The authors then designed an incentive mechanism to reduce the unnecessary communication between clients and parameter servers. A two-stage Stackelberg game is formulated, the first stage is for local devices to select the best strategy to minimize their training cost with offered incentive, and the second stage is for parameter server to build a global model by utility function to offer a reward with local devices. Then this two-stage Stackelberg game is transformed into an equivalent optimization problem, which is solved by exponential complexity effort.

In mobile crowd-sensing, a parameter server may not have sufficient data to build a high-performance model. Thus, Niyato et al. [45] present privacy preserved incentive approach to utilize collaborative machine learning in local devices. Under information asymmetry, the authors facilitate a self-revealing mechanism with contract theory to solve the mismatched between parameter servers and local devices. To prevent free-riding attacks while keeping the stability of the federated learning system, the coalitional game theory is employed, which rewards parameter servers corresponding to its marginal contribution to solving the mismatches between parameter servers. Finally, a hierarchical incentive approach is proposed to solve the contract algorithm and then solve the coalitional game by leveraging the split and merge algorithm with the inherent hierarchical structure of the whole federation system.

To solve the problem that is unrealistic to assume every local client is willing to share their computation and information resources to join in federated learning training task, Thi Le et al. [36] proposed an auction scheme. In this scheme, a base station with multiple local clients is considered. They assume that the local clients are sellers, while the base station is auctioneer, and an incentive mechanism is developed between them. During the auction process, the local clients update their prices based on their minimal energy consumption under federated learning task training. The minimal energy consumption is based on selecting the optimal strategy for its local resources and accuracy. Then a primal-dual greedy auction mechanism is leveraged to determine winners corresponding to maximize base station profit.

Ding et al. [12] present research on multiple dimensional federated learning incentive mechanisms under different information deficiencies. They study the balance of base station between payoff to users and global model’s accuracy, and the results showed that
such balance would transfer into balance on multiple dimensional of local clients’ privacy information. The base station’s balanced problem is solved by formulating multiple dimensional contracts. The two-dimensional privacy information is converted into one-dimensional, which help the base station to characterize and evaluate different payments to local clients’ preference.
Table 2.3: Overview of Related Works for Incentives

<table>
<thead>
<tr>
<th>Approach</th>
<th>Ref.</th>
<th>key Ideas</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[52]</td>
<td>reputation mechanism to reward local clients to guarantee fairness</td>
</tr>
<tr>
<td></td>
<td>[101]</td>
<td>deep reinforcement learning-based incentive scheme to motivate the edge devices to participate training</td>
</tr>
<tr>
<td></td>
<td>[26]</td>
<td>incentive mechanism to motivate high performance local devices with high quality local data to participate in training</td>
</tr>
<tr>
<td></td>
<td>[98]</td>
<td>incentive scheme to dynamic adjust payment</td>
</tr>
<tr>
<td></td>
<td>[31]</td>
<td>Stackelberg game based mechanism to attract mobile devices</td>
</tr>
<tr>
<td></td>
<td>[6]</td>
<td>FL chain to build a incentive, trustworthiness and reliable FL environment</td>
</tr>
<tr>
<td></td>
<td>[48]</td>
<td>FedCoin system to determine and assign payoff fairly</td>
</tr>
<tr>
<td></td>
<td>[79]</td>
<td>incentive mechanism to motivate users compete with each other and follow the stated protocol to achieve win-win</td>
</tr>
<tr>
<td></td>
<td>[99]</td>
<td>FMore to procure auction of multiple winners at multi dimension</td>
</tr>
<tr>
<td></td>
<td>[69]</td>
<td>stackelberg game to attract local edges to mitigate the latency in each batch</td>
</tr>
<tr>
<td></td>
<td>[61]</td>
<td>utility maximization method to motivate participants to build a high quality global model efficiency</td>
</tr>
<tr>
<td></td>
<td>[45]</td>
<td>privacy preserved incentive approach to solve the mismatched between parameter server and local devices</td>
</tr>
<tr>
<td></td>
<td>[36]</td>
<td>primal dual greedy auction mechanism to determine winners corresponding to maximize base station profit</td>
</tr>
<tr>
<td></td>
<td>[60]</td>
<td>utility maximization problem with a novel crowd-sourcing framework to enable a certain amount of local users to train models</td>
</tr>
<tr>
<td></td>
<td>[10]</td>
<td>FVCG to motivate local participants join in training consistently and submit their minimal computation costs honestly</td>
</tr>
<tr>
<td></td>
<td>[44]</td>
<td>contract theoretic task aware incentive mechanism to adjust payment dynamically depend on service latency and age of information</td>
</tr>
<tr>
<td></td>
<td>[102]</td>
<td>incentive smart contract to attract local users share their computation resources and privacy data</td>
</tr>
<tr>
<td></td>
<td>[83]</td>
<td>two tier incentive mechanism to motivate unmanned aerial vehicles' high quality trained local model</td>
</tr>
<tr>
<td></td>
<td>[66]</td>
<td>budget bounded incentive mechanism to guarantee bounded budget is assigned fairly to local devices</td>
</tr>
<tr>
<td></td>
<td>[47]</td>
<td>block-chain FL framework to motivate and benefit local clients from their useful resources and detect malicious users</td>
</tr>
</tbody>
</table>
Chapter 3

Reputation-aware Client Selection Scheme for Federated Learning within Mobile Environments

3.1 Introduction

This chapter studies the problem of training federated deep learning models over a mobile environment. Stemming from the federated learning concept, deep learning models on mobile devices can be trained for various use cases including but not limited to image classification and prediction of keyboard typing words. Mobile devices have access to rich data sets through embedded sensors and as well as installed software, and these feature rich data can facilitate solid training models, including personal images and other behavior metric features. However, utilizing the data through conventional approaches can potentially lead to privacy leakages. In this chapter, we propose an alternate strategy that builds on the Federated Learning (FL) concept, to keep the training data on distributed mobile devices, and train a shared model by aggregating updated local models. The contribution of this chapter is an optimal user selection method for the federated learning environment based on reputation scores. Through extensive validation experiments considering two different model architectures and three datasets, our experiments show that the proposed approach is stable over data that is not independent nor identically distributed (i.e., non-IID).
3.2 Methodology

The proposed methodology aims to improve the use of federated learning in a mobile training environment particularly to help address the privacy concerns. To this end, its objective is to obtain an aggregated global model (i.e., final model) with higher accuracy by eliminating poorly performing models or models that do not contribute to the improvement of the global model. The eliminated models could be provided by either of the following sets of users: 1) malicious users that also pursue data poisoning attacks, 2) cooperative users that could contribute with data of poor quality. The proposed framework to eliminate the contributions of these sets of users is illustrated in Fig. 3.1. As shown in the figure, elimination of the poor contributions to the aggregated model is performed through the

Figure 3.1: Federated learning in mobile setting
calculation of a reputation score for each user. Reputation score of a user denotes their contributions and performance.

Given a base station that cooperates with the user devices to execute an federated learning scheme with a set of $C$ clients. Being committed to keeping all datasets in user devices, federated learning ensures that the base station and users learn a shared learning model collaboratively. In federated learning, each client trains their local model by using the training data generated locally at their mobile device. Global model is aggregated at the base station and distributed as a shared learning model. The shared federated learning model is used to improve each user’s local model so to enable users to perform a federated learning task without transmitting their data to a central unit. Thus, the global federated learning model is generated at the base station by using local model parameters of each client. The parameters of a local model are uploaded from the client to the base station while the global federated learning model is downloaded by each user device.

In a mobile environment with $N$ users (i.e., clients), let $e$ and $i$ represent the number of epoch and the id of a local client that has participated in training, respectively. $Local[i]$ stores the accuracy, training loss and accuracy score of user $i$ during the training process. The training results of a specific client in $e-th$ epoch are saved in $Local[i][e]$. The global model features are stored in dictionary, $Global[]$.

Algorithm 1 illustrates the overall process of our proposed user selection scheme. Algorithm 1 chooses the client to participate in training in current epoch based on the reputation score of the models updated by selected client in previous epochs.

Algorithm 1: Client selection procedure

<table>
<thead>
<tr>
<th>Data: Data of local model, dictionary Local[]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result: $L$: list of client IDs</td>
</tr>
<tr>
<td>for $i$ in $N$ users do</td>
</tr>
<tr>
<td>if Local[client_i] is empty dictionary</td>
</tr>
<tr>
<td>//first epoch or first time this client is selected then</td>
</tr>
<tr>
<td>$L = L + i$;</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>$e = \text{number of epoch}$</td>
</tr>
<tr>
<td>loop over $e$</td>
</tr>
<tr>
<td>let $n_i$ be the total of (Local[client_i][e][&quot;score&quot;] &lt; 0)</td>
</tr>
<tr>
<td>if $n_i &gt; 2$ then</td>
</tr>
<tr>
<td>delete $i$ from $L$</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>

Figure 3.2: L12:Algorithm 1
3.3 Reputation score

Reputation score is an evaluation for each local model to determine whether the parameters of local models should be chosen for aggregation into the global model. Since there are many under performing models as well as malicious users to reduce the accuracy of global model, reputation score helps to make a judgement so to eliminate those under performing models. Each user has a record and a reputation score which will be initialized at the beginning of each epoch.

Algorithm 2 describes the complete process of reputation score calculation. The reputation score is calculated from 3 parameters:

\[
R_i = w_1 (A_i - \frac{1}{n} \sum_j A_j) + w_2(A_i - A_{\text{temp}}) + w_3(A_i - A_{\text{old}})
\]  

Figure 3.3: Algorithm 2
The training stops when the learning curve converges or the system run out of local users. The accuracy is yield through calculating the ratio between the amount of correct predictions to the total amount of predictions, the range of accuracy range from 0 to 100%. In Eq. 3.1 test accuracy of each local model needs to be compared with the three metrics: (1) Comparison with the test accuracy of local models in each epoch: the trained local models of each epoch are used to compute an average test accuracy. The models that perform worse than average will be less favored whereas those outperform the average will be favoured. (2) Comparison with a temporary global model: the local models that are trained further but have not been aggregated with the global model are used to generate a temporary global model. The temporary global model should perform better than each local model. Therefore comparison with the temporary global model will often result in a negative contribution to the reputation. By utilizing a temporary global model we assess the possible aggregated performance of all local models for a specific iteration. The purpose of this metric is to choose the best models at each epoch. The poor models with negative reputation get eliminated before aggregation into the global model. (3) Comparison with the previous global model of the last epoch: each local model’s test accuracy is compared to the test accuracy of the previous global model from the previous epoch to assess the improvement. Through comparison with each metric, if the reputation score is positive, it indicates a positive contribution for the local model. This is due to the three comparisons based on the local model test accuracy. Poorer quality of local models with respect to the temporary global model would result in negative impact by this comparison metric. As the local models are trained further after each epoch, their performance is likely to improve, therefore when compared to the previous global model, it will often provide positive contribution to the reputation score of the local model, signifying an improvement over previous global model.

3.4 Elimination of local models

The usefulness of local models is calculated through their reputation score. The reputation score is a weighted function of various test accuracy comparisons. If the local model is determined to be under-performing, its parameters are not aggregated into the global model in that epoch. A record is kept for each local model to keep track of the number of times it has been declined for global model aggregation. The local model is eliminated from training when it is declined for a certain amount of times. A local model that is declined multiple times due to poor performance results would often continue to perform poorly relative to the other local models. Therefore, by eliminating the constantly poorly
performing models, it becomes possible to decrease the total running time while improving performance. This is shown in our experimental results.

### 3.5 Simulation Settings

We evaluate our proposed methodology on three real image datasets: MNIST, Fashion MNIST, and CIFAR-10. For the sake of credibility of our proposed scheme, the data is chosen to be similar to the images generated by real mobile devices. Datasets are explained in detail below:

- **MNIST**\[^37\]: MNIST is a handwritten digital dataset, where the training dataset contains 60,000 images and the test dataset contains 10,000 samples. Each image in MNIST dataset consists of 28 x 28 pixels, each pixel is represented by a gray value.

- **Fashion-MNIST**\[^90\]: Fashion-MNIST is an image dataset that replaces the MNIST handwritten digit set. It covers a total of 70,000 different positive images from ten categories. The size, format, and training / test set division of Fashion-MNIST are identical to those of MNIST.

- **CIFAR-10**\[^35\]: The CIFAR-10 data set consists of 10 types of 32x32 color pictures that are evenly distributed over 60,000 images. Among these, 50,000 pictures are used for training whereas 10,000 are used for testing. The CIFAR-10 dataset is divided into 5 training batches and 1 test batch, each training batch contains 10000 images where 1000 images are randomly selected from each category. The training set batch contains the remaining 50,000 images in random order.

Our proposed solution builds on two model families on the three datasets listed above. The following two models are used to address handwriting digit recognition: (1) A multi layer-perceptron with 1-hidden layer with 64 units each using ReLu activation. (2) a Convolutional Neural Network (CNN) with two convolution layers of \(5 \times 5\) (the first layer with 10 channels, the second with 20 channels), which contains a full connected layer of 320 units.

Different types of distributed data from clients influence the federated learning optimization. We investigate two ways of distributing the MNIST datasets over participants (i.e. mobile device users) as follows:
Table 3.1: Selection of the best number of chances given to the poor performing local models before eliminating them

<table>
<thead>
<tr>
<th></th>
<th>Base</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train Accuracy</td>
<td></td>
<td>93.16</td>
<td>92.54</td>
<td>92.69</td>
<td>95.37</td>
<td>95.17</td>
<td>95.23</td>
<td>94.32</td>
<td>94.72</td>
</tr>
<tr>
<td>Test Accuracy</td>
<td></td>
<td>90.56</td>
<td>89.68</td>
<td>89.65</td>
<td>92.49</td>
<td>92.33</td>
<td>92.48</td>
<td>91.56</td>
<td>92.21</td>
</tr>
<tr>
<td>Loss Value</td>
<td></td>
<td>-0.612</td>
<td>-0.802</td>
<td>-0.831</td>
<td>-0.824</td>
<td>-0.809</td>
<td>-0.826</td>
<td>-0.812</td>
<td>-0.785</td>
</tr>
</tbody>
</table>

- non-IID (Independent and Identically Distributed): the digit label is added to sort data, and partitioned into 1200 groups of 50 samples per group. Then, each user is assigned a minimum of one and up to 30 group data randomly.
- IID: the shuffled data is partitioned to 100 users so that each user acquires 600 images.

The reputation score is calculated in every epoch after the local models’ training has been completed. There are three parameters that control the computation process: (1) \( f \): the fraction of users that are selected to perform computation on each iteration; (2) \( B \), the batch size of local updates in each user; (3) \( E \), the number of local epoch; (4) \( L \), a hyperparameter used in the training of federated learning, controls the speed of local model adapted to the problem; (5) \( w \), the weights of reputation score, which is determined empirically. Choosing 100 users is based on the number of users selected in the state of art.

### 3.6 Experimental Results

Table 3.1 uses the MNIST database to find the optimal number of chances given to the users before they are eliminated, the Base model means all local models be used regardless of their performance. 0-7 record represents elimination after reputation falls below threshold which the value is 0. For instances, 0 means the local model is eliminate after not reaching the threshold once; 1 means local model is eliminated after not reaching the threshold twice. From Table 3.1, we see that, as the number of eliminated models increases, the value of test accuracy has been improved. Moreover, as the number of eliminated models
Table 3.2: Comparison of users for 10 epochs

<table>
<thead>
<tr>
<th>Fraction of users</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train Accuracy</td>
<td>95.655</td>
<td>95.125</td>
<td>93.09</td>
<td>93.07</td>
<td>91.81</td>
</tr>
<tr>
<td>Test Accuracy</td>
<td>92.752</td>
<td>92.705</td>
<td>91.015</td>
<td>90.69</td>
<td>91.81</td>
</tr>
<tr>
<td>Loss Value</td>
<td>-0.74</td>
<td>-0.824</td>
<td>-0.785</td>
<td>-0.782</td>
<td>-0.782</td>
</tr>
</tbody>
</table>

Table 3.3: Parameter settings in the simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fraction of users</td>
<td>f = 0.1</td>
</tr>
<tr>
<td>Local Batch Size</td>
<td>B = 10</td>
</tr>
<tr>
<td>Local Epochs</td>
<td>E = 10</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>L = 0.01</td>
</tr>
<tr>
<td>Weights of Reputation Score</td>
<td>$w_1 = w_2 = w_3$</td>
</tr>
</tbody>
</table>
Table 3.4: Test accuracy improvement under different datasets

<table>
<thead>
<tr>
<th>Test Accuracy</th>
<th>MLP</th>
<th>MLP</th>
<th>MLP</th>
<th>MLP</th>
<th>CNN</th>
<th>CNN</th>
<th>CNN</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IID</td>
<td>Non-IID</td>
<td>IID F-MNIST</td>
<td>Non-IID</td>
<td>F-MNIST</td>
<td>IID</td>
<td>Non-IID</td>
<td>IID CIFAR</td>
</tr>
<tr>
<td>Proposed method</td>
<td>92.324</td>
<td>82.627</td>
<td>92.832</td>
<td>81.473</td>
<td>98.25</td>
<td>90.381</td>
<td>47.651</td>
<td>38.927</td>
</tr>
<tr>
<td>Baseline method</td>
<td>88.023</td>
<td>76.389</td>
<td>89.44</td>
<td>76.854</td>
<td>96.517</td>
<td>81.075</td>
<td>45.001</td>
<td>35.592</td>
</tr>
</tbody>
</table>

The test accuracy increases, the time consumption increases. This is due to the fact that an increase number in the number of eliminated models leads to more calculation procedure, hence, improving test accuracy as well as training accuracy. The record = 2 is selected due to the fact that the proposed methodology jointly considers the improvement of test accuracy and time consumption, hence, it can optimize the user selection to reduce the loss value as well as increase the test accuracy.

Table 3.2 presents the performance under varying fractions of users ($f$).

![Figure 3.4: Average training accuracy vs. Communication rounds](image)

Experimental settings and selection of experimental parameters are presented in Table 3.3. The fraction of users stands for the fraction of selected population for aggregation.
in each epoch. This is a constant value for each epoch. Batch size of local updates for
each user is set at 0.1 whereas the number of local training epochs for each user is set
at 10. The three comparison methods used to derive the reputation score are weighted
based on their contribution, i.e., $w_1, w_2, w_3$, and this study considers equal weights. A
communication round denotes the aggregation of a local model to the global model. In
each epoch, 100 local models are trained and 10% is used to aggregate with the global
model. A communication round is stands for the time when a local model is sent to the
global model for aggregation. The learning curve converges at 100 communication rounds
which translates into 10 epochs. The training approach runs on a Ryzen 3900x and Nvidia
2080 Super. Figure 3.4 and 3.5 show the learning curves of the proposed model. Based
on these, curves the model was trained up to 100 communication rounds since a clear
convergence is shown in both figures.

Table 3.4 presents test accuracy under the three datasets. As seen in the table, the
proposed method improves the original (baseline) federated learning methodology in all
cases. For all IID datasets, there exists an incremental improvement whereas for the IID
MNIST dataset, improvements of 1.733% and 4.301% are achieved under the MLP and
CNN models, respectively. Under the Fashion MNIST IID data set the improvement is
at the order of 3.392%. The IID datasets originally have equal distribution of data for
each user, this causes each user to have a similarly trained local model. This is also why
the original test accuracy levels for the IID datasets are much higher than the non-IID
counterparts. However, even with each local model containing equal data distribution, the
proposed reputation-based local model selection methodology is still able to improve the final test accuracy by eliminating the poorly performing local models. When the shuffled data is distributed across all users under IID partitioning, users with redundant data still remain, and those users cannot contribute to improving the global model. For all non-IID-partitioned datasets, significant improvement can be achieved. Under the MNIST non-IID dataset, the test accuracy is improved by 6.238% and 9.306% for the MLP and CNN model, respectively while the Fashion-MNIST non-IID dataset experiences an accuracy improvement of 4.619% improvement with the implementation of the proposed reputation-aware local model selection methodology. The nature of the non-IID datasets causes the original test accuracy to be lower than that of the IDD datasets. Thus, since the data distribution is uneven, the trained local model of each user results in significant difference in the accuracy performance. It is worth to note that this aligns better with a real world scenario since recruited users often possess heterogeneous data due to their sensor reliability. More under-performing models are present in the non-IID scenario and this results in a larger increase in performance when the proposed federated learning methodology is applied. The non-IID MNIST and F-MNIST datasets both were improved to a test accuracy of 82.627% and 81.473%, respectively. It is possible that the MLP model reaches its learning limit on these datasets, however, the proposed methodology shows to have significantly improved the performance when compared to the original (baseline) methodology. This is further demonstrated under the CIFAR non-IID dataset at an improvement of 9.3% in terms of test accuracy. The unevenly distributed data leads each client to receive different number of data samples, and generate more models with poor quality, which leads to lower test accuracy. Thus, after eliminating the models of poor performance through the proposed scheme, the test accuracy is significantly improved. Due to the high complexity of the CIFAR data set, the original test accuracy is low, however, filtering out the low-quality local models result in improving test accuracy by 3.335% for MLP and 2.65% for CNN. The 95% confidence interval of proposed method is 0.0711.

3.7 Conclusion

In this chapter, we have developed a methodology that improves federated learning in a mobile environment by introducing a reputation-aware user selection scheme so to eliminate poor performing local model contributions. We focus on quantifying the performance of trained local models and filtering out unqualified ones so that the FL system can yield a high performance final global model and avoid needlessly expending computational energy. In our proposed methodology, calculation of each models’ reputation score is based on com-
parison with dynamic metrics so as to evaluate models with gradual increasing standards. Experimental results have shown that the proposed reputation-aware federated learning methodology results in significant improvements in the accuracy of the aggregated model when compared to the original implementation of the federated learning-based solution. More specifically, the test accuracy can be improved by at least 1.733% and up to 9.306%.
Chapter 4

Reputation-enabled Federated Learning Model Aggregation in Mobile Platforms

4.1 Introduction

FL is still a developing field, current aggregation methodologies are primitive in the sense of considering all updated models are equal in weight, this does not guarantee the most optimized approach in terms of final model performance as well as training iterations required. We introduce a reputation-based aggregation method in FL mobile environment that aims at maximizing the final generated model’s performance by assigning aggregation weights based on their dynamic performance during each communication round. The server aggregates the uploaded model parameters to generate a global model. Common practice for the uploaded local models is an evenly weighted aggregation, assuming that each node of the network contributes to advancing the global model equally. Due to the heterogeneous nature of the devices and collected data, it is inevitable to have variations between the contributions of the users to the global model. Therefore, users (i.e., devices) with higher contributions should be weighted higher during aggregation. With this in mind, this chapter proposes a reputation-enabled aggregation methodology that scales the aggregation weights of users by their reputation scores. Reputation score of a user is computed according to the performance metrics of their trained local models during each training round, therefore it can be a metric to evaluate the direct contributions of their trained local model.
4.2 Methodology

The goal of the proposed methodology is to improve fairness in the aggregation process to attain higher accuracy as well as to achieve a faster convergence speed in an FL network setting, which builds on a network of smart mobile devices.

4.2.1 Local model training process

As shown in Fig. 4.1, the base station initially assigns training tasks to each participating local device and the requirements of the training data (e.g., data type, size and resources).
The local clients (i.e., participants of the FL network) who meet the data requirement as well who are as willing to join the training task are recruited for training. The initial global model, hyper parameters and details of training process are given to the recruits. Each recruit uses their local mobile device and dataset to train a local model. Instead of transmitting its local data to the server, each participant respectively updates the weights of their local model. The goal of each client is to minimize the value of the loss function which means they need to find the optimal local weights. In a series of iterations and epochs, the local weights are continually transmitted by the participants. The base station sends parameters of the aggregated global model back to the local data owners. The steps of updating local weights and transmitting the updated global model keep repeating until an acceptable training and test accuracy is achieved. It is worth to note that SGD optimizer[13] is utilized in this work, and negative log-likelihood is chosen as the loss function.

4.2.2 Client Selection

We adopt the client selection algorithm from our previous work in [84], and describe below briefly.

Before local parameters are aggregated into the global model, only the participants who pass the client selection process are chosen to update their local weights. Reputation
score of user $i$ ($R_i$) is calculated during this process to evaluate the performance of the local models or whether a particular local model should be selected to participate in the updating process by using Eq.4.1. In the equation $A_i$ stands for the accuracy of the local model of user $i$ whereas $A_{\text{g temp}}$ and $A_{\text{g old}}$ denote the accuracy of the temporary global model and the global model of the last communication round, respectively.

$$R_i = w_1(A_i - \frac{\sum_j A_j}{n}) + w_2(A_i - A_{\text{g temp}}) + w_3(A_i - A_{\text{g old}})$$  \hspace{1cm} (4.1)

As shown in Fig. 4.2, at the beginning of the client selection process, each participant has an initial reputation score. The reputation score consists of three metrics:

- (1) Comparison with average test accuracy of local models in the current round such that the local models that outperform the average will obtain positive scores whereas those perform worse will get negative scores.

- (2) Comparison with the temporary global model which is generated from further trained local models in this specific communication round. A negative contribution denotes the temporary global model’s outperforming the local model. The purpose of this metric is to eliminate poor models before aggregating into global models as well as choosing the best performance models in each iteration.

- (3) Comparison with the global model of the last communication round. This metric will often result in a positive contribution due to the high possibility of further trained local model’s better performance in comparison to the global model of last communication round.

Reputation score is used to prevent poor performing local models from participating in the aggregation process, in order to be accepted for aggregation, the reputation score has to be above a predetermined threshold, a record is also kept for the number of times the local model’s reputation score is below the threshold. It is worth to note that the threshold for the reputation score is selected empirically. Each local model’s record is set to an initial value, and the value increases every time when the reputation score is below the threshold. The local model is eliminated after it is declined for a certain number of times. By eliminating the poorly performing models, we can consistently filter out the participants that yield poor contribution while improving the model’s performance as well as possibly decreasing the total running time as shown in the previous work [84].
4.2.3 Global model aggregation

As shown in Fig. 4.3, the server leverages the reputation scores that meet the selection requirement to calculate a normal distribution (checked by utilizing QQ plot) that would then be used to assign aggregation weights. The normal distribution is calculated after each specific communication round to enable our proposed weighted aggregation methodology. The rationale for calculating a normal distribution is that its adding the least amount of prior knowledge to the model. Therefore, a normal distribution is built from the reputation scores of users that are accepted for aggregation. There are 5 regions that are present in a normal distribution; they are defined as illustrated in Fig. 4.4.

![Minimalist illustration of global model aggregation](image)

Aggregation weights are assigned to a user depending on where their reputation score is present on the normal distribution. In the standard FedAvg calculation for \( N = \{1, 2, ..., n\} \) users, the weight for each user during the aggregation would be equally split, thus if we denote aggregation weight of each user as \( \alpha \), then \( \alpha = 1/n \) which means each user has the same aggregation weight. During a specific aggregation round, if all users fall into the central region of \( \mu \pm \sigma \) then our method would be equivalent to the FedAvg algorithm; hence the proposed method aims to address the scenarios where there exist users that have reputation scores outside of the \( \mu \pm \sigma \) quadrant (i.e., R3) of the distribution curve.

The aggregation weight for each user within a specific region is denoted as \( \omega_i \). If the reputation score of user \( i \) falls into R3, we denote the aggregation weight for that specific user as \( \omega_{\mu \pm \sigma} \). We scale the average aggregation weight assigned to each user by the coverage percentage of the distribution quadrant that their reputation score resides in. Thus, since the \( \mu \pm \sigma \) region covers 0.682 of the distribution, we set \( \omega_{\mu \pm \sigma} = 0.682\alpha \) as the aggregation weight. We multiply the original averaged weight of each user \( \alpha \) by the region coverage to
assign new weights.

The R2 and R4 quadrants (i.e., $\mu \pm 2\sigma$) cover 27.2% of the distribution. Thus, the user would obtain 27.2% of the averaged aggregation weight, $\alpha$. This value is then added/subtracted to the value obtained from R3 region aggregation weight depending on whether the reputation score resides in $[\omega_{\mu-2\sigma}, \omega_{\mu-\sigma}]$ or $[\omega_{\mu+\sigma}, \omega_{\mu+2\sigma}]$. As a result users with reputation in R2 will be assigned lower aggregation weights when compared to those in R3 as shown in Eq. 5.1 whereas the users in R4 will be assigned higher aggregation weights compared to those under R3. As seen in the same equation, the same weight assignment runs for the R1 and R5 regions given that these regions cover 4.2% of all reputation values.
$$\omega_i = \begin{cases} 
\omega_{\mu - 3\sigma} = \omega_{\mu - 2\sigma} - 0.042\alpha, & \text{Rep}_i \in \{R1\}.
\omega_{\mu - 2\sigma} = \omega_{\mu + \sigma} - 0.272\alpha, & \text{Rep}_i \in \{R2\}.
\omega_{\mu + \sigma} = 0.682\alpha, & \text{Rep}_i \in \{R3\}.
\omega_{\mu + 2\sigma} = \omega_{\mu + \sigma} + 0.272\alpha, & \text{Rep}_i \in \{R4\}.
\omega_{\mu + 3\sigma} = \omega_{\mu + 2\sigma} + 0.042\alpha, & \text{Rep}_i \in \{R5\}.
\end{cases}$$

Each weight factor, that is calculated for a user ($\omega_i$) is normalized with respect to the total of these calculated weights. The normalized weight assigned to a user is denoted by $\omega^*_i$, where $\omega^*_i = \frac{\omega_i}{S}$ where $S = \sum_{i=1}^{n} \omega_i$. In the aggregation process, n users are selected each time. Each user has their model parameters that need to be aggregated as well as their assigned aggregation weight. Final aggregation is the weighted sum of all contributions by each user as formulated in (4.3):

$$P_{\text{aggr}} = \sum_{i=1}^{n} P_i \omega^*_i$$

In the equation above, $P_{\text{aggr}}$ stands for the aggregated model parameters whereas the local model parameter of user $i$ (out of the $n$ users) is denoted by $P_i$. It is worth to note that in each communication round, the normal distribution of reputations is modeled upon the accumulation of user reputation scores continuously as communication rounds elapse. Thus, the instantaneous reputation of a user in a communication round is rolled onto the reputation of that user calculated in the previous communication round.

### 4.3 Simulation Settings

Our proposed methodology is evaluated with two machine learning models combined with the two datasets, details of the two model families are below:

- **Multi layer-perceptron (MLP):** each unit leverages ReLu activation and has 1-hidden layer with 64 units in total.
- **Convolutional Neural Network (CNN):** includes a fully connected layer of 320 units, two convolutional layers in which the first layer has ten channels and its second layer has twenty channels.
Due to collecting data from heterogeneous devices, the performance of the FL framework can be impacted. Two ways of distributing MNIST data-set is considered to address the problem as described below:

- Independent and Identically Distributed (IID): The shuffled data-set is evenly partitioned 100 times with each partition containing 600 image samples.
- non-IID: The data-set is divided into 1200 groups with 50 image samples in each group by the digital label of each sample. The image samples are assigned to each participant randomly and varying between 1 and 30.

4.4 Experimental Results

4.4.1 Performance under varying number of users

![Graphs showing performance comparison](image)

Figure 4.5: Average test accuracy comparison under varying number of users. MLP is used as the ML model.

Fig. 4.5 illustrates the performance of our proposed method under varying number of participating users. Our proposed method includes reputation-based client selection and reputation-scaled aggregation, while Baseline 2 is from the previous work in [84] that employs reputation-based client selection, and Baseline 1 builds upon the widely known FedAVG approach. We show that the addition of the reputation-scaled aggregation method
Table 4.1: Test accuracy improvement under different datasets with 100 users

<table>
<thead>
<tr>
<th>Test Accuracy</th>
<th>MLP IID</th>
<th>MLP Non-IID</th>
<th>MLP IID</th>
<th>MLP Non-IID</th>
<th>CNN IID</th>
<th>CNN Non-IID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MNIST</td>
<td>F-MNIST</td>
<td>MNIST</td>
<td>F-MNIST</td>
<td>MNIST</td>
<td>F-MNIST</td>
</tr>
<tr>
<td>Baseline 1</td>
<td>88.023</td>
<td>76.389</td>
<td>89.44</td>
<td>76.854</td>
<td>96.517</td>
<td>81.075</td>
</tr>
<tr>
<td>Baseline 2</td>
<td>92.324</td>
<td>82.627</td>
<td>92.832</td>
<td>81.473</td>
<td>98.25</td>
<td>90.381</td>
</tr>
<tr>
<td>Proposed method</td>
<td>93.945</td>
<td>85.59</td>
<td>94.269</td>
<td>92.83</td>
<td>98.68</td>
<td>98.25</td>
</tr>
</tbody>
</table>

consistently improves the results obtained under Baseline 2. All of the clients that are selected for aggregation have positive contributions to the global model, which translate into their reputation scores. The reputation score is generated through the local model performance metrics, therefore it is possible to use it as a measure of the local model contribution. The performance increase is backed by the additional influence of better performing local models during the aggregation. If there are not any local models that significantly outperform the rest, the aggregation methodology is expected to coincide with the FedAvg algorithm. However, in the case of a heterogeneous environment, the proposed method in this paper ensures that users in this mobile FL network environment who contribute with local models that have higher computational capabilities and richer data are given higher reputation scores and weighted more during the aggregation.

4.4.2 Various combinations of ML models and datasets

Table 4.1 presents the performance results of our proposed model in comparison to the two baseline approaches. Test accuracy is used as the performance metric for comparison, each value represents an average of ten runs. Two ML models are used under the FL-based framework: MLP and CNN. For MLP models, we use MNIST and FMNIST datasets. For the MNIST IID dataset using MLP, our proposed model leads to an improvement of 5.92% and 1.62% in comparison to Baseline 1 and Baseline 2, respectively. Furthermore, the accuracy is further improved by 9.20% and 2.96% over Baseline 1 and Baseline 2, respectively under the non-IID MLP MNIST dataset. Higher improvements are seen in the non-IID datasets (as also observed in Fig. 4.5) by utilizing our proposed method since larger variances among the participants occur in a non-IID scenario, which is often the
case in Federated Learning. This trend is repeatedly shown in every non-IID versus IID partitioning scenarios of each dataset. A remarkable improvement is observed when MLP is used with the F-MNIST non-IID dataset. An improvement of 15.976% and 11.375% is achieved over Baseline 1 and Baseline 2, respectively.

For CNN based models, the MNIST dataset is used. Although the CNN-based model achieved a high accuracy of 96.517% and 98.25% for Baseline 1 and Baseline 2, respectively, our proposed methodology is still able to improve it further to 98.68% under the IID scenario. Baseline 1 is only able to achieve 81.075% accuracy under the non-IID MNIST dataset using the CNN model. However, our proposed methodology is able to improve the performance by 17.175% and boost the accuracy up to 98.25%, which is almost as high as the IID dataset’s test accuracy. The 95% confidence interval for proposed method is 0.062.

Overall, our proposed FL approach shows a consistently improving trend over Baseline 1 and Baseline 2 models across different datasets and ML models. Larger improvements are seen under non-IID datasets where the contribution of each user is varied more due to their distribution of local data.

### 4.4.3 Convergence performance

Fig. 4.6 depicts the convergence rate for Baseline 2 and our proposed methodology for FL. Figure 4.6.a shows that the convergence of Baseline 2 is at approximately 100 communication rounds whereas the proposed methodology converges at around 40 communication rounds.
rounds. This confirms that by applying the weighted aggregation based on user contributions/reputations enables higher efficiency in addition to the improved accuracy metrics, also seen in Table 5.2. The FedAvg aggregation algorithm inhibits the contributions of the outperforming local models during aggregation and assigns the same weight to all users in the aggregation process. These two points slow down the convergence of the FL model. Thus, our proposed reputation-enabled aggregation methodology addresses these points by introducing a relative measure of contribution from the standpoint of continuously assessed reputation scores of the users based on local model performances, as well as a probability distribution-driven weight determination.

4.5 Conclusion

Federated Learning (FL) recruits users to train ML models on their own devices with their own local data, and the parameters of the local models are aggregated into a global model. In this chapter, we have proposed a new global model aggregation methodology to improve the efficiency and accuracy performance of the aggregated models in FL. To do so, the proposed model assigns different aggregation weights to the participating users, who are considered to be a part of a mobile network of distributed computing nodes, according their reputation standing within the FL network. The proposed method has been compared to the standard FedAvg algorithm and the previously proposed reputation-based client selection algorithm in terms of convergence and accuracy performance under various experimental settings. Our experimental results have shown improvements over these two baseline approaches, and particularly under the non-IID scenarios, up to more than 17% and 8% accuracy improvements have been achieved when compared to these two baseline approaches. Furthermore, the convergence speed has been reduced by approximately 60% when compared to the previously proposed reputation-based client selection scheme in an FL network.
Chapter 5

Aggregation of Incentivized Learning Models in Mobile Federated Learning Environments

5.1 Introduction

Training local models for FL is a computation intensive task that consumes the user’s battery and takes up ram and CPU usage. If a user cannot obtain a favourable payout for their efforts then it is very likely that they would be reluctant to participate. Current state-of-the-art does not consider global model performance along with user utility in conjunction with awareness of the users reputation. This chapter presents a reputation and budget-constrained selection methodology along with an auction-driven incentive scheme for FL in mobile environments. Our aim is to guarantee that the user is paid more than their operating costs while achieving the highest performance results under constraint budgets. The reputation score is built on the performance metrics of the local models, and the incentive aims to ensure all participants are rewarded according to the quality of their contributions. With the dynamic adjustment of the user compensation to distribute the benefits more fairly, the proposed incentive increases user utility with the increasing platform budget. Numerical evaluations have shown that the proposed scheme can improve the participant utility, and do not compromise the platform utility nor the test accuracy of the global FL model.
5.2 System Model and Methodology

We incorporate federated learning and reputation scores to assign rewards to each participant, as shown in Fig. 5.1. The goal is to improve participant (i.e., user) utility while maintaining the platform utility and aggregated model performance at the desired level. We adopt and adapt a previously proposed incentive mechanism, Trustworthy Sensing for Crowd Management (TSCM), that was originally tailored for a Mobile Crowdsensing (MCS) environment [30]. The incentive keeps track of the varying reputation of every participant and ensures that each selected user is guaranteed a minimum reward that is equal to their sensing cost, and when users are compared according to their output models, fair distribution of rewards is ensured. We assume a budget-limited FL environment, where only the client who contributes with a "worthy local model" can share the distributed reward. The definition of the "worthiness" is provided later in this section. To understand the budget-limited FL methodology, we focus on monitoring the client activity to assign fair payments while training the FL model.
5.2.1 Reputation Score

Evaluation of a local model performance and deciding whether a local model is good enough to be selected as a participant in the updating process is achieved setting $R_i = R_i^L + R_i^T + R_i^P$ where $R_i^L$, $R_i^T$ and $R_i^P$ are the outcome of three different comparisons with the accuracy of the local model, and these are formulated in Eq. 5.1, and elaborated below.

$$
\begin{align*}
R_i^L &= w_1 (A_i - \sum_j A_j/n), \\
R_i^T &= w_2 (A_i - A_{g_{temp}}), \\
R_i^P &= w_3 (A_i - A_{g_{old}}).
\end{align*}
$$

(5.1)

At the beginning of the client selection process, each participant has an initial reputation score $R_i$. The reputation score consists of three metrics:

- (1) Comparison of the test accuracy of user $i$ ($A_i$) with the average test accuracy of local models in the current iteration is denoted as $R_i^L$. Therefore, the users that outperform the average receive a positive score, while those below the average receive a negative score.

- (2) Comparison of $A_i$ with the temporary global model’s accuracy $A_{g_{temp}}$ that is generated from the trained local models’ aggregation in this specific iteration is denoted as $R_i^T$. A positive contribution means that the local models outperform the temporary global model.

- (3) Comparison of $A_i$ with the global model accuracy $A_{g_{old}}$ of the last iteration is denoted as $R_i^P$. This would normally have a positive score because the global model from the last iteration improves with further training.

The purpose of the reputation score is to choose reliable local models to participate in the updating process. A predetermined threshold selected empirically is used to select the local models whose reputation score is above this threshold. Meanwhile, a negative reputation indicator count is maintained for every user $i$ to store the number of times that user-$i$ has a reputation score below the threshold. The users whose records exceed a certain threshold are rejected to participate in the training.

5.2.2 Modified Crowdsensing Incentive into FL

Our proposed incentive scheme builds on the previously proposed Trustworthy Sensing for Crowd Management (TSCM)[30, 62]. The rationale for TSCM is to include trustworthiness
and reputation scores by considering the recent performance. Modified TSCM ensures that the payment assigned to the user will be no less than their training cost. As shown in Eq. 5.2, $\varepsilon_\chi$ is denoted as a marginal contribution that the individual user brings according to their accuracy improvement over the rest of the users. For the reward of users’ accuracy improvement, $B_\chi$ represents the training cost for the user at this communication round, $\chi$ represent the current users to be rewarded:

$$\frac{(\varepsilon_\chi - B_\chi)}{R_\chi} > \frac{(\varepsilon_{\chi+1} - B_{\chi+1})}{R_{\chi+1}}$$  \hspace{1cm} (5.2)

Following upon client selection, the users who have been recruited in this communication round are temporarily removed from the participant set one by one to determine their payments. For instance, once user $\chi$ is chosen as a winner to be removed, a temporary winners set ($\Delta$) is constructed out of the rest of the users with a positive reputation score at this iteration. The set $\Delta$ is used to select users that aid in determining the reward of participant $\chi$. The user with maximum worthiness over the temporary winner set, denoted by $\chi_i$, (see Eq. 5.3) is added to the temporary set to help determine the reward of user $\chi$.

$$\chi_i = \arg\max_{i \in P'}(\varepsilon_i(\Delta) - B_i/R_i)$$  \hspace{1cm} (5.3)

Each member $\chi_i$ in the temporary winner set is searched to find the maximum possible reward for user $\chi$ by weighing the value and cost of the temporarily removed participant and every other participant in the temporary set $\Delta$. To do so, the system ensures the following two conditions: 1) Participant $\chi$ will be rewarded the maximum accuracy-to-training cost value over the temporary winners set. To do so, Eq. 5.4 is run iteratively as the temporary winners set $\Delta$ gets built. 2) Participant $\chi$ is rewarded the highest possible value as the temporary winners set $\Delta$ gets formed. To do so, Eq. 5.5 runs iteratively as the temporary winners set $\Delta$ gets built.

$$\theta = \min\{A_\chi/B_\chi, A_{\chi_i}/B_{\chi_i}\}$$  \hspace{1cm} (5.4)

$$P_\chi = \max\{P_\chi, A_\chi/\theta\}$$  \hspace{1cm} (5.5)

This gradually rebuilt circulation continues until it reaches either of the following two conditions: $B_{\chi_i}/R_{\chi_i} \geq \varepsilon_{\chi_i}$ or $\Delta = P'$, where $R_{\chi_i}$ stands for the reputation score of the temporary winners set member. At the end of these iterations, if the condition $B_{\chi_i}/R_{\chi_i} < \varepsilon_{\chi_i}$ is met, the payment assigned to participant $\chi$ is re-adjusted as: $P_\chi = \max(P_\chi, \varepsilon_\chi(\Delta))$. It is worth noting that only the participants that are assigned rewards can contribute to the updating process of the global FL model.
5.3 Experimental Setup And Numerical Results

The proposed FL incentive mechanism is evaluated based on three metrics: i) the number of recruited users, ii) platform utility, and iii) total user utility. Platform utility \( U_{\text{platform}} \) is formulated in Eq. 5.6 which denotes the total difference between the platform’s gain and the payment awarded to the user in each communication round, \( \tau \). The platform’s gain from participant \( i \) is calculated as the accuracy of the participant’s local model scaled to the platform budget \( B \). All symbols have a superscript \( \tau \) to denote the communication round.

\[
U_{\text{platform}} = \sum_{\tau}(A^\tau_i \cdot B^\tau - P^\tau_i) \quad (5.6)
\]

User utility \( U_{\text{user}} \) denotes the sum of the differences between the reward received by the user and the training cost of the participant’s local model as formulated in Eq. 5.7.

\[
U_{\text{user}} = \sum_{\tau}(P^\tau_i - B^\tau_i) \quad (5.7)
\]

In the simulations, we set the fraction of users \( f \) to 0.1, local batch size \( B = 10 \), local epochs \( E = 10 \), learning rate for each local model \( \eta_i = 0.01 \), weights of reputation scores \( \omega_1 = \omega_2 = \omega_3 = 0.33 \). The parameter settings are consistent with the previous work in [84] in order to have a fair comparison between them. The computation cost of users is uniformly assigned from 1 to 5 to comply with the TSCM scheme [62]. We consider two local training models: 1) A multi-layer-perceptron (MLP) which utilizes ReLu activation for each unit as well as one hidden layer included 64 units in total, 2) A Convolutional Neural Network (CNN), which contains 320 units, consists of two convolutional layers in total, in which the first layer includes ten channels whereas the second includes twenty channels. A well-known digital classification data-set called MNIST is used, which has 60,000 data samples, 28×28 pixels (grey value) formed each image in MNIST. The data set is shuffled, and uniformly selected equal partitions of 100 groups (i.e., 60000 / 600) are formed, and each mobile device is assigned with one particular group. We deploy \( I = 100 \) distributed mobile participants that are willing to follow the server’s set of given instructions. Their training costs (i.e., \( B_i \)) are uniformly initialized between 1 and 5 at the beginning of each epoch of the experiment. We mainly conduct experiments to inspect the impact of varying platform budgets. All simulation results represent average of ten rounds.

We study the impact of the proposed incentive compared to two baselines techniques under the same simulation settings. The two baseline techniques are explained as follows:
Figure 5.2: Comparison of the three recruitment schemes when platform budget = 30: (a) number of recruits, local model: MLP; (b) platform utility, local model: MLP; (c) number of recruits, local model: CNN (d) platform utility, model: CNN

- **M1 (Baseline1)** is from the previous work in [84] that leverages reputation score to select clients. M1 assumes that a unlimited budget and fulfills the cost of all users that pass the reputation test. The number of users selected would not be constrained by the platform due to insufficient resources to compensate the selected users.

- **M2 (Baseline2)** builds upon M1, however, it utilizes user selection based on budget constraints. The FL server does not select users beyond the initial budget. The users recruited are taken as a first come first serve basis. Here the users are still rewarded their reported participation cost.

Users are not assigned when the server does not have a sufficient budget to compensate each user during each communication round. As depicted in Fig.5.2(a) when each local model is an MLP, it is found that the number of users recruited by the proposed method
Table 5.1: Test accuracy under two datasets with 100 users

<table>
<thead>
<tr>
<th>Test Accuracy</th>
<th>MLP IID MNIST</th>
<th>CNN IID MNIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>M 1</td>
<td>92.324</td>
<td>98.25</td>
</tr>
<tr>
<td>M 2</td>
<td>92.52</td>
<td>98.27</td>
</tr>
<tr>
<td>Proposed method</td>
<td>92.52</td>
<td>98.27</td>
</tr>
</tbody>
</table>

Table 5.2: Comparison of the three recruitment schemes with varying platform budget when the local models are MLPs

<table>
<thead>
<tr>
<th>Budget (B)⇒ Utilities</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Local Model: MLP</td>
<td>Local Model: CNN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1 - Platform</td>
<td>908.2</td>
<td>3,921.6</td>
<td>7,051</td>
<td>9,129.4</td>
<td>12,801</td>
<td>71,174.5</td>
<td>4,651.4</td>
<td>7,775.9</td>
<td>12,030.6</td>
<td>15,890.3</td>
</tr>
<tr>
<td>M1 - User</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>M2 - Platform</td>
<td>957.5</td>
<td>4,187.7</td>
<td>7,390</td>
<td>9,842.3</td>
<td>13,533</td>
<td>42,407</td>
<td>5,179.3</td>
<td>10,046</td>
<td>13,179.9</td>
<td>16,955.1</td>
</tr>
<tr>
<td>M2 - User</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Proposed method - Platform</td>
<td>954.7</td>
<td>4,069.3</td>
<td>7,303.4</td>
<td>9,560.2</td>
<td>13,199</td>
<td>31,352.7</td>
<td>5,060.6</td>
<td>9,622</td>
<td>13,027.4</td>
<td>16,514.6</td>
</tr>
<tr>
<td>Proposed method - User</td>
<td>46.89</td>
<td>108.11</td>
<td>140.32</td>
<td>153.1</td>
<td>241.7</td>
<td>40</td>
<td>128.6</td>
<td>203.5</td>
<td>268.8</td>
<td>284.92</td>
</tr>
</tbody>
</table>
as well as M2 are slightly lower than the M1. This is due to the fact that the M2 and the proposed method both have double selection criteria. The double selection eliminates more users due to the additional factor of having a limited budget. This impacts the system the most at lower budgets. The training accuracy is 96.58%, and the test accuracy is 92.52% for the proposed method compared to the training accuracy of 95.46% and the test accuracy of 92.32% for M1. This proves that double selection is more viable than selection with only a reputation score since the accuracy remains the same, but less rewards are sent to the users. M1 assumes that all users selected by their reputation score are recruited and paid according to their cost. The proposed incentive limits the budget and ends up recruiting fewer users but maintaining the overall global model accuracy even with a slight improvement.

Fig.5.2(b) shows the changes of platform utility over each epoch. M2 results in the highest platform utility due to the double selection criteria, selecting higher quality users, resulting in fewer users recruited. Even though fewer users are selected, a higher average platform utility is achieved since high local models are recruited. The proposed method has a slightly lower platform utility than M2 because the server rewards the clients, resulting in a non-zero user utility while maintaining platform utility. Fig.5.2 (c) and (d) present the results under local models of CNNs. The difference between the baselines and the proposed incentive is further remarkable when compared to (a) and (b) after 50 communication rounds since the accuracy of the CNN local model(98.27%) is higher than the MLP local model. At around 50 communication round, the CNN model starts to converge, the threshold to select users is raised rapidly, and more rewards are split to users based on the
accuracy improvement, which results in a significant difference in the number of users at 100 communication rounds when comparing the proposed incentive and the two baselines. Even though the proposed method recruits fewer users to participate in aggregation, it still achieves higher platform utility than M1. Although the proposed method splits the platform utility to reward users, it still maintains almost the same platform utility as M2. Moreover, the accuracy of the global FL model under M1 and M2 is 98.25% in Table 5.1, which is even slightly lower than that of the FL model under the proposed incentive.

Table 5.2 presents the platform utility and user utility under varying platform budgets when the local model of each participant is an MLP. The platform utility under M2 is always higher than that under the proposed incentive. This is due to the fact that the proposed incentive aims to reward the participants by aiming at non-zero user utilities. On the other hand, the platform utility under the proposed incentive is always higher than M1’s platform utility under varying platform budgets. Table 5.1 presents the platform utility of the two baselines and the proposed incentive when the local models are CNNs. The results show the same trend as Table 5.2.

Lastly, we evaluate the number of recruited participants (i.e., users) under varying budgets of the two recruitment baselines and the proposed incentive. Fig. 5.3(a) shows the number of recruited users at the 10th epoch under different budgets for the three schemes when the local participant models are MLPs. M2 and the proposed incentive employ a lower number of users. This is because these two schemes do not recruit qualified participants if the platform budget is not sufficient. This proves that our incentive mechanism works well under different sizes of participant pools or scale. In Fig. 5.3(b), when the local models are CNNs, as the platform budget increases, the proposed incentive recruits the least number of users with the added constraints. The rate of increases in the number of users is also less for the proposed method under the local CNN models. This because it prioritizes recruiting high-quality models over quantity of data. Due to no limitation in the platform budget under M1, the number of recruited users is consistently the highest under that baseline recruitment scheme.

5.4 Conclusions

In this chapter, we have proposed a new reputation score-based incentive scheme for global Federated Learning (FL) model aggregation. Data owners with higher quality data and high-performance local models are assigned a higher rewards generated by the central FL platform. Our proposed incentive adopts a previously proposed reverse auction procedure to dynamically adjust the users’ compensation so to distribute the benefits more fairly.
Numerical evaluations have shown that the proposed scheme can improve the participant utility, and do not compromise the platform utility nor the test accuracy of the global FL model.
Chapter 6

Conclusion

Artificial intelligence applications are becoming at the forefront of technological advancements. Training complex models require the use of quality data. The advancements in mobile devices make it a hub for collecting and sensing various data. Mobile devices are equipped with an array of sensors and have the increasing processing power. However, leveraging these rich data silos to train machine learning models may infringe upon the ever stringent privacy laws. Federated Learning emerged as a privacy-preserving solution to utilize data from users without transmitting the raw data itself. The users would use the internal microprocessors within their mobile devices to train a machine learning model with local data and upload the model parameters instead of the data itself. After exploring the state-of-the-art, we have improved the Federated Learning scheme on three critical areas to improve the efficiency of model training through user selection and model aggregation, as well as incentivizing user participation through fair payment schemes.

We proposed a reputation-aware client selection scheme for mobile environments. Federated learning is subjected to data heterogeneity as well as device heterogeneity. Therefore user selection is the foremost area that was tackled. Selecting users with valid contributions versus malicious users allowed us to improve training efficiency and raise model performance. A reputation score was generated based on three hand-crafted performance metrics. The user would be able to admit into the scheme based on their reputation score and would be eliminated if it is constantly underperforming. That specific user may have quality data. However, it may not mesh with the needs of the given task. This scheme was proven to improve the test accuracy of the final global model varying from 1.73% to 9.30%. They were achieving higher gains on Non-IID datasets due to a greater difference in model performance from user to user.
We also proposed a reputation-enabled Federated Learning model aggregation scheme. To improve model performance further, we tackled one of the most integral parts of a federated learning scheme; the aggregation of the collected local models. The standard aggregation technique across federated learning schemes is to use the FedAvg algorithm that has an equal aggregation weight for all submitted models. We utilized the reputation score that was generated from our first work and developed an aggregation methodology that leverages Gaussian distribution to assign aggregation weights depending on contribution and model quality. This resulted in a reduction of 60% for the time required for model convergence of the global model as well as accuracy improvements of 17% on Non-IID datasets.

Lastly, we proposed the aggregation of incentivized learning models in mobile Federated Learning Environments. An efficient and optimized scheme in terms of accuracy was proposed with our first two works; however, incentivizing user participation is vital for a successful federated learning scheme. A federated learning scheme cannot function without user participation. Our proposed incentive scheme is a reverse auction focused on fair payment to users, ensuring that platform utility remains the same while providing positive user utility for the participants. We demonstrated that under platform budget constraints, our proposed scheme was able to maintain performance accuracy while constantly providing positive user utility.

6.1 Future Directions

Future directions are given as below;

• In traditional distributed methods, the transmission environment is always assumed that there is no packet loss, the transmission rate is high and stable. However, this assumption is not suitable for heterogeneous mobile devices and wireless networks in the federated learning environment, such as upload speed is usually slower than download speed, the unstable connection with wireless channels may cause some users to drop out during the training process. Therefore, the possible approach to improve the upload speed is considering compressing the size of local model updates during each iteration from users sent to parameter server so as to guarantee only optimized and specific updates are able to be sent to the server. This is one area that we have yet to tackle; in each of our contributions, we assumed a stable transmission environment without any limitations. The networking aspects of FL should be explored in
conjunction with defense strategies to further incentivize user participation through guaranteeing data security.

- Even with the existing resource management approach, scalability is still an issue, in which mobile devices that have long propagation distances from the central server should be dropped in order to increase the signal-to-noise ratio. Thus, our ongoing work involves addressing the issue of signal distortion that can cause reductions in accuracy as well as enabling the federated learning framework to be applicable at a larger scale. User participation is a crucial aspect of any FL environment, the distance between user and server or between user to user could all impact the performance of an FL system. Therefore exploring the impact of these implications would help us develop more efficient recruiting schemes.

- It is very necessary to address the limitation of resource management as to future work. Two constraints are 1) utilizing communication and computation resources efficiently at FL edge, and 2) distinct delay in convergence speed of unbalanced, non-identical, and non-independent datasets. Thus, our future work to address resource limitation involves 1) varying the frequency of aggregation to guarantee the desired final model’s performance under available resources efficiently and 2) assigning new received updates with varied weights according to which epoch and communication round it belong to. These additions would be beneficial as extensions of our aggregation methodology.

- As an extension to our user recruitment scheme, we can focus on improving the security of our overall FL scheme. Currently, our recruitment scheme already has properties that can help combat malicious users. How
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Appendix A

Reputation weights

There are three parameters within the reputation formulation. Each of these parameters are assigned a weight when creating a user’s reputation score, however these weights require further analysis to optimize the performance of the system. We first assigned 100% of the weights to each of the three metrics to gauge the performance increase if the reputation score is only compiled through an individual metric. The results show that each individual metric does indeed improve the output accuracy when it is incorporated into the reputation score. In addition we also tried making one of the weights 0.5 and the other two 0.25 so as far as to view the performance of the model by including all three but giving further priority to a single metric. Using this method we can see the same trends in that the third metric $w_3$ has more impact on the output accuracy, whereas $w_1$ has the least improvements. Using the results from our first experiment, we then take the improvements of each metric as a percentage of the other metrics to formulate each weight.

We can denote $w_x$ as a experimental setup where 100% of the weight is given to one of the three metrics. $\text{accuracy}_{wx}$ is the resulting accuracy from that experiment. $\text{accuracy}_{\text{baseline}}$ is the baseline accuracy where no reputation scheme was used. The difference between these two values is the increment ($\text{increment}_{wx}$) shown in equation A.

\[
\text{accuracy}_{wx} - \text{accuracy}_{\text{baseline}} = \text{increment}_{wx} \quad (A.1)
\]

To determine the weight of an individual metric we weigh it as the fraction of total increments, shown in equation A.

\[
w_x = \frac{\text{increment}_{wx}}{\text{increment}_{w1} + \text{increment}_{w2} + \text{increment}_{w3}} \quad (A.2)
\]
Table A.1: Different combination weight for calculation of reputation score

<table>
<thead>
<tr>
<th>Combination</th>
<th>Test Accuracy</th>
<th>Training Accuracy</th>
<th>Loss Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_2 = w_3 = 0; w_1 = 1$</td>
<td>92.86</td>
<td>95.77</td>
<td>-0.845</td>
</tr>
<tr>
<td>$w_1 = w_3 = 0; w_2 = 1$</td>
<td>92.91</td>
<td>96.06</td>
<td>-0.841</td>
</tr>
<tr>
<td>$w_1 = w_2 = 0; w_3 = 1$</td>
<td>93.04</td>
<td>96.10</td>
<td>-0.841</td>
</tr>
<tr>
<td>$w_3 = w_2 = 0.25; w_1 = 0.5$</td>
<td>93.26</td>
<td>96.18</td>
<td>-0.849</td>
</tr>
<tr>
<td>$w_1 = w_3 = 0.25; w_2 = 0.5$</td>
<td>93.19</td>
<td>96.41</td>
<td>-0.839</td>
</tr>
<tr>
<td>$w_1 = w_2 = 0.25; w_3 = 0.5$</td>
<td>93.34</td>
<td>96.36</td>
<td>-0.842</td>
</tr>
<tr>
<td>$w_1 = w_2 = w_3 = 0.3333$</td>
<td>93.79</td>
<td>96.48</td>
<td>-0.843</td>
</tr>
<tr>
<td>$w_1 = 0.3328; w_2 = 0.3293; w_3 = 0.3380$</td>
<td>93.91</td>
<td>96.55</td>
<td>-0.849</td>
</tr>
</tbody>
</table>

Each results is the average between 10 runs as to account for outliers in single runs. The dataset used was an IID version of MNIST with MLP as the base model. Both reputation based client selection and reputation enabled aggregation methodologies were applied. The baseline model without any added methodologies had a baseline result of 88.02% accuracy. By formulating the reputation score based on each metric, we can see that each metric allows for an improvement over the baseline. With the highest improvement seen with the third metric. When including all three metrics but giving priority to an individual one in a 0.5-0.25-0.25 distribution, we can see that the overall results are improved over only utilizing one metric. This is probably due to reducing the bias of a single metric. Using a fair distribution allotted for even higher accuracy gain. However, by using equation A to assign weights allowed us to further optimize our model. Only slight deviations are necessary since all three metrics perform relatively equally.