Abstract

In this work, an innovative approach for effective modeling of substrate integrated waveguide (SIW) devices is firstly proposed. Next, a novel substrate integrated waveguide power splitter is proposed to feed antenna array elements in series. This feed network inherently provides uniform output power to eight quadrupole antennas. More importantly, it led to a compact configuration since the feed network can be integrated inside the elements without increasing the overall array size. Its design procedure is also presented.

Then, a series feed network was used to feed a novel compact omnidirectional antenna array. Targeting the 5G 26 GHz mm-wave frequency band, simulated results showed that the proposed array exhibits a broad impedance bandwidth of 4.15 GHz and a high gain of 13.6 dBi, which agree well with measured results. Its attractive features indicate that the proposed antenna array is well suitable for millimeter-wave wireless communication systems.
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Chapter 1. Introduction

1.1 Background and Motivation

1.1.1 Importance of antennas

The official IEEE definition of an antenna, as given by Stutzman and Thiele, is “That part of a transmitting or receiving system that is designed to radiate or receive electromagnetic (EM) waves” [1]. This function of antennas makes them essential parts of any wireless system. Many types of antennas including wire antennas, apertures, lenses, printed antennas, and dielectric antennas, have been presented in the past dozens of years due to the progress of wireless communications. Classified by different physical attributes, EM behaviours, polarization …, there are plenty of classes of antennas suitable for different applications.

1.1.2 Millimeter-wave systems

The rapid development of wireless communication technologies has changed our lives in all aspects including transportation, shopping, communication, etc. Meanwhile, it has led to a dramatic increase in the data traffic of wireless networks [2]. To address such a challenge, the millimeter-wave spectrum has been recognized as a key technology in the future communication systems [3], [4]. In fact, it can use enormous underutilized bands beyond the traditional licensed bands and can meet the demand of high-speed transmission with remarkably increased data transmission rates compared to the lower frequency bands [5]. To this aim, the International Telecommunication Union (ITU) has licensed several mm-wave bands for the fifth-generation (5G) communications and beyond applications, including 24.25-27.5 GHz, 37-40 GHz, and 66-76 GHz [6], [7].

Despite their potential, mm-wave communication systems have an inherent shortage. According to the Friis’ transmission equation, the signal path loss between the feed points of two isotropic antennas in free space grows with the square of the frequency [8], indicating that the path loss in mm-wave bands is much higher than that of lower frequencies. Fortunately, the smaller wavelength of mm-wave signals enables proportionally greater antenna gain for the same physical antenna size [9]. For the convenience of controlling radiation pattern and input impedance, instead of designing a single antenna with remarkably increased size, antenna arrays are widely used in mm-wave applications.

1.1.3 Directional and omnidirectional antennas

Antennas can be classified into three categories, based on the type of patterns they produce [10]:

i) isotropic antenna: a hypothetical point source that produces a pattern that has a constant radiation intensity in all directions.
ii) omnidirectional antenna: an antenna that has a non-directional radiation pattern in azimuth and a directional pattern in elevation.

iii) directional antenna: an antenna that radiates (or receives) waves more effectively in some directions rather than in others, producing a directional radiation pattern.

Omnidirectional antennas are preferred in places like gymnasiums, malls, and offices, where potential users are evenly distributed in spacious areas [7]. This research focuses on designing a mm-wave omnidirectional antenna array.

1.2 Research objectives

The main objective of this research is to design a mm-wave omnidirectional antenna array with compact size and simple geometry. The array should have a relative high gain to deal with the high path loss in mm-wave bands. The starting point is designing a single omnidirectional antenna element, then finding a way to properly feed the array consists of several elements. Such a feed network should have a novel configuration since existing conventional feed networks cannot feed omnidirectional arrays without degrading the expected omnidirectional radiation pattern (which we will discuss next).

Besides, fabrication tolerance usually will cause non-consistency between simulated and measured results, especially in terms of return loss, a critical parameter that decides if the antenna can work in the targeted band(s). Therefore, this research will target at designing a broadband antenna array. Some other parameters such as side lobe levels (SLLs) and cross-polarization levels are also under consideration. Based on the specifications of the 5G 26 GHz mm-wave band [6], the specifications of the targeted design are as follows:

Type of radiation pattern: omnidirectional

Operating frequency: 26 GHz

Impedance bandwidth: > 2 GHz

Gain: > 10 dBi

Efficiency: > 80 %

1.3 Bottlenecks

If one plans to design an omnidirectional antenna, the first design that can come to mind will be probably related to dipole antennas since they are the simplest and most widely used class of antennas with an omnidirectional radiation
pattern [11]. In fact, some omnidirectional antennas based on dipoles have been proposed in recent years [12]-[15]. However, the gain of dipoles is low, e.g., half-wave dipoles have a theoretical gain of only 2.15 dBi. Enlarging the length of a dipole can of course improve its gain, but it is usually difficult to control its side lobe levels [16]. So, to improve its gain, one would prefer to design an array.

However, the existence of the feed network can significantly degrade the omnidirectional radiation pattern of the dipoles because the ground of the feed network can work as a reflector [17]. No matter the kind of antenna elements used, one must address such a challenging issue to design an omnidirectional antenna array. In fact, even for single antennas, only few mm-wave omnidirectional works have been reported. In [18], an omnidirectional antenna operating at 28 GHz is presented; although it has a complex non-planar structure, a small gain of 2.08 dBi, and a narrow -10 dB impedance bandwidth (27 - 28.5 GHz, 5.4%). The planar antenna presented in [19] achieved a better performance in bandwidth (57 - 64 GHz, 11.6%), but its average gain is only 1.4 dBi.

1.4 Research contributions

In this research, the well-known substrate integrated waveguide (SIW) technique [20] has been adopted to design a novel series feed network and thus building an omnidirectional antenna array. SIW has many superior features. It can be directly and easily integrated with planar circuits compared to conventional waveguides since it is in fact a planar form of waveguide. Besides, compared to microstrip lines, it generally has lower losses and much less undesired power radiations at high frequencies such as mm-wave bands [21], [22]. Also considering its simple fabrication process, low cost compared to conventional waveguide devices, the SIW technique has been chosen as a candidate for this research.

Different original contributions can be highlighted:

- An enhanced approach for efficient modeling of SIW structures in 3D-EM simulators such as High Frequency Structure Simulator (HFSS) and Computer Simulation Technology (CST) is proposed at first. The approach replaces the complicated structure of SIW by a surrogate model, which allows to easily and efficiently optimize the SIW circuits, in particular, and any device under design, in general.
- Next, a new omnidirectional printed antenna configuration namely, a quadrupole, is introduced. Such antenna consists of two dipoles and a power splitter inside them for feeding. The attractive features of dipoles are maintained, and the gain is enhanced.
- Then, a long SIW (LSIW) feed network, which can inherently provide uniform output power to antenna elements, is proposed. In fact, even if the SIW technique has been widely used in a large variety of circuits [23]-[27], existing SIW power splitters designed for feeding antenna arrays are based on parallel feeding topologies. Such a feed network has been adopted to feed eight quadrupole antennas. It leads to a compact configuration since the feed network can be integrated inside the elements without increasing the array size. Its design procedure is also presented.
Finally, the LSIW series feed network was used to feed a novel compact omnidirectional antenna array. Targeting the 5G 26 GHz mm-wave band, simulated results show that the array has a high gain of 13.6 dBi, a broad impedance bandwidth of 4.15 GHz (fractional bandwidth of 17%) for $|S_{11}| < -10$ dB. It also has a high efficiency and low cross-polarization levels at two principle planes (E-plane and H-plane). A prototype was fabricated and measured; the measured return loss shows an even better impedance bandwidth of 6.71 GHz, and other results match well with the simulated results. Despite its good performance, the array features a compact size of only $62 \times 12 \text{ mm}^2$ ($5.37 \lambda_0 \times 1.04 \lambda_0$, with $\lambda_0$ the free space wavelength at 26 GHz), low cost, low profile, and simple fabrication process. Its attractive features indicate that the proposed antenna array is well suitable for millimeter-wave wireless communication systems.

### 1.5 Thesis Outline

The thesis consists of seven chapters. Chapter 1 is a general introduction to the research topic. Chapter 2 introduces antenna basics and the SIW technique. Chapter 3 presents the surrogate model of SIW structures. Chapter 4 presents the novel printed antenna configuration namely, the quadrupole antenna.

Chapter 5 presents the LSIW feed network. Chapter 6 presents the printed quadrupole antenna array. Finally, conclusions are drawn, and future work is discussed in chapter 7.

### 1.6 List of publications

A complete list of published/accepted papers related to the thesis is listed below:


Chapter 2. Antenna Fundamentals and Adopted Techniques

2.1 Antenna basics

As stated previously, antennas are essential for any wireless systems. They can be designed to operate over a wide range of frequencies, from kilohertz (such as AM radio broadcast antennas) to terahertz and beyond (for emerging applications such as medical imaging) [10].

Antennas can be characterized by specifying various electrical parameters. The most important of these are summarized in this section.

2.1.1 Radiation patterns

The radiation pattern of antennas refers to the directional (angular) dependence of the strength of the radio waves from the antenna or other source [28]. It is usually specified in the far field region, i.e., far enough away from the antenna such that the angular field distribution is essentially independent of distance.

As discussed, there are three types of radiation patterns namely, isotropic, omnidirectional, and directional. The radiation patterns of antennas are 3-Dimensional. However, to easily describe an antenna’s radiation performance, designers always use two principle plane cuts containing the E-plane and H-plane patterns. The E-plane is the plane containing the electric field vector and the direction of maximum radiation while the H-plane is the plane containing the magnetic field vector and the direction of maximum radiation. These two planes are always orthogonal [10].

The radiation pattern of a directional antenna might consist of several lobes. These lobes can be divided into the main lobe and minor lobes. The main lobe is the one containing the direction of maximum radiation, while the minor lobes are all the other lobes. Side lobes are minor lobes adjacent to the main lobe, while the back lobe is the lobe directly opposite the main lobe. There are several terminologies to describe a directional radiation pattern [10]:

i) The half power beam width (HPBW), also called 3 dB beam width, is the angle in which the radiation intensity is greater than one-half of the maximum value of the main lobe.

ii) The beam width between first nulls (BWFN) is the angle between the first nulls on either side of the main beam.

Not all radiation patterns will have nulls in some or all of the pattern cuts.

iii) The maximum relative side lobe level (SLL) is the ratio of the power in the highest sidelobe to the power in the main lobe. Usually, this ratio should be as low as possible since it is desirable to focus as much energy as possible into the main lobe.
iv) The front-to-back ratio (FBR) is the ratio of the power in the main lobe to the power in the back lobe. For most applications, this ratio should be as high as possible, to minimize unwanted energy in the back lobe.

2.1.2 Directivity and gain

Directivity of an antenna is a measure of the amount of energy concentrated in the main beam of an antenna pattern. The directivity $D$ of an antenna is equal to the ratio of the radiation intensity in a given direction over that of an isotropic source [10].

Gain of an antenna is closely associated with its directivity. This parameter takes any losses within the antenna into account. Antenna gain $G$ can be calculated by:

$$G = e_{rad} D$$

(2.1)

where $e_{rad}$ is the antenna radiation efficiency, a measure of how much of the power entering the antenna is radiated and it accounts for conduction and dielectric losses in the antenna.

2.1.3 Bandwidth

The bandwidth $BW$ of an antenna refers to the range of frequencies over which the antenna can operate satisfactorily. Two main factors are commonly of interest for antenna design [10]:

i) Input Impedance Bandwidth: The impedance presented by the antenna at its input terminal changes with frequency. The antenna can only accept (or deliver) power to the transmission guide when its input impedance is matched to the impedance of the guide. Outside this frequency the antenna will reflect the incident power and will not radiate (or receive) EM waves.

ii) Pattern Bandwidth: Various radiation pattern parameters, e.g., gain, beam widths, side lobe levels, are a function of frequency. The pattern bandwidth will be determined by the range of frequencies over which one or more of these parameters meets certain required specifications.

The bandwidth $BW$ is calculated by the difference between the upper frequency $f_H$ and lower frequencies $f_L$, which refers to the absolute bandwidth:

$$BW = f_H - f_L$$

(2.2)

However, the absolute bandwidth in the field of antennas is not always the most appropriate or useful measure of bandwidth. For example, the challenge of constructing an antenna to meet a specified absolute bandwidth is easier at
a higher frequency than at a lower frequency [29]. For this reason, the fractional bandwidth (FBW), which can give a better indication of performance of the antenna, is often used. It is given by:

\[ FBW = \frac{BW}{f_0} \times 100\% \]  

(2.3)

where \( f_0 \) is the center frequency of the antenna.

### 2.1.4 Polarization

The polarization of an EM wave describes the time-varying direction and relative magnitude of the electric field vector. If the time-varying electric field is represented by a vector, the polarization of the wave can be thought of as the locus traced by the tip of this vector in time, at a fixed position in space. The sense of polarization is defined as being observed in the direction of propagation. The polarization of an antenna is defined as being the same as the polarization of a wave transmitted by that antenna. In the most general case, a plane wave will have an elliptical polarization. In other words, at a fixed point in space, the magnitude of the electric field will trace out an ellipse. Defining the major axis of the ellipse as \( a \) and the minor axis as \( b \), the ratio of the two is known as the axial ratio [10]:

\[ AR = \frac{a}{b} \]  

(2.4)

In the particular case where \( b = 0 \), \( AR = \infty \). This case is the so-called linear polarization case, and the wave is referred to be linearly polarized. While when \( a = b \), \( AR = 1 \), the wave is circularly polarized. For circular polarization, the sense of polarization can be categorized as either clockwise (right-hand) or counter clockwise (left-hand) as observed along the direction of propagation. Note that researchers in different research areas may have opposite answers for the circular type of a same wave.

### 2.2 Dipole antennas

Printed dipoles are used as radiation parts in this research work. So, this section introduces some theoretical analysis for the infinitesimal dipole and finite-length dipole.

#### 2.2.1 Analysis of the infinitesimal dipole

Linear wire antennas are probably the simplest and most widely used class of antennas in radio and telecommunications. To have a basic understanding of this type of antenna, it is instructive to first investigate on the case of an infinitesimal dipole [10], as shown in Fig. 2.1.
In this figure, the infinitesimal dipole, oriented parallel to the $z$-axis, consists of a wire whose length $l$ and radius $a$ are very small compared to the wavelength of operation. Since the length of the wire is so small, the electric current along the wire then can be assumed to be constant and flowing solely in the $z$-direction [10]:

$$I(x', y', z') = I_0 \hat{z}$$  \hspace{1cm} (2.5)

The auxiliary vector potential function is given by:

$$A(x, y, z) = \frac{\mu}{4\pi} \int_{-l/2}^{l/2} I(x', y', z') e^{-jkr} \frac{dl'}{R}$$  \hspace{1cm} (2.6)

where $R$ is given by:

$$R = \sqrt{(x-x')^2 + (y-y')^2 + (z-z')^2}$$  \hspace{1cm} (2.7)

But for the infinitesimal dipole, we have $x' = y' = z' = 0$, so that (3.7) reduces to:

$$R = \sqrt{x^2 + y^2 + z^2} = r$$  \hspace{1cm} (2.8)

Substituting (2.5) and (2.8) into (2.6) and carrying out the integration over the length of the infinitesimal dipole, gives the following result:

$$A(x, y, z) = \frac{\mu I_0 l}{4\pi} \frac{e^{-jkr}}{r} \hat{z}$$  \hspace{1cm} (2.9)
Therefore, in the far-field region, the fields are:

\[
H_\phi \approx \frac{j k I_0 \sin \theta e^{-jkr}}{4\pi r}
\]

\[
E_\theta \approx \frac{j \eta k I_0 \sin \theta e^{-jkr}}{4\pi r}
\]

\[
H_r = H_\phi = E_r = E_\phi = 0
\]  
(2.10)

The complex power of the infinitesimal dipole moving in the radial direction can be calculated by:

\[
P = \int_0^{2\pi} \int_0^\pi \left( \frac{1}{2} E \times H^* \cdot \hat{r} \right) r^2 \sin \theta d\theta d\phi = \eta \pi \frac{|I_0|^2}{3} \left[ 1 - \frac{1}{(kr)^2} \right]
\]  
(2.11)

Then, the radiated power is:

\[
P_{rad} = \eta \pi \frac{|I_0|^2}{3}
\]  
(2.12)

and the radiation resistance is:

\[
R_{rad} = 80 \left( \frac{\pi l}{\lambda} \right)^2
\]  
(2.13)

The average power density of the infinitesimal dipole is given by:

\[
W_{ave} = \frac{1}{2} \text{Re} \left( E \times H^* \right) = r^2 \eta \frac{|I_0|^2}{2} \left( \frac{kl \sin \theta}{4\pi r} \right)^2
\]  
(2.14)

from which the radiation intensity can be calculated by:

\[
U = r^2 W_{ave} = \eta \frac{|I_0|^2}{2} \left( \frac{kl \sin \theta}{4\pi} \right)^2
\]  
(2.15)

The maximum directivity of the dipole can then be determined using:

\[
D = 4\pi \frac{U_{max}}{P_{rad}} = \frac{\eta}{2} \frac{|I_0|^2}{\left( \frac{l}{\pi} \right)^2} = \frac{3}{2}
\]  
(2.16)
2.2.2 Analysis of the finite-length dipole

There is no infinitesimal dipole antenna in practice. So, to solve the radiated fields for a dipole with a finite length, the following steps can be carried out [10].

The finite-length dipole shown in Fig. 2.2 is oriented parallel to the z-axis. It consists of a wire whose length is \( l \) and radius is \( a \). The dipole is very thin so that \( a \) is negligible compared to the wavelength.

![Finite-length dipole antenna and its far-field approximation](image)

Fig. 2.2. Finite-length dipole antenna and its far-field approximation (a. finite-length dipole antenna; b. far-field approximation).

The current is not uniform over the length. Instead, for a very thin dipole, the current \( I \) along the wire can be approximated by the following formulae [10]:

\[
I(x', y', z') = \begin{cases} 
\hat{z} \cdot I_0 \sin \left[ k \left( \frac{l}{2} - z' \right) \right], & 0 \leq z' \leq \frac{l}{2} \\
\hat{z} \cdot I_0 \sin \left[ k \left( \frac{l}{2} + z' \right) \right], & 0 \leq z' \leq \frac{l}{2} 
\end{cases}
\]  \( 2.17 \)

where \( I_0 \) is a constant. This current distribution assumes that the dipole is center fed and that the current vanishes at the end points. The distance \( R \) from a point \( z' \) to the observation point \( P \) (Fig. 2.2.b) can be expressed as:

\[
R = \sqrt{x^2 + y^2 + (z - z')^2}
\]  \( 2.18 \)

In the far-field region of the dipole \( (R >> 2l/\lambda) \), as shown in Fig. 2.2.b, the following approximations can be made to determine the radiation patterns:

\[
\begin{align*}
R &\approx r, & \text{for amplitude terms} \\
R &\approx r - z' \cos \theta, & \text{for phase terms}
\end{align*}
\]  \( 2.19 \)
The dipole can be considered as a set of infinitesimal dipoles of length \(dz'\), each positioned along the \(z\)-axis at \(z'\). Each infinitesimal dipole will make a contribution to the far-fields \(dE_\theta\) and \(dH_\phi\) as expressed below:

\[
dE_\theta \approx \frac{j\eta k I (z') \sin \theta e^{-jkR}}{4\pi} \frac{dz'}{R} \tag{2.20}
\]

\[
dH_\phi \approx \frac{j k I (z') \sin \theta e^{-jkR}}{4\pi} \frac{dz'}{R} \tag{2.21}
\]

and using the far-field approximation from (2.19), the fields become:

\[
dE_\theta \approx \frac{j\eta k I (z') \sin \theta e^{-jk(r-z'\cos \theta)}}{4\pi} \frac{dz'}{r} \tag{2.22}
\]

\[
dH_\phi \approx \frac{j k I (z') \sin \theta e^{-jk(r-z'\cos \theta)}}{4\pi} \frac{dz'}{r} \tag{2.23}
\]

The total fields are then obtained by integrating over the length of the dipole:

\[
E_\theta = \int_{-\frac{1}{2}}^{\frac{1}{2}} dE_\theta = \frac{j\eta k I (z') \sin \theta e^{-jkz'}}{4\pi r} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{I(z')}{4\pi z'^2} e^{-jkz'} dz' \tag{2.22}
\]

\[
H_\phi = \int_{-\frac{1}{2}}^{\frac{1}{2}} dH_\phi = \frac{j k I (z') \sin \theta e^{-jkz'}}{4\pi r} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{I(z')}{-4\pi z'^2} e^{-jkz'} dz' \tag{2.23}
\]

Substituting for \(I\) from (2.17) into (2.22), the total fields in the far-field region of the finite-length dipole can be determined:

\[
E_\theta = \frac{j\eta I_0 e^{-jk\theta}}{2\pi r} \left[ \cos \left(\frac{kl}{2} \cos \theta \right) - \cos \left(\frac{kl}{2} \right) \right] \tag{2.23}
\]

\[
H_\phi = \frac{j I_0 e^{-jk\theta}}{2\pi r} \left[ \cos \left(\frac{kl}{2} \cos \theta \right) - \cos \left(\frac{kl}{2} \right) \right] \tag{2.23}
\]

The time average Poynting vector of the finite-length dipole is given by:

\[
W_{ave} = \frac{1}{2} \operatorname{Re} \left( \mathbf{E} \times \mathbf{H}^* \right) = \frac{\eta |I_0|^2}{8 \pi r} \left[ \cos \left(\frac{kl}{2} \cos \theta \right) - \cos \left(\frac{kl}{2} \right) \right]^2 \tag{2.24}
\]
so that the radiation intensity:

\[
U = r^2 W_{ave} = \frac{\eta}{8} |I_0|^2 \left[ \cos \left( \frac{kl \cos \theta}{2} \right) - \cos \left( \frac{kl}{2} \right) \right]^2 \pi r \sin \theta
\]

(2.25)

The normalized radiation patterns of the dipole with various lengths are plotted in Fig. 2.3. As the length of the antenna increases, the beam narrows and thus, the directivity increases. When the length of the dipole exceeds a wavelength, additional lobes will appear in the radiation pattern [10].

![Fig. 2.3. Radiation patterns of dipoles with various lengths [10].](image)

### 2.3 Substrate integrated waveguide technique

The SIW technique was first reported more than twenty years ago [20]. Composed of two rows of metallized via holes embedded in a dielectric substrate that connect two parallel metal plates, a planar form of rectangular waveguide (Fig. 2.4) filled with dielectric material is constructed, allowing a complete integration with other planar circuits [30]. Since then, a large variety of SIW-based devices such as filters, antennas, power splitters and so on have been designed [23]-[27] because SIW offers several attractive features such as high power capacity, low cost, and low profile [30].
2.4 Conclusion

Some antenna basics were discussed in this chapter. The concepts of radiation patterns, directivity, gain, efficiency, bandwidth, and polarization were mainly focused on since these parameters are directly linked to this research.

Dipole antennas were used in this research, thus the radiation characteristics of dipoles including infinitesimal one and finite-length one were analyzed. The chapter also briefly introduced the SIW technique.

Although this technique has been widely adopted in the field of RF and microwave, and the electrical characteristics of SIWs have been comprehensively analyzed, SIW structures cannot be optimized directly and easily. This issue has been handled by an approach proposed in this research work, which will be discussed in the next chapter.
Chapter 3. Surrogate Model of SIW

As previously mentioned, SIW technique has been widely implemented in RF engineering. However, unlike other simple structures such as microstrip lines whose characteristic impedance, guide wavelength, etc. can be precisely calculated according to empirical equations, or rectangular waveguides (RGWs) which have several standards set by different countries so that one can choose a standard size according to the targeted applications, designing an SIW-based circuit or device is complicated. A very basic SIW has at least six physical parameters that affect its characteristics [31], namely its physical length \( L_s \) and width \( W_s \), permittivity \( \varepsilon_r \) and height \( h \) of the substrate, diameter of via holes \( d \), and space of adjacent via holes \( p \). Besides, extra transitions such as tapered microstrip-to-SIW transitions and coplanar feedings are usually needed to feed SIWs [32], making develop comprehensive equations to calculate physical parameters precisely before design like what we can do with microstrip lines even more unrealistic.

Fortunately, we do not need to. Thanks to the progress of 3D-EM simulators such as Ansys-HFSS [33] and CST Studio Suite [34], engineers can design many kinds of SIW-based devices [35]-[37] by first, roughly calculating the initial values of their physical parameters using existing empirical equations and then, run an optimization loop to maximize the device performance.

3.1 Modeling SIW in HFSS

The modeling procedure of SIW in a commercial software like Ansys-HFSS is not straightforward. Fig. 3.1 shows a basic 2-port SIW structure, consisting of a SIW and two microstrip-to-SIW transitions. The device is printed on the Rogers RO4003C laminate with \( \varepsilon_r = 3.55 \), tan \( \delta = 0.0027 \), substrate thickness of 0.203 mm, and conductor thickness of 0.035 mm (All the devices presented in this thesis were printed on this substrate). The ports 1 and port 2 are symmetric. To model the metalized via hole arrays, we need to specify the diameter of via holes \( d \), space of adjacent via holes \( p \), and the number of the via holes \( N \). If we draw two rows of via holes along the \( x \)-axis, as illustrated in Fig. 3.1, we have

\[
L_s = (N - 1)p
\]

(3.1)

where \( L_s \) is the physical length of SIW. In the most general case, we first calculated how many vias we need using (3.1). Next, we drew a via hole array consisting of \( N \) metalized via holes. However, since the values of the parameters are just initial values, the values need to be adjusted to get expected performance; optimization round is necessary. The final optimized geometrical values for a cut-off frequency around 18 GHz are given in Table 3.1.

In such design, the parameters of the vias are interlinked such that any change in one value might cause significant alteration of the global SIW response. The optimization process consists of varying one parameter at a time, while keeping the others fixed. This is not so forthright because vias cannot be duplicated/removed automatically during the optimization routine. Therefore, the number of vias cannot be routinely adjusted during the optimization loop.
Fig. 3. 1. An SIW configuration.

Table 3. 1. Parameters of the SIW

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value (mm)</th>
<th>Parameters</th>
<th>Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_f$</td>
<td>0.4260</td>
<td>$L_f$</td>
<td>0.9125</td>
</tr>
<tr>
<td>$W_t$</td>
<td>1.7800</td>
<td>$L_t$</td>
<td>1.7375</td>
</tr>
<tr>
<td>$p$</td>
<td>0.6087</td>
<td>$d$</td>
<td>0.3000</td>
</tr>
<tr>
<td>$W_s$</td>
<td>5.0000</td>
<td>$L_s$</td>
<td>14.0000</td>
</tr>
</tbody>
</table>

In this design, we set the number of vias to $N = 24$. From that, we can see in Fig. 3.2 some unrealistic structures while varying $p$. In Fig. 3.2.a, the original SIW part became shorter since the space of adjacent vias have been decreased while the number of vias was not varied since they could not be automatically increased accordingly. Similarly, in Fig. 3.2.b, some vias have been replaced out of the original SIW part since the number of vias could not be decreased simultaneously as well. In Fig. 3.2.c, the model even become invalid. Therefore, we have to manually redraw the structure after each iteration while varying $p$.

Fig. 3. 2. The SIW structure changes with the change of $p$ while other parameters are fixed ($L_s = 14$ mm, $d = 0.3000$ mm, $N = 24$), (a. $p = 0.5$ mm, b. $p = 0.7$ mm, and c. $p = 0.9$ mm).
As for the SIW length $L_s$, which is also a critical parameter to determine the operating frequencies of the SIW if it is in the order of the SIW width $W_s$ (we will discuss it in the next section), we can get similar unworkable behaviours. Fig. 3.3 shows the SIW structures with different $L_s$. Because the number of vias could not change accordingly, simply optimizing the SIW length will also cause the deformation of the structure.

![Fig. 3.3. The SIW structure changes with the change of $L_s$ while other parameters are fixed ($d = 0.3000 \text{ mm}, p = L_s/(N-1), N = 24$), (a. $L_s = 12 \text{ mm}$, b. $L_s = 14 \text{ mm}$, and c. $L_s = 16 \text{ mm}$).](image)

To avoid such kind of issues, instead of defining every necessary parameters, one can set $L_s$ to be changed with the change of $p$, or set $p$ to be changed with the change of $L_s$, that is, following (3.1) to define variables. In this case, when one parameter is under optimization, at least the other will change accordingly and the SIW structure will not get deformed ideally. For example, if we set $p$ always equals to $L_s/(N-1)$ (with $N = 24$ in this design), $p$ will change when $L_s$ changes. Fig. 3.4 shows the structure of the SIW with different $L_s$. Obviously, this time the SIW did not get deformed, at least optimization can be run even though we cannot let $L_s$ to be too small or too large compared to the initial value, since the vias will either overlap or be too far from adjacent ones (power leakage will be significant and the SIW will not work).

![Fig. 3.4. The SIW structure changes with the change of $L_s$ while other parameters are fixed ($d = 0.3000 \text{ mm}, p = L_s/(N-1), N = 24$), (a. $L_s = 12 \text{ mm}$, b. $L_s = 14 \text{ mm}$, and c. $L_s = 16 \text{ mm}$).](image)
However, recall that this is just a very simple SIW structure, SIW devices such as filters, power splitters, and antennas will never be so simple. They will contain some gaps, other structures, or even more than one layers. Therefore, it is always very difficult to optimize an SIW device, manually adjusting the model is needed at most of the time.

3.2 SIW design approaches

Instead of trying to optimize a physical SIW structure directly in a commercial software, a new approach is proposed in this chapter. This approach allows one to easily optimize an SIW structure without manually justifying the model. And thus, the design process will be simplified, and a lot of time saved. This approach is based on some fundamental SIW theories previously presented by other researchers.

3.2.1 Rectangular waveguide

Rectangular waveguides (RWGs), one of the earliest types of transmission lines, have been used in many applications [38]. They can be used to design various microwave and millimeter wave devices such as isolators, attenuators, couplers, power splitters, etc. The shape of an RWG is shown in Fig. 3.5. A material with relative permittivity $\varepsilon_r$ and relative permeability $\mu_r$ fills the inside of the conductors, which can be regarded as perfect conductor (PEC) sheets when analyzing the EM phenomenon of the RWG. A rectangular waveguide supports TM and TE modes but not TEM waves because we cannot define a unique voltage since there is only one conductor in a rectangular waveguide [38].

RWGs are simple structures that can be easily modeled and used to design devices with high Q-factor. Besides, engineers can get standard sizes of the RWG to be used based on the targeted frequencies since the RWG standard sizes have been developed internationally or domestically [39]. However, RWG devices are difficult to be integrated with planar circuits [40]. Existing planar-to-RWG transitions are bulky and need precise machining processes [41]-[44], which are difficult to achieve mass production. Furthermore, some constraints, e.g., planar substrate must be cut into a specific shape and tuning is always essential, making the integration costly and time-consuming [40].
3.2.2 Rectangular waveguide in planar form

To address the issues mentioned above, a planar form of rectangular waveguide was proposed by F. Shigeki in 1994 [45]. Composed of two vertical conductors that connect two parallel metal plates of substrate, a planar rectangular waveguide (Fig. 3.6) filled with dielectric material was constructed, allowing a complete integration with other planar circuits. We can see from Fig. 3.6 that this type of so-called planar RWG is just another form of RWG; its physical height is determined to be the thickness of the used dielectric substrate, and the filled material is the material of the dielectric substrate. Therefore, the planar RWG has similar EM phenomena compared to the conventional one, and such a configuration can be easily integrated with microstrip lines and other planar circuits.

However, this type of planar RWG has not been widely used in industry because its fabrication process is not simple. Instead, another form of planar RWG has been developed, which uses metalized via holes to connect upper and bottom layers of a substrate. Drilling metalized via holes is a mature technique that has been widely used in power amplifiers and some other RF/microwave circuits to raise the ground up to the same plane as the circuits. This new form of planar RWG is called the substrate integrated waveguide (refer to Fig. 3.1) [40]. In fact, the metalized via hole arrays play the same role in the waveguide as the bilateral vertical conductors shown in Fig. 3.6.

The work mechanism of the SIW has been widely investigated [46]-[49]. The surface currents are established when a mode is established in SIW that can be regarded as a special rectangular waveguide with a series of slots on the bilateral walls [49]. If the slots cut the currents, a large amount of power may be radiated. This is in fact the well-established design principle of waveguide slot antennas [50]-[52]. However, if the slots are along the direction of current flowing, there is only very little radiation [49].
Fig. 3.6. Rectangular waveguide in planar form.

Fig. 3.7 shows the TE$_{10}$ mode surface current flowing pattern of an SIW structure, which is similar to that of conventional RWG. The slots do not cut the surface current on the bilateral narrow walls so that the mode can be preserved. The other TE$_{m0}$ modes are similar. Therefore, TE$_{m0}$ modes can exist in SIW structures. TM modes, on the other side, will cause a large amount of power radiation since transverse magnetic field will produce longitudinal surface currents and the slots will cut these currents. Besides, TE$_{mn}$ (with $n$ not being equal to zero) modes will also yield a large amount of radiation. Hence, the slot radiation suggests that only TE$_{m0}$ modes would be allowed in SIW [49]. In this case, SIW and conventional RWG have very similar behaviours.

Fig. 3.7. TE$_{10}$ surface current distribution of the SIW [49].

This is why SIW can work as a waveguide. In fact, previous researches have highlighted that an SIW can be properly designed based on the following rules [53], [54].

\begin{equation}
    d < p \leq 2d
\end{equation}

\begin{equation}
    d < \frac{\lambda_e}{5}
\end{equation}
where \( d \) is the diameter of the via holes, \( p \) is the distance between two adjacent vias, and \( \lambda_g \) is the guide wavelength of the SIW. These rules are to handle the potential power leakage problem caused by the periodic gaps on the bilateral walls.

In other words, if the gaps are too large, power leakage cannot be ignored and thus unexpected losses will be large, which will affect the SIW performance including insertion loss, impedance matching, etc. However, if \( d \) and \( p \) satisfy the rules, power leakage can be ignored and SIW can be regarded as a RWG to some extent, e.g., if we are talking about TE\(_{mn}\) modes.

### 3.3 Surrogate model

As previously discussed, modeling and optimizing SIW structures, even very basic ones, in commercial software such as HFSS is complicated and time-consuming. Now, because basic SIWs and conventional RWGs have similar behaviours, SIWs can be probably replaced by RWGs in simulations, that is, using RWGs as surrogate models for SIWs modeling and optimization.

#### 3.3.1 Physical width and length of the surrogate model

In the works of Y. Cassivi et al., the dispersion characteristics of SIW were analyzed using the Boundary Integral-Resonant Mode Expansion (BI-RME) method and then compared to RWGs. One conclusion they drew was that SIWs and RWGs have the same dispersion characteristics such that SIWs are equivalent to RWGs [55]. And hence, an SIW can be analyzed as an RWG with a width of \( W_{eff} \) (instead of the physical width \( W_s \)) while other parameters remain the same as those of the SIW. \( W_{eff} \) is then defined as the effective width of the SIW (Fig. 3.8) [55]:

\[
W_{eff} = W_s - d^2 / 0.95p
\]  

(3.4)

![Fig. 3.8. Top view of a basic SIW configuration.](image)

In the existing literature, some other empirical equations have also been proposed to determine \( W_{eff} \) [49], [54]. They mainly conclude that the effective width of an SIW is slightly smaller than the physical width of the SIW, and their calculated results are actually almost the same. Therefore, in this work, we retained the above relation as the most widely used and the simplest equation.
Sometimes the SIW structures can be a cavity such as that shown in Fig. 3.9. In this case, one might need its effective length \( L_{\text{eff}} \) to convert it to its equivalent RWG. Similar to the effective width, the effective length of an SIW \( L_{\text{eff}} \) can be calculated as function of the physical width \( L_t \) of the SIW by [48]:

\[
L_{\text{eff}} = L_t - d^2 / 0.95 p
\]  

(3.5)

Fig. 3. 9. An SIW cavity.

The proposed surrogate model is in fact an RWG. We use PEC sheets without thickness to replace all the metalized via hole arrays in an SIW device. The PEC sheets and two conductive plates on the two sides of the substrate make such a surrogate model an RWG with a width of \( W_{\text{eff}} \).

### 3.3.2 Surrogate model modeling examples and verification

We use PEC sheets to replace the metalized via holes such that the optimization issues discussed in Section 3.1 can be handled. In this part, we will use the proposed surrogate model to model some SIW structures and devices to validate the approach.

Let us consider the basic SIW structure shown in Fig. 3.1 at first. Fig. 3.10.a shows the fine model and Fig. 3.10.b the surrogate model. The effective width of the SIW is calculated to be 4.84 mm according to (3.4), so the surrogate coarse model will be an RWG with width of 4.84 mm. All other parameters are the same, and all other setups including solution type, analyze setup, and sweep algorithms in HFSS stay the same. Fig. 3.11 compares the return loss and insertion loss of the two structures, from which we can see that the results are almost the same. If we use \( |S_{11}| \) (in linear scale frequency response) to define the error of such a device to be:

\[
\text{error} = \frac{\sum_{i=1}^{P} \left[ |S_{11}|_{\text{fine}} - |S_{11}|_{\text{coarse}} \right]}{\left| |S_{11}|_{\text{fine max}} - |S_{11}|_{\text{fine min}} \right|} \times 100\%
\]  

(3.6)
where the $P$ denotes the total number of solution frequency point. The calculated error is 6.24%, which successfully proves the consistence between the fine and the coarse model in a very wide frequency range. To get more information about the error of the coarse model, we need to go to Fig. 3.11. Generally, there are some insignificant phase shift in the passband of the device especially in the frequency range of 25-48GHz. The frequency shift caused the error of the coarse model. Despite there are some errors, Fig. 3.11 has told us that the coarse model has very close S-parameter response including $|S_{11}|$ and $|S_{21}|$.

Therefore, the surrogate coarse model can be validated at least for very basic SIW structures.

![Fig. 3.10. The fine and coarse models of the SIW (a. fine model, b. coarse model).](image)

![Fig. 3.11. Return loss of the fine and coarse model of the SIW.](image)

Next, let us consider a more complicated case: a published mm-wave antenna work using SIW technique [57]. Its configuration is shown in Fig. 3.12 and the values of parameters are given in Table. 3.2. The SIW cavity works as a power splitter to feed four dipoles such that the antenna achieved an omnidirectional radiation pattern. Because this configuration is obviously not a basic SIW structure, it cannot be directly optimized. According to (3.4) and (3.5), we can obtain the effective width and length of the SIW cavity, which are 3.22 mm and 14.33 mm, respectively. Next, a surrogate model was built as shown in Fig. 3.13.
Table 3. 2. Parameters of the antenna [57]

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value (mm)</th>
<th>Parameters</th>
<th>Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_s$</td>
<td>16</td>
<td>$W_s$</td>
<td>0.9125</td>
</tr>
<tr>
<td>$L_p$</td>
<td>4.7</td>
<td>$W_p$</td>
<td>0.3</td>
</tr>
<tr>
<td>$L_{x1}$</td>
<td>2</td>
<td>$L_{x2}$</td>
<td>2</td>
</tr>
<tr>
<td>$L_{x3}$</td>
<td>0.9</td>
<td>$L_{x4}$</td>
<td>1</td>
</tr>
<tr>
<td>$W_{x1}$</td>
<td>0.2</td>
<td>$W_{x2}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$W_l$</td>
<td>0.4</td>
<td>$W_{g1}$</td>
<td>2</td>
</tr>
<tr>
<td>$W_{g2}$</td>
<td>3.9</td>
<td>$p_x$</td>
<td>0.54</td>
</tr>
<tr>
<td>$p_y$</td>
<td>0.57</td>
<td>$d$</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Fig. 3. 12. Configuration of the antenna [57].

Fig. 3. 13. The fine and coarse models of the antenna (a. fine model, b. coarse model).

Fig. 3.14 and Fig. 3.15 compare the simulation results of the two models, which show that the simulated return loss and the radiation patterns of the fine and coarse model match well. Although there is also some frequency shift, the error of the coarse model return loss is only 2.14%. On the other side, the simulated radiation patterns of the two models are almost identical. In fact, since the radiation parts, dipoles, have not been changed, such close radiation patterns are reasonable.
The results successfully validated the simplified approach for modeling SIW structures. With the surrogate coarse mode, one does not need to consider the via holes during optimization, that is, all the parameters related to the via holes do not need to be optimized. Therefore, the manual process described previously for optimizing parameters of via holes will be avoided. After optimization, the coarse model can be converted to the fine SIW model directly. Such an approach will remarkably improve the optimization efficiency of an SIW structure.

![Graph of Return Loss vs. Frequency](image1)

**Fig. 3.14.** Return loss of the fine and coarse model of the antenna.

![Graph of Radiation Patterns](image2)

**Fig. 3.15.** Radiation patterns of the fine and coarse model of the antenna.

### 3.4 Complete procedure of designing SIW devices

Based on previous research works done by other researchers and the SIW modeling approach proposed, we have a complete procedure of designing SIW devices such as antennas, power splitters, couplers, etc. Following this procedure strictly can design a device very quickly and accurately.
3.4.1 Calculating width and length

Since an SIW can be regarded as an RWG as aforementioned, the cut-off frequency of the dominant model can be calculated by either [58]

\[ f_c = \frac{c}{2\sqrt{\varepsilon_r}} \sqrt{\left(\frac{1}{L_{\text{eff}}}\right)^2 + \left(\frac{1}{W_{\text{eff}}}\right)^2} \]  
(3.7)

or [30]

\[ f_c = \frac{c}{2\sqrt{\varepsilon_r}} \left(\frac{1}{W_{\text{eff}}}\right)^2 \]  
(3.8)

where \( c \) is the speed of light in free space and \( \varepsilon_r \) is the relative permittivity of the substrate. Recall that \( W_{\text{eff}} \) and \( L_{\text{eff}} \) are the effective width and length of the SIW, respectively. (3.7) is for general cases, for example, an SIW cavity as the one adopted like Fig. 3.13, whose length is in the order of its width. While (3.8) is for the case that the length of the SIW is considerably larger than its width such that the term \((1/L_{\text{eff}})^2\) can be ignored.

In the proposed modeling approach, we do not need to consider the physical width and length of the SIW until we finish the optimization process and go to fabrication. Based on the targeted operating frequency bands and a given substrate (with a known \( \varepsilon_r \)), we can at first calculate the \( W_{\text{eff}} \) and \( L_{\text{eff}} \) by (3.7) or (3.9). For (3.7), an equation with two unknowns cannot be solved directly, but we are not doing some very accurate calculations, which is in fact not necessary. One can set an extra condition, e.g., \( W_{\text{eff}} = L_{\text{eff}} \), which should be based on the configuration of the device to be designed. For (3.8), things are easier, one can directly solve

\[ W_{\text{eff}} = \frac{c}{2f_0\sqrt{\varepsilon_r}} \]  
(3.9)

to get the effective width of the SIW, or in other words, the physical width of the surrogate model we will use in simulation and optimization. The value length, on the other side, should be decided on the specific device and application.

3.4.2 Microstrip-to-SIW transition

Several types of feeding techniques for SIW including probe feeding, microstrip line feeding, and coplanar feeding have been studied and proposed in recent years [59]-[61]. Here we considered using microstrip lines to feed SIWs since this type of feed topology is simple and can be easily optimized. To match the SIW device with the feed line, usually with 50 \( \Omega \) of characteristic impedance, a transition is necessary.
The tapered transition (Fig 3.9) has been largely adopted because of its simple structure, very low losses, capability to cover the whole bandwidth of the SIW as well as its better performance compared to other microstrip-to-SIW transitions or coplanar transitions [61]. Therefore, in this research, the tapered transition was implemented.

In D. Deslandes’s works, an empirical equation for calculating the width of tapered microstrip-to-SIW transition has been obtained by EM simulations [61]. The equation is

\[
\frac{4.38}{W_{eff}} \exp \left(-0.627 \ln \frac{W}{W_{eff}} + \frac{\epsilon_r + 1}{2} + \frac{\epsilon_r - 1}{2\sqrt{1+12h/W_{eff}}}\right) = \begin{cases} 
\frac{60}{\mu_0 h} \ln \left(8 \frac{h}{W_{eff}} + 0.25 \frac{W}{W_{eff}} \right) & \text{for } \frac{W}{h} < 1 \\
\frac{120\pi}{\mu_0 h} \frac{W}{h} + 1.393 + 0.667 \ln \left(\frac{W}{h} + 1.444\right) & \text{for } \frac{W}{h} \geq 1
\end{cases}
\]

(3.10)

where \(\mu_0\) and \(\epsilon_0\) are the permeability and permittivity of free space, respectively, and \(h\) is the thickness of the substrate. For a given substrate (\(h\) and \(\epsilon_r\) are known) and SIW or surrogate model (\(W_{eff}\) is known), solving the above equation allows obtaining an optimum taper width \(W_t\). On the other hand, the optimum taper length \(L_t\) should be a multiple of a quarter guide wavelength to minimize the return loss [61].

### 3.4.3 Guide wavelength

Since SIW has similar behavior with RWG, its guide wavelength \(\lambda_g\) for the dominant mode can be expressed as [49]:

\[
\lambda_g = 2\pi \sqrt{\frac{\epsilon_r \left(\frac{2\pi f}{c}\right)^2 \left(\frac{\pi}{W_{eff}}\right)^2}{\epsilon_r \left(\frac{2\pi f}{c}\right)^2 - \left(\frac{\pi}{W_{eff}}\right)^2}}
\]

(3.11)

where \(f\) is the operating frequency of the SIW.

### 3.4.4 Design procedure

According to the above discussions, to design an SIW device with tapered microstrip-to-SIW transition, we can follow the suggested steps:

1. For a specified operating frequency and substrate, use (3.9) or (3.11) to calculate the surrogate physical width \(W_{eff}\) and length \(L_{eff}\) (we will set a value based on the specific applications if we use (3.11)).

2. Calculate the width of the tapered microstrip-to-SIW transition using (3.10), and its length.

3. Build a surrogate model, that is, use PEC sheets to replace the periodic via holes.
4. Run an optimization round if deemed necessary.

5. Determine $d$ and $p$ based on the rules (3.2) and (3.3), calculate the SIW physical width $W_s$ and length $L_s$ using (3.4) and (3.5), respectively. Build a fine model of the device, and simulate it for verification, normally no extra optimization processes are needed.

### 3.5 Error analysis

Although the error of such an approach has been proved to be small such that the coarse model can be converted to fine model directly without any post-process, it is worth to know how the coarse model can be as accurate as possible.

Let us still use the antenna shown in Fig. 3.12 to analyze the error. Assume we used the coarse model (Fig. 3.13.b) to complete the optimization process and wish to convert it to fine model for the last round of simulation and fabrication. The physical width and length of the coarse SIW model are 3.22 mm and 14.33 mm, respectively. The final coarse model simulation results are shown in Fig. 3.16 (black solid lines). Now, we need to determine the values of $d$ and $p$, and the physical width $W_s$ and length $L_s$ of SIW, to build a fine SIW model. Note that this is a procedure (which just have been presented) we need to follow if we use such an approach to design a SIW device.

Recall that we have two rules for $d$ and $p$, (3.2) and (3.3), and since determined, $W_s$ and $L_s$ can be obtained from (3.4) and (3.5). We set four groups to evaluate how $d$ and $p$ affect the error, each group having three sets of values. Table 3.3 lists the four groups of $d$ and $p$ and their corresponding $W_s$, $L_s$, center frequency $f_0$, and error. Each of these physical parameter values was adopted to build a fine model while the other parameters are kept fixed. As discussed previously, the coarse models of both the basic SIW structure and the antenna had some frequency shift phenomenon in terms of S-parameters. Therefore, the enter frequency of each coarse model is presented in the table for comparison purpose. Note the center frequency of the coarse model is 27.410 GHz.

Fig. 3.16 presents the simulated $|S_{11}|$ of these fine models as well as that of the coarse model. Note that we have another constraint, i.e., the SIW structure should inherently satisfy (3.1) because the number of via holes has to be an integer. For example, the $p$ of G$_{1-1}$ is 0.4 mm, and $L_s = 14.57$ mm; following (3.1) we have the number of via holes along one direction $N = 37.425$. This is obviously unreasonable and unrealistic. Therefore, we did a post-process to adjust the calculated value of $N$, then recalculated $p$ following (3.1) to get a value very close to that we calculated from theoretical equations. Here, we manually determined $N$ to be 37, such that $p = 0.4047$ mm. It is worth to emphasize that we just tried to investigate how the error relates to the $d$ and $p$ determined and how it can be decreased as much as possible. In this case, the post-process will not cause losing of generality or getting a wrong conclusion. Such a post-process will assure that the SIW structure can be modeled and fabricated physically.
The selected values have covered a very large range. A worst-case error of 22.86% while the smallest is only 5.22% (the final fine model adopted reaches to 2.14%). To achieve a small error, the diameter of the via holes should not be too large according to the presented results, e.g., the errors of group 2 is obviously larger than those of group 1. Also, the error of group 3 and group 4 also demonstrated that the consistence between fine and coarse model will be sacrificed with larger via holes.

The conclusion may need more data or theoretical analysis to be proved. However, with more data, more constraints can be set to make sure the error is small enough and has no impact on direct conversion from coarse model to fine model for fabrication. All of the selected values strictly followed the rules (3.2) and (3.3), but these rules are for building a correct SIW structure to avoid power leakage problem. Therefore, some groups showed large errors, and more rules for determining $d$ and $p$ are needed. However, without more strict rules, some large error can also be avoided by straightforwardly adopting more “reasonable” configuration.
Fig. 3.16. Return loss of the antenna with different values of $p$ and $d$ (a. group 1, $d = 0.3$ mm, while $p$ equals to 0.4 mm, 0.5 mm, 0.6 mm, respectively, b. group 2, $d = 0.5$ mm, while $p$ equals to 0.6 mm, 0.8 mm, 1.0 mm, respectively, c. group 3, $p = 0.6$ mm, while $d$ equals to 0.3 mm, 0.4 mm, 0.5 mm, respectively, and d. group 4, $p = 0.8$ mm, while $d$ equals to 0.4 mm, 0.5 mm, 0.6 mm, respectively).

Fig. 3.17 compares the configuration of the antenna of $G_{4.1}$ and $G_{4.3}$, from which we can see that the via holes of $G_{4.3}$ is relatively large compared to the antenna. Despite the error of $G_{4.1}$ is smaller than that of $G_{4.3}$ (since we do not know the errors when determining the values of $d$ and $p$), one would select $G_{4.1}$ just because the via holes of $G_{4.3}$ are really large and looks abnormal. Therefore, we actually not only need to follow the rules (3.2) and (3.3) to determine $d$ and $p$ but have to consider the final configuration of the device to make it looks “reasonable”.
3.6 Conclusion

In this chapter, the difficulties and challenges of modeling SIW devices in 3D EM commercial software were discussed at first. Secondly, the work mechanism of RWGs and SIWs was introduced. Then, a new approach for SIW device simulations was proposed. The idea of the approach is replacing the SIW structure to be optimized by a surrogate coarse model. A basic SIW and a published antenna [57] were used for comparison and error analyzes, which proved that the proposed approach is accurate. Besides, a complete procedure of designing SIW devices was concluded. Following the procedure strictly, one can easily get initial values of the SIW device to be designed, and the optimization process will be timesaving with the proposed surrogated model of SIW.
Chapter 4. Printed Quadrupole Antenna

In this chapter, a novel printed quadrupole antenna configuration is proposed. It consists of two symmetric dipoles and a ground placed such that the antenna can radiate power omnidirectionally without being influenced by the ground. More interestingly, such a configuration allows the feed network being integrated inside the elements without increasing the overall size of the array. Furthermore, no extra ground will be added, and omnidirectional radiation pattern will be maintained.

4.1 Conventional Printed Dipole Antenna

Dipole antennas offer a large panel of attractive features. They are inexpensive, very versatile, and can be found in numerous commercial products such as cellular phones, car radios, walkie-talkies, etc.

The radiation characteristics of dipoles have been widely analyzed and discussed. The proposed quadrupole antenna starts with a simple printed dipole antenna as shown in Fig. 4.1. Since the ground works as a reflector, the antenna cannot achieve an omnidirectional radiation pattern as demonstrated in Fig. 4.2. This type of so-called quasi-omnidirectional antenna has been utilized for 5G handset devices [17]. It is also usually used as driven element to design Yagi-Uda antennas and arrays that can provide more focused beams [62]-[65].

![Fig. 4.1. Configuration of the printed dipole antenna operating at 26GHz.](image)
One can, of course, adjust the size of the ground to achieve a more omnidirectional pattern, but the input impedance of the antenna will be affected. Some other options have been also investigated, but they mainly lead to a complex configuration, such as those described in [12], [15], and [16]. Alternatively, one can add the same dipole at the opposite direction as shown in Fig. 4.3. The planar omnidirectional antennas described in [7] and [57] are based on similar configuration and both achieved relative high gain with small size.

### 4.2 Omnidirectional Printed Quadrupole Antenna

The proposed printed quadrupole antenna [66] is shown in Fig. 4.3. Fed by a microstrip power splitter, the antenna is symmetric around the y-axis. Fig. 4.4 shows the simulated radiation patterns of such a quadrupole antenna, highlighting an omnidirectional radiation pattern at the H-plane. Fig. 4.5 straightforwardly compares the radiation characteristics of the dipole and the quadrupole; since another radiation part is added, the quadrupole antenna can radiate power omnidirectionally as indicated in Fig. 4.5.b. In contrast, the conventional dipole can only radiate power directionally.

Meanwhile, the quadrupole antenna still keeps the attractive features of the conventional printed dipole antennas. It exhibits good performance in terms of both bandwidth and gain, i.e., a -10 dB impedance bandwidth of 3.3 GHz and an enhanced gain of 5.5 dBi (Fig. 4.6). Furthermore, it also has a broad pattern bandwidth (Fig. 4.7). From the fabrication point of view, this low-profile antenna is cost-efficient because of its simple 2D structure and fabrication process.
Fig. 4. 3. Configuration of the printed quadrupole antenna.

Fig. 4. 4. Simulated radiation pattern of the printed quadrupole antenna.

Fig. 4. 5. Simulated 3D radiation patterns and surface current distributions of the two antennas (a. conventional dipole, b. quadrupole).
4.3 Printed Quadrupole Antenna Array

As mentioned above, in the mm-wave band, high gain antennas are always preferred. Even though the quadrupole antenna has many attractive features, its gain (5.5 dBi) is not enough for 26 GHz applications. In this case, we need to build an array.

4.3.1 An ideal $1 \times 8$ array

To get an omnidirectional radiation pattern, the antenna elements should be arranged along the current flow direction, i.e., $y$-axis, as shown in Fig. 4.8 for a $1 \times 8$ array (with a uniform space of 7 mm).
When a uniform power distribution is applied, the array presents a high gain with an omnidirectional pattern, as shown in Fig. 4.9. However, this is an ideal case; the simulations did not include the feed network, which is essential.

4.3.2 **Existing feed networks and their constraints**

Because of the arrangement of the elements, it is not easy to adopt conventional series or parallel feed network (Fig. 4.10) here. One can add microstrip lines perpendicular to the feed lines of the elements, and then implement a conventional microstrip line feed network, as shown in Fig. 4.11. However, beside the considerable losses of microstrip lines, there are still two major problems that need to be addressed at such high frequencies: (i) microstrip lines can generate undesired radiations that might deform the radiation pattern of the array and (ii) a very large ground plane should be added, which will work as a reflector that will degrade the omnidirectional radiation pattern.

![Diagram of conventional feed networks](image)

Fig. 4.10. Conventional feed networks for antenna arrays (a. series feed, b. parallel feed.) Since the input ports of the array shown in Fig. 4.8 are located “inside” the device, neither of these feed techniques can be directly applicable to the array.
Fig. 4. 11. A way to implement conventional microstrip line feed networks. However, this is not feasible mainly because the ground of the microstrip lines will degrade the omnidirectional radiation pattern.

Fig. 4. 12. A Possibly feasible way to implement microstrip line feed network. However, some lines will be extremely narrow, and some lines might overlap.

Instead of implementing conventional feed networks, new ways should be explored, like the configuration shown in Fig. 4.12.

When the distance between too symmetric dipoles is fixed (the impact of this parameter on the directivity of the antenna will be discussed in Chapter 6), there will be at least three issues to tackle:

1. T-junctions will consist of some very narrow microstrip lines. For example, even in the uniform power distribution case, there is a microstrip line with characteristic impedance of 141.4 Ω (0.013mm on this substrate) in the first T-junction, which is too narrow to be fabricated.

2. The feed network will be too tight. Such a limited space must include T-junctions and perhaps some bended lines for achieving desired phase progression.

3. Strong mutual coupling between lines might significantly degrade the array performance.

From the above constraints, the first one is particularly challenging, making the proposed feed network not practical.
However, as long as the dipoles can be fed properly, the array will exhibit many superior features as early discussed. So, the problem is finding an appropriate way to feed such a quadrupole array.

4.4 Conclusion

A new antenna configuration, namely printed quadrupole was proposed in this chapter. Printed quadrupoles are, in fact, a variant of printed dipoles. Compared to conventional printed dipoles, however, the proposed quadrupole has an enhanced gain and an omnidirectional radiation pattern. More importantly, the quadrupoles potentially allow feed network to be integrated inside of them to build omnidirectional antenna arrays.

However, as discussed in this chapter, it is difficult to exploit existing widely used feed networks to feed the designed quadrupole. In this case, it is almost not possible to feed a quadrupole antenna with eight or more elements array using conventional microstrip feeding topology. In this, we need to explore a new feeding topology.

A new way of feeding, which can feed quadrupoles to build an omnidirectional array, will be proposed in the next chapter. Such a topology is based on the well-known SIW technique.
Chapter 5. LSIW Feed Network

In this chapter, we present a novel feed network using a long SIW (LSIW) to feed the quadrupole antenna array proposed in Chapter 4. As its name indicates, the length of the SIW will be considerably larger than its width. Besides, the proposed feed network will have a broad impedance bandwidth and can provide output power with equal magnitude and phase at all the output ports.

5.1 Configuration

Fig. 5.1 shows the configuration of the proposed novel feed network. The designed novel LSIW feed network has one input port and 16 output ports to feed eight quadrupole antennas. The optimized parameters of the feed network are given in Table 5.1. It is worth to mention that the optimization target is to get good return loss as well as uniform output power (with equal amplitude and phase) at 26 GHz. Note that in order to significantly lighten the optimization round, the variation range and the step-size of the parameters to optimize were predefined.

![Configuration of the proposed novel feed network](image)

**Table 5.1. Optimized parameters of the novel feed network**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value (mm)</th>
<th>Parameters</th>
<th>Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_f$</td>
<td>0.426</td>
<td>$L_{g2}$</td>
<td>1.7</td>
</tr>
<tr>
<td>$L_f$</td>
<td>1.75</td>
<td>$d$</td>
<td>0.5</td>
</tr>
<tr>
<td>$W_i$</td>
<td>2</td>
<td>$p$</td>
<td>0.75</td>
</tr>
<tr>
<td>$L_i$</td>
<td>2.8</td>
<td>$L_d$</td>
<td>6.8</td>
</tr>
<tr>
<td>$W_o$</td>
<td>0.4</td>
<td>$W_s$</td>
<td>6.5</td>
</tr>
<tr>
<td>$L_o$</td>
<td>3.2</td>
<td>$L_s$</td>
<td>52</td>
</tr>
</tbody>
</table>
5.2 Simulated results

Since the feed network is symmetric, the S-parameters of only ports 1 to 9 are displayed (Fig. 5.2 and Fig. 5.3). Also, because all the output ports including slotlines are identical, Fig. 5.2 illustrates that this configuration inherently provides uniform output power distribution at one of its resonant frequencies, i.e., 26 GHz. Besides, compared to some existing power dividers [67]-[69], the insertion loss (12.95 dB) of the feed network is relatively low. Furthermore, the distance between two adjacent output ports $L_d$ is equal to the guide wavelength $\lambda_g$, such that all the output power is equiphase as shown in Fig. 5.3.

![Fig. 5.2. Simulated magnitude of S-parameters of the proposed novel feed network.](image1)

![Fig. 5.3. Simulated phase of S-parameters of the proposed novel feed network.](image2)
5.3 Design procedure

To design such a feed network, we can follow the steps suggested in the part 3.4.4 of Chapter 3. The targeted frequency is 26 GHz, and the substrate was chosen to be Rogers 4003C ($\varepsilon_r = 3.55$, $\tan\delta = 0.0027$, $h = 0.203$ mm). Since the length of the LSIW is much larger than its width, we at first follow (3.9) to calculate the physical width of the surrogate coarse model. Next, the guide wavelength $\lambda_g$ can be obtained by (3.11) to determine the distance between adjacent output ports $L_d$. Then, the width and length of tapered microstrip-to-SIW transition can be obtained by (3.10). Finally, a surrogate model as shown in Fig. 5.4 can be built.

Fig. 5.4 shows the optimized surrogate coarse model of the LSIW feed network. The width and length of the RWG (the coarse model of SIW) are 6.15 mm and 51.65 mm, respectively, while the other parameters are kept the same as in the fine model shown in Fig 5.1. After optimization, when all simulated responses will satisfy the specifications, a fine model needs to be built for latter steps. Fig 5.5 shows the simulated results of surrogate coarse model of the LSIW feed network. Note that Fig. 5.2 and Fig. 5.3 are nearly identical. To illustrate the error of the coarse model, Fig. 5.6 compares the return loss of the coarse and the fine model (since we have too many S-parameters, we took the return loss as example), which tells that the error is really small, as expected. The diameter of via holes $d$ and space of via holes $p$ should be determined based on the rules (3.2) and (3.3). Also, the physical SIW width $W_s$ and length $L_s$ should be calculated by (3.4) and (3.5), respectively. A fine model can be then built.

Fig. 5.4. Surrogate coarse model of the LSIW feed network.
Here the importance of the coarse model should be re-emphasized. Note that the two rows of metalized via holes actually have gaps on the positions of output ports. To get optimum results, all the parameters except the width and length of the $50\Omega$ feed line need to be optimized. However, changing the value of some parameters will cause the deformation of the SIW structure such that the whole model would be invalid as previously discussed. For example, from the optimized model shown in Fig. 5.1, we found that the number of via holes between the first and the second output ports is eight (count from the left side to the right side). Let us call the first and the last one as “via 1” and “via 8”, respectively. Assume we “duplicate” the very first via with a distance of $pN$ times (with $N$ the total number of via holes) to get a row of via holes, which is a rather simply way of modeling SIW structures in HFSS, and we “delete” some of vias to model the gaps. In this example, we deleted the ones in front of via 1 and behind via 8 (Fig 5.7). We deleted specific vias based the calculated $L_d$, but this parameter usually needs to be optimized. If $L_d$ should
be larger to satisfy the requirements, we might need to be “re-delete” other vias and manually add previously deleted vias (Fig. 5.8). Also, notice that there are 16 gaps, that means a really complex process. So, we need to rebuild a model to run another round of simulation with a different value of $L_d$.

![Fig. 5.7. Zoomed in view of the LSIW feed network.](image)

![Fig. 5.8. Zoomed in view of the LSIW feed network with different $L_d$ while other parameters are fixed (a. $L_d = 6.8$ mm, b. $L_d = 7.2$ mm, and c. 7.6 mm).](image)

Fortunately, with the coarse model, this will not be a problem since all the via holes are replaced by several pieces of PEC sheets. Optimizing the parameters will not cause deformation of the model. Fig. 5.9 shows a zoomed in view of the model with different values of $L_d$, the model is not deformed, and optimization process can be carried on easily and efficiently.
The simulated results of the coarse model verify the proposed surrogate model approach again; no extra optimization process is needed when the fine SIW model is built strictly based on the rules. This approach can be used for optimizing not only basic and simple SIW structures, but also rather complicated devices.

5.4 Key Design Parameters

According to (3.7) - (3.9), the LSIW width \( W_s \) is the major factor determining the operating frequency of the device when \( d \) and \( p \) are properly fixed based on (3.2) and (3.3). To support this statement, Fig. 5.10 and Fig. 5.11 present the return loss of the feed network with various LSIW widths and lengths. In fact, Fig. 5.10 confirms that the operating frequency increases with the decrease of the LSIW width \( W_s \) while Fig. 5.11 shows that the LSIW length \( L_s \) has little impact on the return loss in the operating frequency band.

![Figure 5.10](image.png)

**Fig. 5.10.** Simulated return loss of the proposed novel feed network with various LSIW width \( W_s \) while other parameters are fixed.
Since $W_s$ is the main factor that influences the operating frequency, the simulated results shown in Fig. 5.2 could be improved like decreasing $W_s$ to reach the desired center frequency of 26 GHz. However, as previously discussed, decreasing $W_s$ will increase the guide wavelength $\lambda_g$, as stated by the surface current distribution shown in Fig. 5.1.2. Hence, $L_d$ needs to be increased. However, changing $L_d$ could lead to mismatching of the device at our targeted frequency. More importantly, because this device will be used to feed antennas, $L_d$ determines the distance between too adjacent elements, which has a large impact on the shape of the radiation pattern of the array. Therefore, the biggest challenge of designing this device is finding the optimum value of the LSIW width. More importantly, every time $W_s$ changes, $L_d$ needs to be adjusted to maintain the phase progression of 0. Recalling how $L_d$ affects the via holes, using the surrogate model (Fig. 5.4) for optimization would be much efficient than directly using the fine SIW model (Fig. 5.1).
Fig. 5.12. Simulated top surface current distribution of the proposed novel feed network at 26 GHz with different LSIW width $W_s$ while other parameters are fixed. The guide wavelength for $W_s = 5.5$ mm being larger than that for $W_s = 6.5$ mm, the phase progression in the above two cases is different.

In addition, the tapered transition is a key for impedance matching. So, its length $L_t$ and width $W_t$, without doubt, have impacts on the return loss of the proposed feed network. In fact, the slots at output parts can also affect the return loss. There are three parameters related to the slots, namely $W_g$, $L_{g1}$, and $L_{g2}$. Fig. 5.13 - 5.14 show the simulated return loss with various $W_g$, $L_{g1}$, and $L_{g2}$, respectively, which clearly indicate that these three parameters also need to be properly optimized.

Fig. 5.13. Simulated return loss of the proposed novel feed network with various $W_g$ while the other parameters are kept fixed ($L_{g1} = 2.4$ mm and $L_{g2} = 1.7$ mm).
Fig. 5.14. Simulated return loss of the proposed novel feed network with various $L_{g1}$ while the other parameters are kept fixed ($W_g = 0.2$ mm and $L_{g2} = 1.7$ mm).

Fig. 5.15. Simulated return loss of the proposed novel feed network with various $L_{g2}$ while the other parameters are kept fixed ($W_g = 0.2$ mm and $L_{g1} = 2.4$ mm).

5.5 Conclusion

A novel series fed network using SIW technique has been proposed in this chapter. Based on the well-known waveguide theory, this feed network was optimized to be able to provide uniform equiphasic power to the antenna elements to be fed. Besides, its low loss feature was demonstrated by comparing with some existing SIW power dividers.

Its design procedure, including some necessary equations, was also discussed. One can follow the procedure to design an LSIW feed network easily.
Chapter 6. Novel Printed Quadrupole Antenna Array

In this Chapter, a novel omnidirectional antenna array, fed by the LSIW feed network discussed in Chapter 5, is proposed.

6.1 Configuration

In this step, eight quadrupole antennas (described in Chapter 4) fed by the proposed feed network are combined in order to design an omnidirectional array. After optimization, the configuration and optimized parameters of the proposed antenna array are shown in Fig. 6.1 and given in Table 6.1, respectively. Fig. 6.2 shows the top surface current distribution, which indicates that the dipoles are fed in phase. The overall size of the array is 62 mm × 12 mm (5.37 λ₀ × 1.04 λ₀).

Fig. 6.3 shows the top and back view of the fabricated prototype of the proposed array. For the convenience of installing connector, the left side of the array is enlarged a little bit.

Fig. 6. 1. Configuration of the novel antenna array.

Fig. 6. 2. Simulated top surface current distribution of the proposed antenna array.
Table. 6.1. Optimized parameters of the novel antenna

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value (mm)</th>
<th>Parameters</th>
<th>Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_f$</td>
<td>0.426</td>
<td>$L_{g2}$</td>
<td>1.9</td>
</tr>
<tr>
<td>$L_f$</td>
<td>2.55</td>
<td>$d$</td>
<td>0.5</td>
</tr>
<tr>
<td>$W_t$</td>
<td>1.6</td>
<td>$p$</td>
<td>0.75</td>
</tr>
<tr>
<td>$L_t$</td>
<td>3</td>
<td>$L_{d1}$</td>
<td>7.1</td>
</tr>
<tr>
<td>$W_o$</td>
<td>0.4</td>
<td>$W_s$</td>
<td>6</td>
</tr>
<tr>
<td>$L_o$</td>
<td>3.2</td>
<td>$L_r$</td>
<td>54</td>
</tr>
<tr>
<td>$L_r$</td>
<td>4.2</td>
<td>$W$</td>
<td>12</td>
</tr>
<tr>
<td>$W_g$</td>
<td>0.2</td>
<td>$L$</td>
<td>62</td>
</tr>
<tr>
<td>$L_{g1}$</td>
<td>1.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6.2 Surrogated model simulation

Same as for the feed network, a surrogate model (Fig. 6.4) was built for optimization process. The optimized dimension of the RWG is 5.65 mm × 53.65 mm while all other parameters are the same as in the fine model (Fig. 6.1). The simulation results of the surrogate coarse model are presented in the next section to compare them with the fine model simulation results.

Fig. 6.5 shows the optimized return loss, gain and efficiency of the array and Fig. 6.6 shows the normalized radiation patterns at 26GHz. These simulation results agree well with those of the fine model (which we will present in the next section) as expected.
Fig. 6.4. Surrogate coarse model of the proposed antenna array.

6.3 Performance

The coarse model was converted to fine model for the last round of simulation, and then fabrication and measurements. The converting process strictly followed the rules presented in Chapter 3, and no extra process has been done. The only part that is different is related to the PEC sheets, which were replaced by metalized vias.

6.3.1 Comparison of fine and coarse model simulation results

To further demonstrate the proposed coarse model approach in the design of the antenna array, we compared the simulated responses of the coarse model with the fine model.

Fig. 6.5 compares the return loss of the fine and the coarse model while Fig. 6.6 compares their gain and efficiency, and Fig. 6.7 compares their radiation patterns. All the results of the fine and the coarse model are matched well. Such small errors have no impact on the fabrication so they can be ignored.
Fig. 6.5. Simulated return loss of the fine and the coarse model.

Fig. 6.6. Simulated gain and efficiency of the fine and the coarse model.

Fig. 6.7. Simulated normalized radiation patterns of the fine and the coarse model.
6.3.2 Fine model simulation and measurement results

Figs. 6.8 - 6.9 present the simulated and measured results of the array. Fig. 6.8 shows that the array has a simulated -10 dB impedance bandwidth of 4.15 GHz (16.8%, 22.56 - 26.71 GHz), while the measured bandwidth is even broader: 6.71 GHz (27.2%, 20.92 - 27.63 GHz). Besides, with a compact size of $5.37\lambda_0 \times 1.04\lambda_0$, the array achieved a high simulated (measured maximum) gain of 13.6 dBi (12.1 dBi) with omnidirectional power radiation at 26 GHz (Fig. 6.9 and Fig. 6.10. a). The curve of the gain (Fig. 6.9) demonstrated that the array has a flat gain of over 10 dBi in the frequency range of 25 - 27 GHz. Out of this frequency range, however, the feed network cannot provide equiphase power to the dipoles since $L_d$ is no longer equal or close to the guide wavelength. Therefore, the radiation pattern is deformed, and hence, the gain drops out of that frequency range. In addition, the array achieved an average simulated efficiency of over 90% in the frequency range of 24 - 28 GHz. On the other side, the array has, as expected, a simulated (measured) sidelobe level of -13 dB (-11 dB) at H-plane because the elements are uniformly fed. The half-power beam width is 9.86° and the cross-polarization levels at both the E- and H-planes are lower than -25 dB.

Therefore, the obtained results have successfully met the specifications set in Chapter 1.

![Simulated and measured return loss of the proposed array.](image)

Fig. 6.8. Simulated and measured return loss of the proposed array.
6.4 Controlling the Directivity of the Array

To complete the design of such an omnidirectional array, we need to know which parameter(s) can influence the directivity. In fact, in this design, the distance between two symmetric dipoles is the major factor that determines the directivity. Fig. 6.11 shows the normalized gain of the array with different values of $L_o$, which reveals that the distance needs to be decreased to get a more omnidirectional pattern. The reason is that this parameter is directedly linked to the H-plane radiation pattern of the antenna element, i.e., the quadrupole.

Not surprisingly, this parameter also influences the return loss, as shown in Fig. 6.12. Therefore, it is quite challenging to find the optimum value of $L_o$. An omnidirectional radiation pattern needs to be achieved, while the return loss cannot exceed -10 dB in the targeted frequency band(s).
6.5 Comparison with Existing Mm-Wave Omnidirectional Antennas and Arrays

As mentioned above, only few mm-wave antenna arrays works have been reported. Table 6.2 compares this work with three existing mm-wave omnidirectional antenna arrays and two antennas. The first four antennas and arrays have been discussed in Section II. To avoid the impact from the connector on the radiation pattern, the size of the prototype fabricated of the array proposed in [7] is in fact around twice of the size presented in the table (around 66×30 mm²). The omnidirectional antenna array discussed in [70] is based on T-slot configuration with a large size while the simulation results showed a moderate performance. By comparison, the array proposed in this paper has a compact size mainly due to its special configuration, which allows the LSIW feed network to be integrated inside of the antenna elements. With a compact size of 5.40λ₀×1.04λ₀, it achieved a relative high gain. Furthermore, it exhibits other superior features such as large bandwidth and ease of design/fabrication.
In this chapter, a novel printed quadrupole antenna array fed by the LSIW feed network was proposed. A surrogate model was firstly used for modeling and optimization, then a fine model was built. The simulated performance of the surrogate coarse model and the fine model were presented for comparison. They were nearly identical as expected. Then, a prototype was fabricated and measured; the measurement results match well with the simulation results. The antenna is omnidirectional. The main factor that influence the radiation pattern was discussed.

The proposed antenna has good performance in terms of bandwidth, gain, and cross-polarization levels. Furthermore, it is low profile, cost-effective, and has simple structure and simple fabrication process. These features were successfully demonstrated by comparison of this work with existing mm-wave omnidirectional antennas and arrays.

### Table 6.2 Comparison with Existing mm-wave omnidirectional antennas and Arrays

<table>
<thead>
<tr>
<th>Works</th>
<th>Operating Frequency (GHz)</th>
<th>Gain</th>
<th>Sidelobe level</th>
<th>Number of Elements</th>
<th>Dimensions (mm²)</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>[7]**</td>
<td>24.00 - 29.00</td>
<td>≈ 11.5 dBi</td>
<td>-15 dB</td>
<td>8</td>
<td>66×15 (5.72λ₀×1.30λ₀)</td>
<td>Moderate</td>
</tr>
<tr>
<td>[18] (*)</td>
<td>27.00 – 28.50</td>
<td>2.08 dBic</td>
<td>——</td>
<td>1</td>
<td>3.44x3.44 (0.32λ₀×0.32λ₀)</td>
<td>High</td>
</tr>
<tr>
<td>[19] **</td>
<td>57.00 - 64.00</td>
<td>1.4 dBi</td>
<td>——</td>
<td>1</td>
<td>4.5x4.3 (0.91λ₀×0.87λ₀)</td>
<td>Low</td>
</tr>
<tr>
<td>[57] (*)</td>
<td>25.80 - 29.30</td>
<td>&gt; 12 dBi</td>
<td>-10 dB</td>
<td>4</td>
<td>68x23.2 (6.13λ₀×2.09λ₀)</td>
<td>Moderate</td>
</tr>
<tr>
<td>[70] (*)</td>
<td>27.00 - 29.00</td>
<td>&gt; 10 dBi</td>
<td>≈ -11 dB</td>
<td>8</td>
<td>100x50 (9.34λ₀×4.67λ₀)</td>
<td>Low</td>
</tr>
<tr>
<td><strong>This work</strong></td>
<td><strong>21.10 - 27.82</strong></td>
<td><strong>12.3 dBi</strong></td>
<td><strong>-11 dB</strong></td>
<td><strong>8</strong></td>
<td><strong>62x12 (5.40λ₀×1.04λ₀)</strong></td>
<td><strong>Low</strong></td>
</tr>
</tbody>
</table>

Note: *: Simulated, **: Measured)

### 6.6 Conclusion

In this chapter, a novel printed quadrupole antenna array fed by the LSIW feed network was proposed. A surrogate model was firstly used for modeling and optimization, then a fine model was built. The simulated performance of the surrogate coarse model and the fine model were presented for comparison. They were nearly identical as expected. Then, a prototype was fabricated and measured; the measurement results match well with the simulation results. The antenna is omnidirectional. The main factor that influence the radiation pattern was discussed.

The proposed antenna has good performance in terms of bandwidth, gain, and cross-polarization levels. Furthermore, it is low profile, cost-effective, and has simple structure and simple fabrication process. These features were successfully demonstrated by comparison of this work with existing mm-wave omnidirectional antennas and arrays.
Chapter 7. Conclusion and Future Work

7.1 Conclusion

In this research work, an effective approach for SIW device modeling in 3D EM commercial software was proposed. It was demonstrated through the successful design of a novel LSIW series feed network and a mm-wave omnidirectional antenna array with numerous attractive features.

The novel SIW approach was mainly based on existing fundamental theories, highlighting that SIW can be regarded as a normal RWG as long as the design rules are strictly followed. Therefore, a modeling approach using surrogate coarse model for modeling and optimization and fine SIW model for fabrication and measurement was proposed. Such an approach makes the optimization process much more efficient than directly optimizing the fine model. It was validated by four different simulation works namely, a simple SIW, an antenna [57], a novel LSIW feed network, and an array. The simulation results proved that this approach is accurate.

The novel LSIW series feed network was designed to feed quadruple antennas proposed in this work. The SIW-based feed network has one input port and 16 output ports. Simulation results showed that it has very low insertion losses and all the output ports inherently have equiphase power with uniform distribution. The complete design procedure of such a feed network was also presented in this thesis. One can follow the procedure to design a new LSIW feed network easily.

As for the array design, the printed quadrupole antenna was proposed as an antenna array element. This antenna allows the feed network to be integrated inside of it without increasing the overall size of the array. Fed in series by the proposed LSIW feed network, a novel mm-wave omnidirectional antenna array was then constructed. The array exhibits several attractive features such as broad bandwidth and high gain. The array can radiate power omnidirectionally due primarily to the quadrupole configuration and the proposed LSIW feed network.

The proposed array was simulated, fabricated, and tested. Both the simulated and measured results demonstrated that the omnidirectional array has good performance in terms of impedance bandwidth, gain, efficiency, and cross-polarization level. Besides, the array offers some other attractive features like low profile, low cost, compactness, simple fabrication process, etc., making it a suitable candidate for future mm-wave communication systems.
7.2 Future Work

Based on the current research work, some other novel antennas and feed networks could be designed.

At first, more rules for directly converting the SIW coarse model to a fine model are necessary. This can be done with more experimental data and some numerical analysis technique.

Secondly, omnidirectional antenna arrays with a similar configuration but with more elements can be designed. In fact, designing an array with even higher gain is, theoretically, possible. But this should be constrained by the increased physical size of the array to be designed. An advantage of such an array is its very low losses due to the low loss LSIW feed network, as discussed in Chapter 5. This is, in fact, one of the attractive features of SIW. However, low losses do not mean no losses. When the physical size of the LSIW increase, the losses will also be increased. So, infinitely increasing the number of elements will not infinitely increasing the gain of the array designed. Therefore, following the design procedure to design a 1×16 or 1×32 array is feasible.

On the other side, the LSIW feed network proposed in this research work has proved that designing series feed networks (power splitters) is possible. Keeping the output ports on one side while deleting the output ports on the other side can form a simple LSIW series power splitter. Such a power splitter is suitable to feed narrowband antenna arrays. For broadband antenna arrays, however, this kind of feed network is no longer suitable since it cannot provide equiphase power in a wide frequency range. An alternative solution should be proposed. This is, therefore, a direction to explore in order to design broadband devices.

Furthermore, new types of arrays can be explored based on the LSIW feed network since the feed network offers low loss performance, which is greatly desired for antennas. The feed network used can directly affect the performance of the array to be designed. Using the same feed network, some other types of antenna element such as patch antennas can be investigated. Such a feed network can also be combined with a SIW parallel feed network to build a planar microstrip patch antenna array.

In fact, several novel designs can be explored thanks to the proposed LSIW feed network and array.
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