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Abstract

In Canada, many remote communities rely on diesel power for the majority of their energy needs, which can cause negative ecological and health impacts while limiting economic development. Bifacial photovoltaics present an alternative to diesel power. With high average latitudes, these communities show potential for large bifacial gains due to high albedo caused by snow and a high fraction of diffuse light; however, high-latitude conditions deviate from standard test conditions, with low average temperatures, light incident from many directions, and high average air masses, resulting in increased energy yield prediction uncertainty.

This thesis describes the performance of bifacial silicon heterojunction cells and modules under high-latitude operating conditions, including high angles of incidence and high air masses. Optical losses in the cell and module are described, and module characteristics are incorporated in DUET, the SUNLAB’s energy yield prediction software, as an incidence angle modifier and air mass modifier. The percentage change in energy yield when considering air mass is shown to increase with increasing latitude: for a single-axis-tracked installation, the annual difference in energy yield is 0.5% in a low-latitude location (33°N), and more than 2.5% in a high-latitude location (69°N). Air mass correction is demonstrated to improve energy yield prediction accuracy compared to the absence of spectral correction. This work improves energy yield prediction accuracy for high-latitude locations, facilitating adoption of solar energy in diesel-dependent remote communities in Canada and abroad.
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Chapter 1

Introduction

In Canada, nearly 200 000 people live in communities with no connection to the North American power grid [1]. Of these, approximately 100 000 people in 175 communities rely on diesel power for the majority of their energy needs [1]. In many locations, diesel fuel is transported by plane or by boat, resulting in high fuel costs and high electricity prices, up to $1.14/kWh [2], while the Canadian average is $0.14/kWh [3]. The government of Nunavut alone spends on average $60.5 million each year to subsidize diesel fuel [2].

Figure 1.1: Map of diesel-dependent remote communities in Canada and electricity transmission lines. Adapted from [4]
Cost is not the only drawback of diesel-generated electricity; diesel fuel causes negative ecological and health impacts, including air pollution and fuel spills [5]. In addition, many remote communities operate near the maximum operating capacity of their diesel generator plants. This is a limiting factor for economic development, preventing, for example, the connection of new homes and upgrades to water treatment plants [4]. Considering the drawbacks of existing diesel infrastructure, alternative sources of energy such as solar and wind can provide considerable benefits, such as reduced costs and emissions [6].

Many projects, including renewable energy installations, face high installation and maintenance costs in remote communities; for example, the average solar installation price per kW in Nunavut is $\sim 1.6 \times$ that of Ontario [7]. Nevertheless, initial calculations demonstrate that solar energy is at grid parity in Nunavut and the Northwest Territories, with projected levelized costs as low as 24% of current electricity prices [8]. In fact, many pilot projects for establishing renewable energy sources in remote communities in Canada are currently underway, including solar module installations [9].

Diesel-reliant communities in Canada tend to be far north, with a population-weighted average latitude of approximately 60°N. While northern summer irradiance is high, with 24 hours of sunlight in some locations, the winter irradiance is low. Therefore, other energy sources will be required, especially in winter, to complement solar energy production.

Arctic environmental conditions present some challenges to solar energy yield prediction, which is essential for determining project feasibility and securing funding. While photovoltaic cells and modules are typically tested at 25°C under normally-incident light with a defined solar spectrum (ASTM AM1.5G), high-latitude conditions deviate from this standard, with low average temperatures, light incident from many directions, and high average air masses. These effects may not all be captured by typical energy yield prediction software, resulting in increased energy yield prediction uncertainty.

Bifacial photovoltaics, photovoltaic modules that absorb light on both the front and rear faces, show particular promise for Arctic operation due to its unique operating conditions. The average albedo (ground reflectivity) is high due to a high degree of snow cover, resulting in more ground-reflected irradiance, especially on the rear face. There is also a high proportion of diffuse light, resulting in high rear-side irradiance. These factors result in a high bifacial gain, the increase in energy yield due to light absorbed by the rear face. In addition, the average temperature is low, resulting in high photovoltaic cell efficiency [10].

While bifacial photovoltaics show promise for Arctic applications, characterizing their performance under high-latitude conditions will allow for more accurate energy yield prediction. This will reduce investment risk for bifacial photovoltaic systems in these communities, encouraging investment in Arctic photovoltaics and facilitating further solar power usage in remote northern communities in Canada.

1.1 Objective and Structure

This work’s main objective is to characterize bifacial photovoltaic behaviour under high-latitude conditions, including high angles of incidence and high air mass spectra, to facilitate energy yield prediction.
Chapter 1. Introduction

This thesis includes publications that resulted from my research over the course of my Master’s studies. There is some overlap between the publications.

Chapter 2 provides background information concerning the fundamentals of bifacial photovoltaics, a description of the modelling methods applied in this research, and details of the experimental methods used. Current generation in a solar cell and recombination mechanisms are described. The solar cell equivalent circuit is presented, and the effects of parasitic resistances are demonstrated. Bifacial photovoltaics, including silicon heterojunction modules (the subject of this thesis), the components of typical solar resource data, and air mass are defined. Simulation diagrams, describing how final results in chapters 4 and 5 were obtained, are presented.

Chapter 3 presents a conference proceeding submitted to the 46th IEEE Photovoltaics Specialists’ Conference (PVSC). Methods for depositing thin-film samples at Arizona State University’s Solar Power Lab are described. The design and performance of a silicon heterojunction solar cell with alternate texturing methods is modeled optically in SunSolve. Cell performance is analyzed at different angles of incidence. Different air mass spectra are applied at a range of angles, and high air mass performance is analyzed.

Chapter 4 presents the final draft of a conference proceeding submitted to the 47th IEEE Photovoltaics Specialists’ Conference (PVSC). It describes the modelling methods applied to obtain a module’s incidence angle modifier and air mass modifier, and demonstrates the impact of the air mass modifier on energy yield predictions in three North American cities. The air mass modifier is demonstrated to be more significant in high latitude locations due to higher average air masses.

Chapter 5 presents an early draft of an article. The air mass modifier is presented again; its impact with respect to latitude is demonstrated for eight locations. In accordance with previous results, the air mass modifier impact is shown to increase with increasing latitude. Spectral data from the CanSIM network, reconstructed by a SolarSIM-G, is used to generate a spectral correction factor. The spectral correction factor is compared to the air mass modifier, and the impact of both modifiers on energy yield are compared. The air mass modifier is shown to improve agreement with the spectral correction factor on an annual basis. More work is required to obtain an accurate approximation of the spectral correction factor without spectral data.

Chapter 6 is the conclusion of this work.

1.2 Copyright Permissions


Chapter 2

Background

2.1 Solar Photovoltaic Operation Principles

2.1.1 Current Generation in a Solar Cell

When light shines on a solar cell, the absorption of a photon promotes an electron from the valence band to the conduction band, forming an electron-hole pair. The electron and hole are subsequently separated by the solar cell, then flow out of the cell and generate current.

In order for a photon to generate an electron-hole pair, it must have energy above the semiconductor bandgap, $E_g$. If the photon energy is higher than the bandgap, carriers (electrons and holes) are excited beyond the band edge and quickly thermalize back to the band edge; the additional energy is lost as heat. If the photon energy is below the bandgap, the light passes through the semiconductor and does not generate an electron-hole pair (figure 2.1).

![Figure 2.1: Electron-hole pair generation in a solar cell, with a) photon energy equal to the bandgap energy, b) photon energy greater than the bandgap energy, and c) photon energy below the bandgap energy (no electron-hole pair is generated).](image)

The ASTM G-173-03 standard [12], defines the standard solar spectrum with variable spectral irradiance between 300 – 4000 nm. The trade-off between thermalization and transparency losses with respect to bandgap results in a maximum possible efficiency that can be obtained under
the standard solar spectrum, derived by Shockley and Queisser in 1961 and called the Shockley-Queisser limit [13]. For the bandgap of crystalline silicon (c-Si), the Shockley-Queisser limit under the standard AM1.5G spectrum is approximately 32% [13].

### 2.1.2 Recombination

Recombination is the process of an electron dropping from the conduction band to the valence band, thereby eliminating an electron-hole pair and reducing solar cell efficiency. There are three main types of recombination in a bulk semiconductor: radiative recombination, Auger recombination, and Shockley-Read-Hall (or trap-assisted) recombination (figure 2.3) [14].

In radiative recombination (the inverse process to photon absorption), the electron and hole recombine and emit a photon with the bandgap energy, $E_g$. Since the photon energy is so near the bandgap, these photons are only weakly absorbed by the semiconductor and are likely to escape the solar cell. Radiative recombination dominates in direct bandgap semiconductor materials, such
as GaAs. In indirect bandgap semiconductor materials, such as silicon, a phonon is required for the radiative recombination process, and radiative recombination is therefore lower [15].

Non-radiative Auger recombination is a similar process, but rather than releasing a photon, the energy is transferred to another carrier, increasing its energy. The energy is then lost to heat as the carrier relaxes to the band edge. Auger recombination increases as the carrier concentration increases because it requires three carriers, so it is more important in heavily doped materials or under high concentrations of sunlight [15]. These first two recombination mechanisms are considered unavoidable, because they are a basic property of the semiconductor.

Shockley-Read-Hall (trap-assisted) recombination is caused by defects in the semiconductor, for example, dangling bonds, lattice dislocations, or impurities. Defects create a trap state (a localized defect level), in the bandgap of the semiconductor. This defect level can assist recombination with another carrier that is also trapped at the defect level. Shockley-Read-Hall recombination is related to the quality of the semiconductor, and may be reduced by improving the semiconductor material quality through improved fabrication processes.

Recombination can also occur at the semiconductor’s surface due to defects at the surface and the presence of dangling bonds. At the surface, the crystal lattice is interrupted, leaving empty states in the surface atoms’ valence bands called dangling bonds [16]. Surface recombination is a similar process to trap-assisted recombination, but the surface presents a near-continuous number of states which results in a near-infinite sink for carriers. Surface recombination can be quantified using the surface recombination velocity, in units of centimeters/second. If there is no surface recombination, there is no movement of carriers towards the surface, so the surface recombination velocity is assumed to be 0 cm/s.

Passivation reduces the surface recombination rate of the solar cell, resulting in longer carrier lifetimes [17]. There are two types of surface passivation: field-effect passivation and chemical passivation. Field-effect passivation creates a layer of fixed charges at the surface, repelling minority carriers and preventing them from reaching the surface and recombining. Chemical passivation reduces defects by saturating the dangling bonds at the surface, usually with hydrogen atoms, so that there is no longer a trap state with which to recombine. Most surface passivation methods, such as SiN$_x$:H deposition, will employ a combination of field-effect and chemical passivation in order to increase carrier lifetimes [17].

Practically speaking, these recombination mechanisms make it difficult to achieve the Shockley-Queisser efficiency limit described in 2.1.1.

### 2.1.3 Solar Cell Equivalent Circuit

An ideal solar cell can be represented by a current source in parallel with a single diode, as represented in the circuit diagram in figure 2.4. $J_{ph}$ represents the photogenerated current in the cell caused by incident illumination, and increases with increased incident solar irradiance [18]. While a single diode is used in this model, a second diode in parallel with the first can also be used to represent junction recombination in the cell.

Applying Kirchoff’s current law to the circuit, the current, $J$, of the solar cell becomes:

$$J = J_{ph} - J_d = J_{ph} - J_0 \left( e^{\frac{qV}{nkT}} - 1 \right)$$  \hspace{1cm} (2.1)

where $J_{ph}$ is the photogenerated current in the cell, $J_d$ is the diode current, $J_0$ is the diode reverse saturation current, $q$ is the electron charge, $V$ is the cell voltage, $n$ is the ideality factor, $k$ is the Boltzmann constant, and $T$ is the absolute temperature [18]. The ideality factor represents the non-ideal behaviour of the solar cell due to second-order effects in the cell. As we can see from equation 2.1, if there is no light incident on the solar cell ($J_{ph} = 0$), the cell is simply a diode.

This equation results in a current-voltage curve, or $J$-$V$ curve, as shown in figure 2.5:

Figure 2.5: $J$-$V$ curve and power curve of an ideal solar cell. $J_{sc}$: short-circuit current. $J_{mpp}$: current at maximum power point. $V_{oc}$: open-circuit voltage. $V_{mpp}$: voltage at maximum power point. $P_{max}$: maximum power.

As the light incident on the cell increases, and therefore the short-circuit current ($J_{sc}$) increases, the $J$-$V$ curve shifts up along the y-axis, increasing the power generated by the cell.

The maximum power point of the solar cell, $P_{max}$, shown in figure 2.5, defines the fill factor $FF$:

$$FF = \frac{P_{max}}{J_{sc}V_{oc}} = \frac{V_{mpp}J_{mpp}}{J_{sc}V_{oc}}$$

(2.2)

where $FF$ is the fill factor, $P_{max}$ is the maximum power of the cell, $J_{sc}$ is the short-circuit current, $V_{oc}$ is the open-circuit voltage, $V_{mpp}$ is the voltage at the maximum power point, and $J_{mpp}$ is the current at the maximum power point.

One way of describing the fill factor is the ratio of the area of two rectangles: one outlined by the
maximum power point’s current and voltage (numerator in equation 2.2), and the other outlined by the short-circuit current and open-circuit voltage (denominator in equation 2.2). The higher the fill factor, the better the quality of the solar cell; the fill factor is reduced by the series resistance, \( R_s \), and the shunt resistance, \( R_{sh} \).

To demonstrate that the solar cell is not perfectly ideal, these two resistances can be added to the solar cell diagram (figure 2.6). The series resistance represents the resistance of the solar cell material, the contact resistance between the metal contacts and the silicon, and the resistance of the metal contacts [18]. The shunt resistance represents alternative current paths, including defect-assisted recombination and edge shunting around the perimeter of the device [19]. Both of these resistances (low \( R_{sh} \) and high \( R_s \)) reduce the fill factor, and therefore the maximum power of the solar cell.

\[
\begin{align*}
J &= J_{ph} - J_d - J_{sh} = J_{ph} - J_0 \left( e^{\frac{q(V + JR_s)}{nkT}} - 1 \right) - \frac{V + JR_s}{R_{sh}} \\
\text{where } J &= \text{the solar cell current}, \quad J_{ph} = \text{the photogenerated current in the cell}, \quad J_d = \text{the diode current}, \quad J_{sh} = \text{the shunt current}, \quad J_0 = \text{the diode reverse saturation current}, \quad q = \text{the electron charge}, \quad n = \text{the ideality factor}, \quad k = \text{the Boltzmann constant}, \quad T = \text{the absolute temperature}, \quad R_s = \text{the series resistance}, \quad R_{sh} = \text{the shunt resistance}, \quad V = \text{the cell voltage} [18].
\end{align*}
\]

The slope of the dashed lines in figure 2.7a and b can be used to approximate the series and shunt resistances, respectively.

When the photocurrent is low, the losses due to shunt resistance become more important because the current through the shunt resistance pathways \( (J_{sh}) \) represents a larger proportion of the overall generated current. When the photocurrent is high, the losses due to series resistance become more important, since the loss in the resistor \( (P = J^2R_s) \) increases quadratically with current. If series resistance becomes too high or shunt resistance becomes too low, the cell will operate as a resistor.
2.1.4 Quantum Efficiency

Quantum efficiency is a measurement of the quality of a solar cell, defining the efficiency with which a solar cell converts photons into current. Quantum efficiency is dependent on wavelength, $\lambda$: for a given photon energy level, the external quantum efficiency (EQE) is the ratio of charge carriers that are collected by the solar cell to the number of photons incident on the solar cell. If all of the photons incident on the solar cell at a given wavelength are absorbed and generate an electron-hole pair that is then collected as current, the EQE at that wavelength is 1.

$$EQE(\lambda) = \frac{\text{# electrons collected}(\lambda)}{\text{# incident photons}(\lambda)}$$  \hspace{1cm} (2.4)  

The internal quantum efficiency (IQE) is the ratio of charge carriers collected by the solar cell to the number of photons that are absorbed by the cell:

$$IQE(\lambda) = \frac{\text{# electrons collected}(\lambda)}{\text{# absorbed photons}(\lambda)} = \frac{EQE(\lambda)}{1 - t(\lambda) - R(\lambda)}$$  \hspace{1cm} (2.5) 

where $t$ is the transmission through the solar cell and $R$ is the reflection from the front of the cell. While EQE accounts for transmission and reflection losses, IQE only defines losses that are internal to the solar cell, such as recombination. By definition, the EQE is always less than the IQE. By measuring the EQE, the reflectance, and the transmission of a solar cell, the IQE can be calculated.

The spectral responsivity ($SR$) is the fraction of available irradiance that is converted into current, in A/W. The spectral responsivity of a cell or module can be determined from the EQE as:

$$SR(\lambda) = \frac{q \lambda}{hc} EQE(\lambda)$$  \hspace{1cm} (2.6)
where \( q \) is the elementary charge in C, \( \lambda \) is the wavelength in m, \( h \) is the Plank constant in J·s, \( c \) is the speed of light in m/s, and EQE is the external quantum efficiency of the module. Spectral responsivity is lower at short wavelengths, and higher at long wavelengths. This is due to the additional power per photon at short wavelengths, which cannot be used by the solar cell and is lost through thermalization. Typical spectral responsivity and external quantum efficiency curves for the silicon heterojunction module studied in this work are shown in figure 2.8.

![Figure 2.8: Spectral response (SR) and external quantum efficiency (EQE) of bifacial silicon heterojunction module.](image)

If the EQE, and therefore the SR, is known, the short-circuit current density can be calculated for an incident spectrum as:

\[
J_{sc} = \int SR(\lambda)E(\lambda)d\lambda
\]  

(2.7)

where \( J_{sc} \) is the short-circuit current density in A/m\(^2\), \( SR \) is the spectral response in A/W, and \( E \) is the incident spectral irradiance in W/m\(^2\)/nm. The \( J_{sc} \) is typically expressed in mA/cm\(^2\) for single cells.

### 2.1.5 Bifacial Photovoltaics

Unlike monofacial solar panels, which absorb light only on the front face, bifacial panels absorb light from both the front and rear faces. This results in an increase in energy yield due to the additional irradiance on the rear face, primarily from diffuse and ground-reflected light (figure 2.9).
Figure 2.9: Sources of irradiance for a) monofacial and b) bifacial solar panels.

The increase in energy yield is called the bifacial gain, and is defined as:

$$Bifacial \ Gain = \frac{EY_{bi} - EY_{mono}}{EY_{mono}}$$  \hspace{1cm} (2.8)

where $EY_{bi}$ is the energy yield for a bifacial module, and $EY_{mono}$ is the energy yield of a monofacial module under the same site and weather conditions. Bifacial installations have demonstrated gains exceeding 30% over monofacial modules [20].

Due to differences in cell design (for example, different metallization patterns), the rear face of a bifacial cell or module is less efficient than the front face. This difference in efficiency is defined by the bifaciality factor, $\phi$, the ratio of short-circuit current generated by the rear face to the short-circuit current generated by the front face under standard test conditions:

$$Bifaciality \ Factor, \ \phi = \frac{J_{sc, \text{rear}}}{J_{sc, \text{front}}}$$  \hspace{1cm} (2.9)

where $\phi$ is the bifaciality factor, $J_{sc, \text{rear}}$ is the current collected from the rear module face, and $J_{sc, \text{front}}$ is the current collected from the front module face. According to a new standard describing bifacial cell characterization, IEC60904-1-2 [21], bifacial short-circuit current is proportional to the sum of the incident irradiance on both the front and rear faces, with the rear-side irradiance de-rated by the bifaciality factor [22].

High-efficiency bifacial modules (such as silicon heterojunction and passivated emitter rear contact, or PERC, cells) require a minimal increase in cost over high-efficiency monofacial modules, as they use similar fabrication methods [23]. Maintenance cost for bifacial installations is expected to be less than monofacial installations, due to the reduced number of panels required for the same power output. Together with the increase in energy yield, these factors greatly reduce the levelized cost of energy (LCOE) of bifacial systems compared to monofacial for most locations [24]. Therefore, bifacial photovoltaics are projected to make up 40% of the crystalline silicon market share by 2028 [25].

However, bifacial photovoltaics are still an emerging technology, and there is some uncertainty in modelling bifacial gain [23]. Many factors can affect the bifacial gain, including surface albedo, diffuse light fraction, racking configuration, and row spacing [23]. This uncertainty may slow future
adoption of bifacial modules. Further improvements in modelling technology and additional field test data are required to provide key stakeholders greater confidence in adopting bifacial technology.

### 2.1.6 Silicon Bifacial Heterojunction Solar Modules

Silicon heterojunction solar cells are high-efficiency solar cells that incorporate thin-film hydrogenated amorphous silicon (a-Si:H) layers on the front and rear faces. The first modern silicon heterojunction (SHJ) solar cell was invented in 1992 by Sanyo [26]. They coined the term HIT cell, or heterojunction with intrinsic thin-layer, to describe the multilayer a-Si:H structure with a thin intrinsic layer between the c-Si and the doped a-Si:H. Today, the world record of efficiency for a crystalline silicon solar cell is held by a heterojunction cell, at 26.7% [27].

The typical silicon heterojunction module design is shown in figure 2.10. This includes a c-Si wafer, pyramidally textured for light-trapping, with layers of intrinsic and doped a-Si:H and indium tin oxide (ITO) on the front and rear faces. The PN junction of the cell is at the front, between the c-Si and p+ a-Si:H layers. For the full module, there are also ethylene vinyl acetate (EVA) encapsulant and glass layers on both faces. Heterojunction cells have a high bifaciality due to their symmetry between the front and rear faces [28].

![Cross-section of typical silicon bifacial heterojunction module design](image)

**Figure 2.10:** Cross-section of typical silicon bifacial heterojunction module design. c-Si: crystalline silicon. a-Si:H: hydrogenated amorphous silicon. ITO: indium tin oxide. EVA: ethyl vinyl acetate.

One advantage of SHJ design is the high-quality passivation provided by the a-Si:H layers, resulting in high open circuit voltage, \( V_{oc} \) (and high efficiency) [29]. The a-Si:H layers provide chemical passivation by hydrogenating the c-Si dangling bonds, while the doped a-Si:H layers provide field-effect passivation by repelling minority carriers [30].

In addition, the a-Si:H layers allow for lower temperature deposition than standard aluminium back-surface-field c-Si cell fabrication processes, reducing the cost and energy payback time of the solar module [31]. One drawback to a-Si:H is its optical absorption in the short-wavelength range,
only a fraction of which can be collected, causing a reduction in the $J_{sc}$ by reducing the amount of light that is absorbed in the c-Si wafer [32].

The ITO layers allow for lateral carrier conduction on both cell faces while also acting as anti-reflection coatings. ITO is highly conductive, with typical resistivity in the $10^{-5}$ to $10^{-4}$ Ω-cm range [33]. This conductive layer is required because the a-Si:H layers are thin and highly resistive, so the carriers cannot be conducted laterally through the a-Si:H layer to the contact [28]. The ITO thickness is usually set to 75 nm to act as an anti-reflection coating with a reflectance minimum at 600 nm (the peak of the solar spectrum) due to destructive interference in the thin film. In a typical anti-reflection coating, the coating thickness is one-quarter of the desired wavelength of the reflectance minimum, so the beam travels exactly half its wavelength after reflecting from the second interface.

The encapsulation layers (EVA and glass) help to protect the cell from the environment, including moisture and dust, allowing modules to have a standard 25-year service life [34]. While module efficiency decreases over time, encapsulation helps to mitigate environmental effects on the cell. Encapsulation also creates a structure to support the solar cells: EVA provides adhesion between front and rear glass sheets, and the glass offers structural support. While necessary, the encapsulation process reduces module efficiency due to parasitic absorption in the EVA and glass (especially in the UV range) and reduces module performance due to increased reflectivity at the glass-air interface, as shown in Chapter 4.

### 2.1.7 Components of Solar Irradiance

Weather data, such as the Canadian Weather Year for Energy Calculation (CWEC) or Typical Meteorological Year (TMY) files, include direct, diffuse, and global irradiance data. The direct normal irradiance (DNI) is direct radiation that is incident on a plane normal to the sun’s beam (figure 2.11a). It typically includes circumsolar radiation, which is radiation measured within ±2.5° of the center of the sun [35]. Diffuse horizontal irradiance (DHI) is irradiance that has been scattered by the atmosphere and therefore comes from all directions, except directly from the sun. It is measured on a horizontal plane parallel to the ground, as shown in figure 2.11b. Global horizontal irradiance (GHI) is the total irradiance incident on a horizontal surface, including both direct and diffuse light.

![Figure 2.11: Diagram of a) direct irradiance, b) diffuse irradiance, and c) global irradiance. DNI: direct normal irradiance. GHI: global horizontal irradiance. DHI: diffuse horizontal irradiance.](image-url)
The three terms are related by the following equation:

\[ GHI = DHI + DNI \cos(\theta) \]  

(2.10)

where \( \theta \) is the solar zenith angle, the angle from a vertical line perpendicular to the ground to the sun’s position in the sky.

These three components of solar radiation are readily available for many locations across the globe, and are commonly used by energy resource models, such as the DUET model described in section 2.2.3.

### 2.1.8 Air Mass

The air mass is the ratio of the path length of sunlight through the atmosphere to the effective thickness of the atmosphere (see figure 2.12). When the sun is directly overhead, the air mass is 1. The solar spectrum that is incident on the outside of the earth’s atmosphere is called air mass zero (AM0), since it has not passed through the atmosphere at all. The sun emits radiation over a wide wavelength range, and the AM0 spectrum closely resembles the shape of blackbody radiation with a temperature of \( \sim 5800 \) K [36].

![Diagram of sun path length through the atmosphere for air mass calculation.](image)

**Figure 2.12**: Diagram of sun path length through the atmosphere for air mass calculation. \( L \): sun’s path length through the atmosphere. \( L_0 \): thickness of the atmosphere. \( \theta \): zenith angle.

\[
\text{Air Mass} = \frac{\text{Path length}, L}{\text{Thickness of atmosphere}, L_0} = \frac{1}{\cos(\theta)} \\
(2.11)
\]

While equation 2.11 is sufficient for most cases, it deviates from the correct air mass value at high zenith angles. Due to the gradual difference in air density, and therefore refractive index, as a function of height, there is a slight bend in the sunlight’s path as it approaches the earth. This requires a small correction in the air mass calculation as follows [37]:

\[
\text{Air Mass}' = \frac{1}{\cos(\theta) + 0.50575(96.07995 - \theta)^{-1.6364}} \\
(2.12)
\]

As light travels through the atmosphere, portions of the spectrum are absorbed by molecules in the atmosphere, including water, ozone, oxygen, and carbon dioxide, resulting in a change to the shape and overall intensity of the solar spectrum. The American Society for Testing and Materials...
(ASTM) has developed a standard spectrum to represent solar radiation, G173-03 [12], which assumes an air mass of 1.5 (zenith angle of 48°). However, this standard is meant to represent the average solar irradiance spectrum for a typical location. Atmospheric conditions, including the weather and atmospheric pollutants, as well as the sun’s position in the sky, change the irradiance spectrum.

If the sun is low in the sky, and therefore air mass is high, the UV portion of the solar spectrum is reduced due to the attenuation of UV wavelengths by atmospheric scattering (see figure 2.13) [38]. This also reduces the overall intensity of the incident irradiance (see inset, figure 2.13). This changing spectral shape will affect module efficiency, as explored in chapters 4 and 5.

![Spectral irradiance for air masses from AM1.1 to AM20 generated by SMARTS. Inset: total irradiance for air mass spectra for AM1.1 to AM20.](image)

Figure 2.13: Spectral irradiance for air masses from AM1.1 to AM20 generated by SMARTS. Inset: total irradiance for air mass spectra for AM1.1 to AM20.

2.2 Energy Yield Prediction: Software, Modelling Methods, and Instrumentation

2.2.1 SunSolve

SunSolve is a Monte Carlo online ray-tracing program by PVLighthouse that calculates the optical and electrical performance of a solar module or cell under a given illumination source [39]. It combines thin-film optics with Beer-Lambert absorption to determine optical losses in the device under test. Each device is defined as a layer stack of materials and thin films, each with their own complex refractive index, thickness, and texture morphology.

The ray-tracing algorithm generates a number of rays, called a ray packet, assigning each a wave-
length, an intensity, a direction, and a location, based on user inputs. Each light ray proceeds in a straight line until it intersects with the cell or module surface. At the interface, reflectance, transmittance, and absorptance are calculated based on the ray’s wavelength, the refractive index of the materials on either side of the interface, and the thin films between them. The intensity of the ray is reduced by the absorptance of the thin films, and it is then either reflected or transmitted based on a random calculation weighted by the calculated reflectance and transmittance. The ray is then assigned a new direction based on the interface’s scattering model and whether the ray is transmitted or reflected. If the ray passes through an optically thick absorbing layer, the intensity is reduced by Beer’s law. The transmission, reflection, and absorption in each layer are then summed for all of the rays in the ray packet and averaged for the entire ray packet. The average of all of the ray packets are then returned to the user.

The optical losses in each layer with respect to wavelength of a silicon heterojunction bare cell and a silicon heterojunction module are discussed in chapters 3 and 4, respectively. This model does not currently include drift/diffusion or temperature effects.

### 2.2.2 Simple Model of the Atmospheric Radiative Transfer of Sunshine

Simple Model of the Atmospheric Radiative Transfer of Sunshine (SMARTS) is a computer software that simulates solar irradiance spectra under clear-sky conditions [40]. It uses various inputs to describe the atmospheric conditions for which irradiance spectra are calculated. SMARTS can calculate direct, diffuse, global, and circumsolar irradiance on any horizontal or tilted surface for wavelengths from 280 - 4000 nm. Spectral resolution is 0.5 nm for 280-400 nm, 1 nm for 400-1750 nm, and 10 nm for 1750-4000 nm. It has been subject to extensive validation and is used to define the ASTM G-173-03 AM1.5G standard spectrum (see figure 2.14) [12]. In this work, SMARTS was used to generate reference spectra and spectra with varying air mass.

![Figure 2.14: Reference spectra defined by ASTM G173-03, generated by SMARTS.](image-url)
2.2.3 DUET

DUET is the SUNLAB’s energy yield prediction software for bifacial PV, which incorporates elements of a 3D view-factor model with ray-intersection shading checks for system elements, such as racking and torque tubes [41]. The Python-based model takes weather files, such as Canadian Weather Year for Energy Yield Calculation (CWEC) or Typical Meteorological Year (TMY) files, as input, along with system parameters (e.g. module orientation, racking, spacing), and module characteristics (e.g. wiring and bypass diode configuration, responsivity). The model then calculates monofacial and bifacial energy yield for each timestamp in the weather file.

DUET divides irradiance into three sources: direct solar radiation, diffuse sky dome radiation, and ground-reflected radiation. The diffuse sky dome (see figure 2.15) is found based on the Perez 1993 model [42], a measurement-based mathematical model that calculates luminance distribution. The model calculates sky clearness and sky brightness (as described in [42] and [43]) from direct normal and diffuse horizontal irradiance, then finds the luminance distribution based on these factors and the sun’s location in the sky.

![Figure 2.15: Diffuse sky dome irradiance, divided into sky patches, for a) sunny and b) cloudy timestamp, generated in DUET. Sunny: GHI = 410 W/m², DNI = 716 W/m², DHI = 77 W/m². Cloudy: GHI = 201 W/m², DNI = 0 W/m², DHI = 201 W/m².](image)

DUET sections the diffuse sky dome, ground, and panel under analysis (front and rear) into patches. Each pair of patches includes an irradiance source and an irradiance target (sky to ground, sky to panel, and ground to panel), and a ray connecting the center of these patches is checked for intersection with scene shading elements, such as the torque tube and posts. If a target patch is found to be shaded from a source patch, the irradiance incident on the receiving patch from the radiant patch is set to zero.

For each set of patches (sky to ground, sky to panel, and ground to panel), the model calculates the view factor connecting every radiant patch to every target patch, and calculates the incident irradiance on each target patch from each radiant patch. The sum of all radiant patch contributions determines the total irradiance incident on each target patch. In this calculation, the ground patches act first as target patches, receiving irradiance from the diffuse sky dome and the sun. The model then multiplies the total irradiance on each ground patch by the ground albedo.
(ground reflectance between 0 and 1) before performing the ground-to-panel irradiance calculation. The ground-reflected, diffuse, and direct irradiance on each panel patch is then summed to find the total panel patch irradiance, as shown in figure 2.16.

![Figure 2.16: a) Front-incident irradiance, b) rear-incident irradiance, and c) total cell power for a bifacial module in DUET. Generated for a single-axis-tracked module in Cambridge Bay, NU, on a sunny timestamp. Shading from torque tube can be observed in the rear-side irradiance.](image)

In this way, the sum of incident irradiance from all sources, including directly from the sun, from each sky patch, and from each ground patch, is found for each panel patch. The total incident irradiance on each cell is found by summing the total irradiance on the cell patches. For bifacial energy yield calculations, the model de-rates the rear-side irradiance by the bifaciality factor, then adds it to the front-side irradiance. This irradiance is used to determine each cell’s photogenerated current, and the full \( J-V \) curve is calculated following the 1-diode model, adjusted for temperature. Cell \( J-V \) curves are summed depending on the module’s internal wiring architecture to determine full module power. The maximum power point is multiplied by the timestamp duration to find module energy yield for that timestamp.

This process is repeated for each timestamp, and the per-timestamp energy yield can then be summed to find the total energy yield.

### 2.2.4 SolarSIM

The SolarSIM-G (see figure 2.17) is a measurement tool invented by Spectrafy, Inc. that combines nine narrow-wavelength spectral irradiance measurement channels to reconstruct the global solar spectral irradiance in the 280 - 4000 nm range based on a spectral model [44]. It is capable of resolving the spectrum under both clear and cloudy sky conditions. Its counterpart, the SolarSIM-D2, models direct irradiance from six channels and was validated in [45]. From combined global and direct irradiance measurements, the diffuse spectral irradiance can be calculated.

SolarSIM-D2 performs spectral reconstruction based on a model that calculates aerosol optical depth, precipitable water vapour, and atmospheric total column ozone based on its narrow wavelength measurements. The impact of mixed gas absorption, \( \text{NO}_2 \) absorption, and Rayleigh scat-
tering are determined from temperature and air pressure measurements [46]. The broadband DNI can also be found by integrating the spectral irradiance. The SolarSIM-G has three additional narrow wavelength channels (one in the ultraviolet and two in the infrared range), which help to reconstruct the diffuse irradiance [44].

SolarSIM devices are unique in the PV industry as tools for spectral measurement, providing spectral and atmospheric data in one affordable device. In this work, I drew from National Resources Canada’s CanSIM database, which provides global, diffuse, and direct spectral data for various Canadian cities using SolarSIM devices. This volume and range of spectral data is typically difficult and expensive to obtain, and the data provided a unique contribution to this work.

2.2.5 Simulation Procedure

The following diagrams describe the simulation procedure that I followed to obtain the results described in chapters 4 and 5 of this thesis.

Air Mass Modifier Impact Algorithm

The air mass modifier is a correction factor that accounts for spectral shift due to the sun’s changing path length through the atmosphere (air mass). For further details, see chapter 4. The impact of the air mass on energy yield predictions was calculated as follows (see figure 2.18):

1. Generate spectra for a range of air masses using the SMARTS software, following the standard ASTM G-173-03 spectrum with the exception of the Rayleigh (air mass) parameter.
2. Calculate the external quantum efficiency (EQE) of the module using SunSolve.
3. Integrate the air mass spectra with the module EQE to find short-circuit current. Integrate the spectra (both air mass and reference) to find total irradiance. Calculate the air mass modifier.
4. Incorporate the air mass modifier with the responsivity of the module in the DUET energy yield model.

5. Calculate the energy yield in DUET with and without the air mass modifier to determine the air mass modifier impact.

**Figure 2.18:** Block diagram of the algorithm for calculation of the air mass modifier impact. AMM = air mass modifier. TMY = typical meteorological year. CWEC = Canadian weather year for energy calculation.

**Spectral Correction Factor Impact Algorithm**

The spectral correction factor is a correction factor for energy yield calculations to account for changing module performance under arbitrary measured spectra. The spectral correction factor is affected by all atmospheric conditions, including air mass, precipitable water content, and ozone (for further details, see chapter 5). It is found by modelling module performance under measured spectra, then adjusting predicted energy yield to account for changing module performance under these spectra. The impact of the spectral correction factor was calculated as follows (refer to figure 2.19):

**Figure 2.19:** Block diagram of the algorithm for calculation of the spectral correction factor impact. SCF = spectral correction factor.

1. Measure spectra for test locations using SolarSIM technology. (Provided to the author by the CanSIM network).
2. Calculate the external quantum efficiency (EQE) of the module using SunSolve.

3. Apply measured spectra to the modeled EQE to find short-circuit current. Integrate the spectra (both measured and reference) to find total irradiance. Calculate the spectral correction factor for each spectrum.

4. Apply the spectral correction factor to module responsivity in DUET.

5. Calculate energy yield in DUET with and without the spectral correction factor to determine the spectral correction factor impact.

2.3 Experimental Methods

2.3.1 External Quantum Efficiency (EQE)

External quantum efficiency (EQE) is the percentage of incident photons that generate an electron-hole pair that are then collected as current (see section 2.1.4). For the quantum efficiency measurements described herein, a Newport IQE-200 quantum efficiency system was used.

To measure quantum efficiency (see figure 2.20), the light from a source passes through the filter wheel, then through an optical chopper, which adds a periodic on-off signal to the light beam. The monochromator selects a narrow wavelength range (~5 nm FWHM), then a beam splitter shines light on the sample and on a reference cell. The reference cell and test sample signals are amplified by preamplifiers, then by the lock-in amplifier. The on-off periodic signal created by the optical chopper and synchronized to the lock-in amplifier allows for a more accurate measurement, since the signal can be filtered at the chopper frequency. The signal is then fed back to the control software where the quantum efficiency is calculated.

![Diagram of external quantum efficiency (EQE) test setup.](image)

Figure 2.20: Diagram of external quantum efficiency (EQE) test setup.

For quantum efficiency measurements performed at non-normal incidence, the sample under test was mounted on a rotating stage, as shown in figure 2.21. The stage was designed such that the axis of rotation was at the level of the beam’s point of incidence on the cell’s surface.
Chapter 2. Background

2.3.2 Fabrication of Optical Test Samples

In this work, optical test samples were fabricated to measure the complex refractive indices (refractive index, $n$, and extinction coefficient, $k$) of silicon heterojunction thin films (ITO and a-Si:H). The samples were fabricated at Arizona State University (ASU) in their class 10,000 clean room facility, the Solar Power Laboratory. This facility provided a constant temperature of 19°C and humidity of 42%.

For silicon substrate samples, 2-inch single-side polished round substrates were cleaned by the following steps: RCA-B solution of 1:1:6, HCl:H$_2$O$_2$:H$_2$O at 75°C for 10 minutes to remove ion impurities; a Pirahna bath of 4:1, H$_2$SO$_4$:H$_2$O$_2$ at 110°C for 15 minutes to remove organics; and a buffered oxide etch (BOE) of 10:1, H$_2$O$_2$:HF at 19°C for 10 minutes as an oxide etch. Each of these steps was followed by a 10-minute DI water bath. The glass slides were cleaned by a 3-step process, 5 minutes each in acetone, isopropyl alcohol, and distilled water in a sonicating bath.

Hydrogenated amorphous silicon (a-Si:H) thin-film layers were deposited on a single side using plasma-enhanced chemical vapour deposition (PECVD) with an Applied Materials P5000 PECVD (see figure 2.22). Since this tool is designed for standard 156 mm square wafers, substrates were placed on carrier wafers. Silane (SiH$_4$) and hydrogen (H$_2$) were used for the deposition of intrinsic films, and phosphine (PH$_3$) and diborane (B$_2$H$_6$) were used as dopant gas flows for the n-type and p-type amorphous silicon, respectively. Depositions were performed at 250°C. The resistivity of films deposited with the recipe used were reported to be 18,000 Ω-cm for p-type and 90 Ω-cm for n-type [47].

Indium-tin-oxide (ITO) deposition was performed using an MRC-944 direct-current magnetron
sputtering tool at 5.5 mT with 3% oxygen gas concentration and 1kW power. Samples were annealed in a muffle furnace at 280°C for 30 minutes.

### 2.3.3 Ellipsometry

Ellipsometry is a method of characterizing thin films by measuring the polarization of light that is reflected from a film at a known angle of incidence. The light incident on the film has a known polarization state, and the change of polarization of the reflected light beam is used to evaluate the material’s optical and structural properties. The thickness of a thin film, as well as the complex refractive index ($n$ and $k$), can be determined.

To determine the thin film’s properties, the change in the polarization of light, defined by the ellipsometric angles (amplitude ratio, $\Psi$, and phase difference, $\Delta$), is measured. First, light with a known polarization state is created through a polarizer and compensator, and shines on the sample. Then, the reflected light passes through a polarizer and its ellipsometric angles are measured. A model must then be used to determine the film properties from these measurements.

In this work, ellipsometry was performed using a J.A. Woollam M-2000 ellipsometer with a translation stage (see figure 2.23). The thin films on silicon substrates were measured at 65°, 75°, and 85°, while those with glass substrates were measured at 50°, 55°, and 60°. These angles are near the Brewster angle of the substrates (approximately 74° for silicon and 56° for glass), taking advantage of the larger difference between the parallel and perpendicularly polarized components of the reflected light at this angle. These measurements result in six datasets (two measured properties, three measurement angles) that can be fit, which is more robust than fitting for a single measurement angle. Ellipsometry was performed for a range of wavelengths from 193 - 1690 nm in 1.6 nm increments for wavelengths below 1000 nm and 3.5 nm increments for wavelengths above 1000 nm.
Hydrogenated amorphous silicon (a-Si:H) layers were modeled using the Tauc-Lorentz model, and ITO layers were modeled using the Lorentz-Drude model, which are commonly used for ellipsometry measurements of these materials [48] [33]. Ellipsometry measurements are presented in the following paper in Chapter 3.
Chapter 3

Texturing and High-Angle Performance

3.1 Preface

The following chapter presents a Photovoltaics Specialists’ Conference (PVSC) proceeding that describes SunSolve simulations of bifacial silicon heterojunction cells at angles of incidence from $0^\circ$ to $80^\circ$ and air masses from 1 to 5. Thin film fabrication procedure and ellipsometry results are described.

It should be noted that the agreement between the simulated and measured quantum efficiency in Fig. 5 is much worse than what is demonstrated in chapter 4 (Fig. 2). After this publication, we made improvements, including: new quantum efficiency measurements, the addition of a reflecting layer behind the cell which improved agreement in long-wavelengths, and fine-tuning of modeled thin film layer thicknesses which greatly improved agreement in the UV range.

In this chapter, cell performance with increasing air mass is presented, normalized with respect to incident current ($J_{inc}$) in the 300 - 1200 nm range. Later, we normalize for the entire spectral range, 280 - 4000 nm, with respect to intensity.
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Abstract — Bifacial photovoltaics at high latitudes can achieve up to 25-45% bifacial gain due to high-albedo snow cover and high proportion of diffuse light. We studied the angular performance of bifacial silicon heterojunction solar cells with various textures to understand high-latitude effects on optical losses. For cone and pyramid-patterned designs, external quantum efficiency decreases at high angles of incidence, primarily due to increased reflectivity, although longer path length through front-surface films also increases UV losses for all surface types. At 80° incidence and 25°C, a <7% reduction in short-circuit current due to change in external quantum efficiency is observed for random pyramid textured surfaces. Simulation is compared to measured external quantum efficiency for a silicon heterojunction cell, and similar trends are observed with increasing angle of incidence. A relative reduction of <1% in short-circuit current is also observed when moving from an air mass of 1.5 to 5 at high angles of incidence. These results will inform future solar heterojunction designs for this application and be applied to refine annual energy yield calculations.

Index Terms — air mass, angle of incidence, amorphous silicon, bifacial photovoltaics, heterojunction cell, indium-tin-oxide, photovoltaic cells, ray tracing, silicon solar cell, texture.

I. INTRODUCTION

Many northern and remote communities rely on diesel energy, but this use of fossil fuel is expensive and has a disproportionate high impact on fragile environments. Bifacial photovoltaics, or photovoltaic cells that absorb light from the rear in addition to the front, present a clean and low cost alternative.

Bifacial solar energy yield increases with high albedo, high proportion of diffuse light, and low temperature, conditions which are common in Arctic locations. These operating conditions also diverge from standard test conditions of 0° angle of incidence, 25°C, and AM1.5, namely due to high air mass, low temperature, and high angle of incidence.

For example, the Arctic community of Cambridge Bay, Nunavut, located at 69.1°N, has an average global horizontal irradiance (GHI)-weighted air mass of >3.1 and the proportion of diffuse horizontal irradiance (DHI) to GHI is 44.5%. In this location, the average direct normal irradiance (DNI)-weighted angle of incidence on the rear side of a latitude-tilt bifacial panel is very high at 77°. Energy yield projections for modules at high latitudes would be improved if cell performance under these conditions is taken into account.

Silicon heterojunction (SHJ) solar cells currently hold the record for silicon solar cell efficiency, at 26.7% [1], and are easily adaptable to bifacial applications [2]. However, these cells are typically designed and characterized for regions approximating AM1.5G operating conditions. More precise energy yield analysis of bifacial cells and panels for these conditions will reduce investment risk, resulting in a faster shift towards deployment of bifacial technologies.

II. CHARACTERIZATION OF THIN FILMS

The optical properties of hydrogenated amorphous silicon (a-Si:H) and indium-tin-oxide (ITO) thin films depend strongly on their deposition parameters; these include substrate temperature, film thickness, and substrate material. Therefore, it is important to input experimental values in simulation models in order to get accurate predictions.

In this case, we seek to characterize annealed and as-deposited ITO films and PECVD-deposited doped and intrinsic a-Si:H layers across the range of parameters to be used in the modeling of heterojunction cells. A range of deposition thicknesses was tested in order to better optimize layer parameters.

A. Fabrication

Layers of a-Si:H were deposited on crystalline silicon (c-Si) substrates. Substrates were cleaned for 10 minutes in RCA-B (6:1:1 H2O:H2O2:HCl) at 75°C (ionic clean) and 10 minutes in Piranha (8:1 H2O:H2SO4) at 110°C (organic clean). Just before deposition, the samples were dipped in buffered oxide etch (BOE) at room temperature to remove the native oxide layer.

Varying thicknesses of a-Si:H were then deposited using an Applied Materials P5000 PECVD at a frequency of 13.6 MHz and a substrate temperature of 250°C. Silane (SiH4) and hydrogen (H2) were used for the deposition of intrinsic films, and phosphine (PH3) and diborane (B2H6) were used as dopant gas flows for the n-type and p-type amorphous silicon, respectively. The resistivity of films deposited with the recipe used were reported to be 18,000 Ω-cm for p-type and 90 Ω-cm for n-type [3].

Varying thicknesses of ITO were deposited on glass substrates. Substrates were cleaned by 5-minute sonication in acetone, isopropyl alcohol, and distilled water. ITO was then deposited by sputtering at 1 kW power with 3% O2 flow at 5.5 mT.
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**B. Ellipsometry**

For the a-Si:H samples, ellipsometry measurements were taken using a J.A. Woollam M-2000 ellipsometer with incidence angles of 65°, 75°, and 85°. To obtain optical constants, we applied the Tauc-Lorentz model, the commonly accepted method to simulate a-Si:H [4]. Results are shown in Figure 1.

The optical constants of p-type a-Si:H, shown in figure 1a, are lower than intrinsic due to the increased boron doping level, as expected [5], [6]. The measurements follow trends from previous studies; while the n-type and intrinsic curves may be affected by their difference in thickness, phosphorous doping has also been associated with reduced bandgap and increased refractive index [7].

Figure 1b shows that optical constants increase with thickness. The trend of higher bandgap and reduced refractive index for thinner films of a-Si:H has two possible explanations: (1) higher hydrogen content and presence of nano-clusters in the interface region between the a-Si and c-Si [4], and (2) quantum effects [8]. This trend was also observed for n-type a-Si:H, although the trend in p-type films was not clear.

For the ITO samples, ellipsometry was performed with incidence angles of 50°, 55°, and 60°, and we applied the Lorentz-Drude model for analysis. Measurements were taken after deposition, then again after annealing at 280°C for 30 minutes. Figure 2 shows that the absorption in the ITO increases after annealing, as expected [9].

**III. QUANTUM EFFICIENCY AT HIGH INCIDENT ANGLE**

To determine the optical behavior of solar cell designs, simulations were performed using SunSolve™, a Monte Carlo ray-tracing online software from PV Lighthouse that evaluates thin-film and surface texturing optical effects. Figure 3 depicts the bifacial SHJ layer structure used in this work. Ellipsometry results for a-Si:H and ITO layers were used as model inputs.

![Fig. 3. Schematic of the simulated bifacial silicon heterojunction solar cell layer structure with random pyramidal surface texturing on both faces.](image-url)

As expected, reflectivity increases across the spectrum with increasing angle for all textures. The planar solar cell (Fig. 4a) has the highest reflectivity over all angles, particularly in the ultraviolet (UV) and near infrared (IR). We also observe that the reflectivity minimum shifts to smaller wavelengths as the angle of incidence increases, as previously observed by Geisemeyer et al. [10]. The addition of surface texturing reduces the overall reflectivity for all angles of incidence at all wavelengths.

Although inverted pyramids had approximately 0.5% higher average reflectivity than upright pyramids for 50° to 80° angle of incidence, the result was otherwise similar. Some sources have found that regular inverted pyramids result in a higher internal quantum efficiency (IQE) due to reduced density of surface defects and therefore lower surface recombination velocity [11]. This effect is not captured in these SunSolve simulations since electrical properties of the cells are not included in the modeling package.

Note that EQE for all textures is reduced in the low wavelength range due to parasitic absorption in the front surface layers. A further reduction in EQE could be observed due to front surface recombination because carriers generated by short-wavelength light are absorbed near the cell surface; however, this effect is not captured in the SunSolve model. The high wavelength range, by comparison, has reduced EQE due to low absorption in c-Si at long wavelengths, resulting in
higher cell transmission and front surface escape. EQE is also reduced at all wavelengths by reflected light.

The cone-textured cell (Fig. 4b) demonstrates a large reduction in the EQE with increasing angle compared to the inverted or upright pyramidal textured cells. This is due to high parasitic absorption in the front a-Si:H layers, from 3.0\% at 0\° angle of incidence to 4.3\% at 80\°, and increased reflectivity, from 5.4\% at 0\° to 15.6\% at 80\°. The a-Si:H layer absorption, in particular, causes a greater impact in the <600 nm EQE range compared to pyramidal cells.

Figure 5 includes the measured EQE performance of a bifacial silicon heterojunction solar cell with random upright pyramidal texturing on both faces. The cell was measured on a stage with adjustable tilt of up to 50\° angle of incidence. A xenon arc lamp coupled with a monochromator was used to scan through the wavelength range of interest. Measured values were then adjusted to account for anticipated shading losses of the fingers and busbars.

As in the simulated EQE, the measured EQE is reduced under high angles of incidence, especially in the ultraviolet (UV) (<400 nm) and infrared (IR) (>1000 nm). However, the measured solar cell exhibits greater absorption in the IR than in simulation due to the reflective chuck placed beneath the cell during EQE measurements, resulting in a 1 mA/cm² increase in $J_{SC}$. The measured EQE is smaller than the simulated EQE in the UV range for all angles, possibly due to high surface recombination of carriers generated by short-wavelength light at the front of the cell.

Figure 6 shows the modeled optical losses at 0\° and 80\° for the structure defined in figure 3 with a random pyramidal surface. $J_{SC}$ is reduced from 37.5 mA/cm² at 0\° to 6.1 mA/cm² at 80\°. This reduction in short-circuit current is primarily due to cosine losses, which cause an 82.6\% reduction in incident power. Cell absorption, comparatively, is only reduced from 81.1\% at 0\° to 75.4\% at 80\°.

The reduction in EQE with increasing angle is primarily due to the increase in reflectivity at the air-ITO interface from 7.5\% to 16.1\%. Reflected loss also includes the effects of shading due to...
$J_{sc}$ was apparently insensitive to changes in the input spectrum, with less than 1% difference between $J_{sc}$ for all angles of incidence between AM1.5G and AM5.0G when normalized for differences in intensity.

IV. SUMMARY

The performance of planar and textured bifacial silicon heterojunction solar cells has been studied for angles of incidence up to 50–80°. Reflectivity had the highest impact on EQE with changing angle, highlighting the best anti-reflection treatments for a wide range of angles for northern deployments.

This optimization of bifacial SHJ solar cells for high-latitude operating conditions will aid in the fabrication of bifacial solar panels enhanced for high-latitude deployment.
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Chapter 4

Impact of Air Mass on Energy Yield in High-Latitude Locations

4.1 Preface

In this chapter, we model encapsulated modules rather than bare cells (with the exception of model validation in section II.B). The optical constants used in the model for the glass, EVA, and c-Si layers are presented in figure 4.1. These were taken from the built-in SunSolve refractive index library by PV Lighthouse, which refer to various sources [49][50][51][52].

The optical losses in the cell with respect to wavelength at $0^\circ$ and $80^\circ$ angle of incidence are shown in figure 4.2. The bare cell demonstrates a high level of parasitic absorption in the short wavelength range due to absorption in the front surface layers (a-Si:H and ITO), as discussed in Chapter 3. The module has increased short-wavelength parasitic absorption in this range due to additional parasitic absorption in the EVA and glass. For both the bare and encapsulated cell, reflectivity is the greatest source of increased loss between $0^\circ$ and $80^\circ$ angle of incidence. Performance with respect to angle of incidence changes dramatically when the cell is encapsulated, primarily due to the glass-air interface, which dominates the reflectivity characteristics of the module.

In this chapter, the external quantum efficiency of a bare cell modeled in SunSolve is compared to the measured quantum efficiency of a silicon heterojunction cell fabricated at ASU. A layer of nickel was added to the SunSolve model to simulate the reflective chuck that sat beneath the cell.
The following chapter describes the air mass modifier, how it is calculated, and its impact on energy yield predictions. The impact of air mass on energy yield is demonstrated and air mass correction is shown to be more significant with increasing latitude.
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Abstract—At high latitudes, bifacial photovoltaics are expected to achieve significant bifacial gain due to the albedo of snow, but irradiance will include a wide range of incident angles and high air mass spectra. We studied the performance of bifacial silicon heterojunction solar modules with increasing angle of incidence and air mass to derive an incidence angle modifier and air mass modifier for short circuit current. We found that the incidence angle modifier remained constant with varied air mass, allowing the incidence angle modifier and air mass modifier to be applied independently. Module correction factors were applied to the SUNLAB's energy yield model, DUET. We demonstrate that the impact of air mass on energy yield increases with latitude and can reach >2.5% on an annual basis for single-axis tracked modules and >2% for fixed latitude-tilt modules in high-latitude locations. This is highly dependent on season, with greater impact in offsummer months, reaching >6.5% monthly air mass impact for a high-latitude location in winter. These results demonstrate that air mass effects are more significant for high-latitude locations, and should be considered in energy yield calculations.

Keywords—air mass, angle of incidence, bifacial photovoltaics, energy yield model, heterojunction cell, photovoltaic cells, ray tracing, silicon solar module.

I. INTRODUCTION

Many northern and remote communities rely on expensive diesel fuel that has a disproportionately high impact on sensitive environments. Bifacial photovoltaics, or photovoltaic (PV) cells that absorb light from the front and rear sides, present a clean and low-cost alternative. Silicon heterojunction (SHJ) solar cells currently hold the record for silicon solar cell efficiency, at 26.7% [1], and are easily adaptable to bifacial applications. However, these cells are typically characterized for standard test conditions of AM1.5, 25°C, and 0° angle of incidence (AOI, the angle measured from normal incidence).

Due to high air mass (AM), low temperature, high AOI, and variable albedo, high-latitude operating conditions diverge substantially from standard test conditions. Air mass (the ratio of the sun’s path length through the atmosphere to the thickness of the atmosphere) reduces spectral UV content as it increases and is higher in high-latitude conditions due high solar zenith angles. Table I shows average meteorological conditions calculated from Canadian Weather Year for Energy Calculation (CWEC) and Typical Meteorological Year (TMY) datasets. Accurate energy yield predictions for high latitudes require an understanding of solar cell and module performance under these conditions.

For example, an incidence angle modifier (IAM) is typically included in energy yield models, and can be determined experimentally [2] or analytically [3]. In this paper, we calculate the incidence angle modifier for a SHJ module and incorporate it in our energy yield model.

By contrast, spectral effects are often considered negligible in silicon modules; however, this analysis is typically performed for low-latitude locations (e.g. [4],[5]). Air mass, in particular, is rarely accounted for in most silicon PV energy yield models, despite the significant impact that it can have on performance [6]. This paper demonstrates that air mass has a non-negligible impact on energy yield in high-latitude locations, even for silicon.

Accurate energy yield models for high-latitude bifacial panels will reduce investment risk, resulting in a faster shift towards deployment of bifacial technologies. This paper

| TABLE I. AVERAGE METEOROLOGICAL CONDITIONS CALCULATED FROM CWEC AND TMY DATASETS |
|-------------------------------------------|-----------------|-------------------|-----------------------|
| Latitude                                 | Phoenix, Arizona | Ottawa, Ontario    | Cambridge Bay, Nunavut |
| 33.5°N                                   | 45.4°N          | 69.1°N            |
| Avg. Temp.                               | 29.7°C          | 13.9°C            | -12.9°C              |
| Avg. Air Mass                            | AM1.8           | AM2.2             | AM3.1                |
| Snow Cover                               | 0% 0 months    | 32% 4 months      | 70% 9.5 months       |

* GHI-weighted average.
quantifies the impact of air mass on SHJ cell absorption with an air mass modifier. This modifier is applied to incident irradiance in DUET, the SUNLAB’s bifacial energy yield model [7], to determine its impact on energy yield for fixed-tilt and tracked systems in Arizona, Ontario, and Nunavut.

II. MODULE MODEL AND RESULTS

A. Optical Model of Cell and Module

Simulations of the solar cell and module optical behavior were performed using SunSolve, a Monte Carlo ray-tracing online software from PV Lighthouse that can evaluate the optical performance of solar cells and modules, including thin-film effects and surface texturing [8]. Fig. 1 depicts the bifacial SHJ module layer structure used in our model, based on the layer structure described in [9], adapted for bifacial applications. The model includes ellipsometry data for thin-film layers, which include the indium-tin-oxide (ITO) and hydrogenated amorphous silicon (a-Si:H) layers, described in [10]. For bare cell simulations, we remove the encapsulant layers (ethylene vinyl acetate (EVA) and glass) and keep the identical cell structure. Simulations were run in 10-nm steps over the wavelength range of 300-1200 nm with a total of $5 \times 10^6$ rays, for light incident on both front and rear faces.

B. Validation of Cell Model

We measured the external quantum efficiency (EQE) of a bare silicon heterojunction cell on a reflective metal platform with adjustable tilt of up to $40^\circ$ AOI. A xenon arc lamp coupled with a monochromator was used to scan through the wavelength range of 300-1200 nm. Measured values were then adjusted to account for shading losses in the cell. To compare measured and simulated EQE (shown in Fig. 2), a reflective layer of nickel was added below the rear face of the cell in the model, which was essential for agreement of long-wavelengths.

The short-circuit current density ($J_{sc}$) was obtained by integrating the measured and simulated EQE with the standard AM1.5G spectrum. The inset in Fig. 2 shows $J_{sc}$ as a function of angle from $0^\circ$ to $40^\circ$ AOI, where $0^\circ$ is normal to the panel. The difference in $J_{sc}$ is less than $\sim 1.2\%$ for all angles of incidence, and within the uncertainty of the measurement.

C. Module Model Results

1) Module Optical Losses

Fig. 3 displays the simulated module optical losses and cell absorption with respect to wavelength as a percentage of total incident irradiance at $0^\circ$ and $80^\circ$ AOI for light incident on the module front face. The cell absorption (in blue) represents the modeled EQE of the module.

Parasitic absorption losses are high for short-wavelength incident irradiance, primarily due to absorption in the front surface layers such as the glass, EVA, and front-surface thin films. Escape losses (which include both transmission and front surface escape) are higher for long-wavelength irradiance due to its lower absorptivity in c-Si.

If reflectivity (R) is ignored, the module EQE, parasitic absorption, and light escape are nearly identical for all angles of incidence. If module EQE at both AOI ($0^\circ$ and $80^\circ$) are divided by 1-R, they are less than 4\% different for all wavelengths. At high AOI, EQE is increased in the long wavelengths due to longer path lengths through the cell, while it is reduced in the UV due to increased optical path lengths through parasitically absorbing layers. The effect of reflectivity far outweighs these differences with respect to angle, however.
2) Incidence Angle Modifier

The incidence angle modifier (IAM) improves energy yield calculation accuracy by de-rating the current contribution of high angle of incidence light to account for increased reflectivity and other losses in the module. We define the IAM using the following equation:

\[ \text{IAM}(\theta) = \frac{J_{sc}(\theta)}{J_{sc}(0^\circ)} \]  

(1)

where \( J_{sc}(\theta) \) is the short-circuit current density of the module at an angle of incidence, \( \theta \), and \( J_{sc}(0^\circ) \) is the short-circuit current density at normal incidence.

Module short-circuit current was calculated using our SunSolve model under AM1.5G illumination with varied angles of incidence, ignoring cosine losses. Cosine losses are accounted for separately in the DUET software and are strictly a geometrical factor. Fig. 4 shows the incidence angle modifier and module reflectivity with respect to AOI. As expected, the IAM – and by extension \( J_{sc} \) – decreases with increasing AOI. While other factors (such as parasitic absorption) change with AOI, the reflectivity is the dominant effect; from 0° to 80° AOI, there is a 36% relative reduction in \( J_{sc} \) and a 35% increase in reflectivity.

The reflectivity follows closely with the unpolarized Fresnel reflection curve for effective refractive indices of 1 for air and 1.5 for glass. For incidence angles higher than the Brewster angle of the glass-to-air interface (approximately 56°), a large increase in reflection results in a sharp reduction in \( J_{sc} \) and the IAM.

Comparing incidence angle modifiers for a wide range of air masses shows that they are approximately equal for all air masses studied (1.0 to 38.2), within ~0.1% absolute on average. Therefore, the energy yield calculations below apply the IAM extracted for AM1.5G.

3) Air Mass Modifier

The air mass modifier (AMM) corrects module responsivity, in units of A/W, with respect to air mass to account for changing spectral shape. Each module design has a unique response to changing incident spectra, and consequently has a unique AMM [11].

4) Module Behaviour for Rear-Incident Light

Changes in optical loss with increasing angle of incidence and air mass are nearly identical between the front and rear faces due to the symmetry of the module’s design; the only difference between the front and rear layers is the doped a-Si:H
type and thickness. While this affects UV absorption in the
doped a:Si:H layer, the effect is small compared to the EVA,
glass, and ITO layer absorption. The simulated incidence angle
modifiers for the front and rear faces differ by less than 0.1% 
for all angles, while the air mass modifiers are within 0.5% for 
all air masses.

The rear-side quantum efficiency is affected by the increased 
length that carriers generated by rear-incident light must 
transport to be collected at the pn junction, as shown by 
measurements and simulations previously performed by our 
group [13]. Therefore, rear-side IAM and AMM may differ 
from what is presented here. In the future, the impact of 
separate modifiers for the front and rear faces will be explored.

III. ENERGY YIELD MODEL AND RESULTS

The IAM and AMM calculated above were integrated into 
DUET, the SUNLAB’s bifacial PV energy yield model for 
fixed-tilt and tracked systems.

A. Model

DUET is a 3D sectioned view factor model that accounts for 
mounting structure shading. The software divides a diffuse sky 
dome, reflecting ground surface, and panel under investigation 
into patches that emit and/or receive light [7]. Rays that connect 
light sources with receiving patches are checked for intersection 
with scene shading elements, such as panels, frames, racking, 
torque tubes, and posts. A front and rear IAM (defined by the 
user) are applied to the irradiance of each module-incident ray 
according to the AOI; for the results demonstrated here, we 
removed the IAM values calculated in the previous section to the 
front and rear illumination.

The AMM (Fig. 5) was assumed constant for direct, diffuse, 
and reflected light sources in a given time stamp and multiplied 
with the encapsulated cell responsivity (at AM1.5G, 0˚ AOI) to 
adjust the short circuit current of each cell. The temperature-
adjusted single-diode model gives cell current-voltage (I-V) 
curves from which a module maximum power point is 
calculated based on the specified cell interconnections.

B. Impact of Air Mass Modifier

The air-mass-modified energy yield was calculated from a 
typical meteorological year for a fixed latitude-tilt module at 
the center of an equator-facing array with 5 rows and 21 panels 
per row. This yield was compared to that of a module in the 
same configuration but without influence from the air mass (i.e. 
AMM = 1). The AMM impact is defined as:

\[ \text{AMM Impact} = \frac{EY_{\text{AMM}} - EY_{\text{NoAMM}}}{EY_{\text{NoAMM}}} \]  

where \( EY_{\text{NoAMM}} \) is the energy yield of the installation with no 
air mass modifier applied, and \( EY_{\text{AMM}} \) is the energy yield of the 
installation with the air mass modifier applied. Fig. 6 presents 
the AMM impact for three locations (Cambridge Bay, Nunavut, 
Canada; Ottawa, Ontario, Canada; and Phoenix, Arizona, USA) 
for a typical meteorological year.

For both fixed latitude-tilt and horizontal North-South single-
axis tracking systems, the AMM increases predicted energy 
yield. The impact of increased cell absorption at high air masses 
becomes more significant with increasing latitude, since 
northern regions experience a greater number of high air mass 
hours. For the fixed latitude-tilt system, the AMM impact 
increases from 0.3% in Phoenix (33˚N), to 0.8% in Ottawa 
(45˚N), up to 2.1% in Cambridge Bay (69˚N).

The impact of air mass on predicted energy yield for a fixed-
Tilt system in Cambridge Bay (~2.1% gain) is in the same order 
of magnitude as electrical mismatch loss in some locations (0-
1.5% loss) [14]. This indicates that module-specific AMM 
should be considered in high-latitude energy yield calculations.

In addition, the single-axis tracked installation shows a larger 
increase in energy yield compared to the fixed-tilt system when 
the AMM is applied due to an increased contribution of energy 
from high air mass hours in the early morning and late evening.

Air mass correction also has a more significant impact on 
energy yield outside summer months, as seen in Fig. 7. This 
effect is due to a higher average air mass in winter, which 
follows from larger average sun zenith angles. A similar pattern 
has been reported elsewhere for low-latitude locations [6]. This 
trend is more pronounced in high-latitude locations: Cambridge 
Bay has a peak monthly AMM impact of >6.5% in October,
while Ottawa and Phoenix show peaks of >3.6% and >2.1%, respectively, in December.

While AMM impact is typically positive in the winter months due to high average air masses, for Cambridge Bay the months of January and November show a reduced AMM impact due to a high proportion of very high air mass hours where the AMM is less than 1 (in January, the average GHI-weighted air mass is >AM20). The number of light-hours during these months is low, however; in January, the average day length is less than 1.3 hours, and the sun is below the horizon from November 24 to January 18.

CONCLUSION

A bifacial silicon heterojunction module was modeled optically in SunSolve, and its incidence angle modifier and air mass modifier were calculated. Sources of optical loss with respect to wavelength in the module were also presented.

At 80° angle of incidence, $J_{SC}$ was reduced by 36%. Increased reflectivity was the dominant effect in reduced high-angle performance. The calculated incidence angle modifier was independent of air mass, within ~0.1% absolute for all air masses studied (AM1-AM38).

At high air masses (AM2-AM18), the module demonstrated an increase in normalized $J_{SC}$ compared to the reference air mass (AM1.5), primarily due to reduced parasitic absorption and increased spectral responsivity at long wavelengths.

The modeled incidence angle modifier and air mass modifier of this module were incorporated in the SUNLAB’s energy yield modeling software, DUET. The impact of air mass on energy yield is more significant for high-latitude locations due to higher average air masses. From these results, we can infer that air mass impacts in the range of 0.8-1.6% can be expected in other mid-latitude locations (45-60°N), such as much of continental Europe.

The predicted energy yield of a fixed latitude-tilt panel in Cambridge Bay (69°N) increased by over 2.1% annually and 6.5% monthly, compared to air mass independent performance. These results suggest that, while air mass is often neglected in energy yield predictions at low latitudes, its impact should be considered for energy yield calculations in high latitude locations.
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Chapter 5

Impact of Air Mass and Measured Spectra on Silicon Heterojunction Module Energy Yield in High-Latitude Locations

5.1 Preface

The following article has not yet been published. It is presented here in draft form.

This chapter expands upon some of the calculations performed in chapter 4, demonstrating annual and seasonal impact of air mass on energy yield of fixed-tilt and single-axis-tracked systems for more North American cities. The air mass modifier calculated in chapter 4 is applied again here, and figures 5.5 and 5.6 show results for eight locations with varying latitudes, rather than the original three shown in chapter 4. The impact of the air mass modifier is compared to the impact of the spectral correction factor, which corrects for changing module performance under measured spectra.

5.2 Introduction

Many northern and remote communities rely on diesel fuel for all their energy needs, including heating, transportation, and electricity. High transportation and operation costs in remote locations result in electricity prices up to $1.14/kWh in some communities [2], compared to the Canadian average of $0.14/kWh [3]. Reliance on diesel also has a negative impact on community health and the local environment [53]. Bifacial photovoltaics, photovoltaic (PV) modules that absorb light from both the front and rear sides, present a clean and low-cost alternative to diesel energy.

Bifacial gain, the increase in energy yield from additional irradiance absorbed by the module’s rear face, varies based on environmental and site conditions [54][55]. In some cases, bifacial panels can produce up to 30% more energy than traditional monofacial panels under the same environmental
conditions and site setup [56]. High-latitude locations have potential for large bifacial gains, due to high albedo caused by snow cover and a high proportion of diffuse light.

Silicon heterojunction (SHJ) solar cells currently hold the record for silicon solar cell efficiency, at 26.7% [27], and are easily adaptable to bifacial applications [28]. However, these cells are typically characterized under the standard ASTM G-173-03 spectrum, which represents the solar spectrum under air mass 1.5 and clear-sky conditions [12].

Spectral shift is not typically accounted for in energy yield prediction software, although it can have a significant impact on results [57][58][59]. Some factors that affect the solar spectrum, such as air mass, become more significant with increasing latitude. In this paper, we explore the impact of two correction factors for a silicon heterojunction bifacial module: one based on modeled spectral data with varying air mass, and another based on measured spectral data.

While measured spectral data will provide the most accurate spectral correction for energy yield calculations, it is not always available. Energy yield correction based on air mass is comparatively simple to implement, and may offer a good approximation of correction based on measured spectra. In this paper, we evaluate air mass correction as a potential approximation of measured spectral correction. We analyze the effect that both correction factors have on energy yield calculations with respect to latitude.

5.3 Optical Model and Results

5.3.1 Optical Model of Module

Simulations of the solar module optical behavior were performed using SunSolve, a Monte Carlo ray-tracing software from PV Lighthouse that evaluates optical effects in thin-film and surface-textured devices. Figure 5.1 depicts the bifacial silicon heterojunction module layer structure used in our model, which includes ellipsometry data for thin-film layers, described in [60]. Simulations were run in 10-nm steps over the wavelength range of 300-1200 nm with a total of 5×10^6 rays.

For all results described in this paper, the short-circuit current was calculated as follows:

\[ J_{sc} = \int SR(\lambda)E(\lambda)d\lambda \]  (5.1)

where \( J_{sc} \) is the short-circuit current in A/m^2, SR is the spectral response in A/W, E is the incident spectrum in W/m^2/nm, and \( \lambda \) is the wavelength in nm. The spectral response of the cell or module is determined from the external quantum efficiency (EQE) as:

\[ SR(\lambda) = \frac{q\lambda}{hc}EQE(\lambda) \]  (5.2)

where \( q \) is the elementary charge in C, \( \lambda \) is the wavelength in m, \( h \) is the Plank constant in J-s, \( c \) is the speed of light in m/s, and \( EQE \) is the external quantum efficiency of the module.

The measured EQE of a bare silicon heterojunction cell, adjusted for anticipated shading losses, was compared to the simulated EQE of a bare SHJ cell (the structure in Figure 5.1, with ethylene vinyl
Figure 5.1: Schematic of the simulated bifacial SHJ module layer structure. c-Si: crystalline silicon, EVA: ethylene vinyl acetate, a-Si:H: hydrogenated amorphous silicon, ITO: indium tin oxide.

acetate (EVA) and glass layers removed) in SunSolve. The short-circuit current density ($J_{sc}$) was obtained by integrating these EQE with the standard AM1.5G spectrum, as described in equation 5.1. The resulting difference in $J_{sc}$ was less than 1%, showing good agreement [61].

5.3.2 Air Mass Modifier

The air mass modifier (AMM) is a modifier that accounts for the module’s change in performance under different air mass spectra due to changing spectral shape. With increasing air mass, UV irradiance is reduced by increased Rayleigh scattering for short wavelengths [62]. Each module design has a unique response to changing incident spectra, and consequently has a unique AMM [63]. The air mass modifier is defined as:

$$AMM = \frac{J_{sc,AMX}}{J_{sc,ref}} \times \frac{I_{rr,ref}}{I_{rr,AMX}}$$  (5.3)

where AMM is the air mass modifier, $J_{sc,AMX}$ is the short-circuit current of the module under a spectrum with air mass $X$, $J_{sc,ref}$ is the short-circuit current under the reference spectrum, $I_{rr,ref}$ is the total irradiance of the reference spectrum (280-4000 nm), and $I_{rr,AMX}$ is the total irradiance of a spectrum with air mass $X$ (280-4000 nm). An AMM larger than one indicates that module short-circuit current under the test spectrum will be greater than that under the reference spectrum for the same integrated irradiance. In this paper, the reference spectrum is the ASTM AM1.5G standard spectrum [12].

To simulate high air mass conditions, spectra with varying air masses were generated by SMARTS [40]. These spectra followed the ASTM standard, varying only the relative air mass parameter. $J_{sc}$ was calculated by integrating the modeled module EQE with the SMARTS spectrum at different air masses as described in equation 5.1. Total incident irradiance decreases with increasing air
mass, thereby reducing $J_{sc}$; this result is normalized by the irradiance (second part of equation 5.3) to isolate the impact of spectral shift.

The resulting AMM is shown in figure 5.2. AMM for air masses greater than 20 was assumed to be equal to the AMM at AM20. These very high air masses apply to a small fraction of total incident irradiance and so the effect of this approximation is assumed negligible.

Absorption in the module’s glass, EVA, and a-Si:H layers causes high parasitic absorption in the short-wavelength range [61]. As air mass increases, the spectrum has a smaller proportion of short-wavelength light, resulting in less parasitic absorption and an increase in the AMM. Past AM5, the parasitic absorption increases due to long-wavelength absorption by the ITO, EVA, and glass layers, and the AMM decreases. In addition, as air mass increases, light escape increases due to poor absorption of long-wavelength light in silicon, further reducing the AMM at high air masses [61].

5.4 Spectral Measurements and Spectral Model

5.4.1 SolarSIM-G Measurement System and CanSIM data

The SolarSIM-G is a cost-effective replacement for a spectroradiometer that uses nine narrow-wavelength channel measurements to model the global spectral irradiance from 280-4000 nm [44]. Its counterpart, the SolarSIM-D2, models direct irradiance from six channels and was validated in [45].

The CanSIM network is a deployment of spectral measurement devices to a number of cities in Canada, including seven stations in six provinces [64]. CanSIM stations include a SolarSIM-G to measure global horizontal spectral irradiance and a SolarSIM-D2 to measure direct normal spectral irradiance. Diffuse spectral irradiance can be calculated from these two spectral components, and the total GHI, DHI, and DNI can be found by integrating the spectral irradiance across the solar spectrum. These devices also measure the ambient temperature, humidity, and pressure. Pyranometers located at the CanSIM stations showed good agreement with SolarSIM-G integrated irradiance, within 2% [64]. CanSIM station data is logged in 1-minute intervals. Table 5.1 lists the locations for which CanSIM data was used in this paper.
Table 5.1: Locations with Spectral CanSIM data used in this paper.

<table>
<thead>
<tr>
<th>Location</th>
<th>Coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Egbert, ON</td>
<td>79.8° W, 44.2° N</td>
</tr>
<tr>
<td>Ottawa, ON</td>
<td>75.7° W, 45.4° N</td>
</tr>
<tr>
<td>Varennes, QC</td>
<td>73.4° W, 45.6° N</td>
</tr>
<tr>
<td>Charlottetown, PE</td>
<td>63.1° W, 46.3° N</td>
</tr>
<tr>
<td>Devon, AB</td>
<td>113.7° W, 53.4° N</td>
</tr>
</tbody>
</table>

At this time, the spectral data available is for latitudes of 44.2°N to 53.4°N. There is a CanSIM station in Cambridge Bay, Nunavut (69.1°N), that will have a full year of data available in the fall of 2020. Future work will include Cambridge Bay data in our studies of high-latitude spectral correction.

### 5.4.2 Spectral Correction Factor

The spectral correction factor (SCF) is a modifier that can be applied to energy yield models to account for the impact of spectra on module short-circuit current. While the AMM accounts for the effect of air mass on module performance, the SCF is calculated based on measured spectral data, and therefore accounts for all spectral effects, including air mass, water vapour, ozone, particulate matter, and clouds. In this paper, the SCF is calculated for each timestamp based on measured spectra provided by the CanSIM network. The SCF is defined as:

$$SCF = \frac{J_{sc,test}}{J_{sc,ref}} \times \frac{Irr_{ref}}{Irr_{test}}$$  \hspace{1cm} (5.4)

where $J_{sc,test}$ is the short-circuit current of the module under a measured spectrum, $J_{sc,ref}$ is the short-circuit current under the reference spectrum, $Irr_{ref}$ is the total irradiance of the reference spectrum, and $Irr_{test}$ is the total irradiance of the measured spectrum.

By applying the SCF, the impact of changing spectral shape on short-circuit current is quantified, normalizing for the difference in total incident irradiance.

### 5.5 Comparison Between Spectral Correction Factor and Air Mass Modifier

The air mass modifier and the spectral correction factor are expected to vary considerably depending on the weather and atmospheric conditions. Figure 5.3 shows the SCF and AMM in Ottawa, Ontario for a sunny and a cloudy day in June, 2019. Since clouds affect the solar spectrum considerably, the SCF on the cloudy day shows much more variation from the AMM than on the sunny day. In addition, the AMM is based on SMARTS-generated spectra; SMARTS is a clear-sky model without any cloud modelling, so measured cloudy spectra can be expected to deviate considerably from modeled SMARTS spectra.
Figure 5.3: Spectral correction factor (SCF, red solid line), air mass modifier (AMM, black dashed line), and global horizontal irradiance (GHI, yellow fill) for a) a sunny day (June 6, 2019), and b) a cloudy day (June 13, 2019) in Ottawa, ON.

Timestamps’ sky clearness index, $\epsilon$, was calculated as defined by Perez in [43] and [42]:

$$\epsilon = \frac{DNI + DHI}{DHI} + \kappa \theta^3$$

where $\theta$ is the zenith angle, in radians, and $\kappa$ is a constant ($\kappa = 1.041$). The $\epsilon$ values allow the timestamps to be categorized in bins, as shown in table 5.2, where 1 is the cloudiest bin and 8 is the clearest bin.

<table>
<thead>
<tr>
<th>$\epsilon$ Bin</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Overcast)</td>
<td>1</td>
<td>1.065</td>
</tr>
<tr>
<td>2</td>
<td>1.065</td>
<td>1.230</td>
</tr>
<tr>
<td>3</td>
<td>1.230</td>
<td>1.5</td>
</tr>
<tr>
<td>4</td>
<td>1.5</td>
<td>1.95</td>
</tr>
<tr>
<td>5</td>
<td>1.95</td>
<td>2.8</td>
</tr>
<tr>
<td>6</td>
<td>2.8</td>
<td>4.5</td>
</tr>
<tr>
<td>7</td>
<td>4.5</td>
<td>6.2</td>
</tr>
<tr>
<td>8 (Clear)</td>
<td>6.2</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.2: Sky clearness categories based on $\epsilon$, sky clearness.

In Ottawa in 2019, for the cloudest timestamps ($\epsilon$ bin 1), the GHI-weighted average difference between the AMM and SCF is -0.05 (the AMM is 0.05 less than the SCF, on average). For the sunniest timestamps ($\epsilon$ bin 8), the GHI-weighted average difference is +0.003. Therefore, the AMM tends to underestimate the SCF on cloudier days and overestimate the SCF on sunny days, as is the case for the days shown in figure 5.3. There is also a larger average error when applying the AMM on cloudy days compared to sunny days. The difference between these correction factors may be due to atmospheric effects not accounted for in the AMM; clouds, in particular, are not modeled in the SMARTS spectra that were used to calculate the AMM.

The spectral data of a sunny and a cloudy timestamp are shown in figure 5.4. Figure 5.4a shows
a typical sunny timestamp, with an air mass of 1.1, a SCF of 0.99, and 958 W/m² of irradiance. This timestamp has an SCF of less than one due to its high UV content, causing increased parasitic absorption and thermalization losses compared to the reference spectrum.

The cloudy timestamp (figure 5.4b) has equal diffuse and global horizontal irradiance (GHI=DHI), with direct irradiance equal to zero (DNI=0). The air mass is 1.1, SCF is 1.1, and the irradiance is 110 W/m². This measured spectrum deviates considerably from the SMARTS-generated AM1.1G spectrum used to calculated the air mass modifier. Diffuse irradiance is blue-shifted compared to direct irradiance due to absorption of long-wavelength light in clouds and increased scattering of blue light in the atmosphere [65]. Therefore, there is reduced irradiance in the long-wavelength region with energy below the silicon bandgap; this reduces light escape, resulting in a higher SCF. While the SCF is high for cloudy days, the total irradiance is typically low, so cloudy days have a smaller impact on total predicted energy yield than sunny days.

![Figure 5.4](image)

**Figure 5.4:** Global horizontal irradiance (GHI, green solid line), direct normal irradiance (DNI, red dashed line), diffuse horizontal irradiance (DHI, blue dashed line), and external quantum efficiency of the silicon heterojunction module (EQE, black dashed line) for a) a sunny timestamp (12:00, June 6, 2019), and b) a cloudy timestamp (11:00, June 13, 2019) in Ottawa, ON.

### 5.6 Impact of Spectral Correction on Energy Yield

The SUNLAB’s energy yield prediction software, DUET, uses a combination of a 3D view-factor model and a ray-intersection shading algorithm to predict the energy yield of a fixed-tilt or single-axis-tracked bifacial solar panel. The model generates cell $I-V$ curves from a temperature-adjusted single-diode model. A module maximum power point is calculated based on the specified cell interconnection.

The energy yield was predicted for a 5 row, 21 module per row installation in both fixed-tilt and single-axis-tracked configurations. The AMM and SCF were incorporated in the DUET software by applying them to the module’s responsivity, effectively changing the module’s modeled efficiency. The simulated incidence angle modifier of this module was also incorporated in the DUET calculations, as described in [61].
5.6.1 Impact of Air Mass Modifier on Energy Yield

Energy yield was calculated with and without the AMM for eight cities with increasing latitude, listed in Table 5.3. Cities were selected with a range of latitudes from 30°N to 70°N. Energy yield calculations were based on Typical Meteorological Year (TMY) and Canadian Weather Year for Energy Calculation (CWEC) datasets.

For Canadian locations, the albedo was calculated on a monthly basis based on average snow coverage information included in the CWEC dataset, with an albedo of 0.6 for snow cover and 0.2 for grass (no snow cover). Albedo was taken directly from the TMY datasets for American locations.

Since TMY and CWEC data is available for a wider range of locations while the CanSIM data available follows a narrower range of latitudes, the locations chosen do not follow the CanSIM dataset exactly. There are two cities that overlap between the datasets (Devon, AB, and Edmonton, AB are in the same municipality).

<table>
<thead>
<tr>
<th>Location</th>
<th>Coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phoenix, AZ</td>
<td>112.07° W, 33.45° N</td>
</tr>
<tr>
<td>Albuquerque, NM</td>
<td>106.62° W, 33.04° N</td>
</tr>
<tr>
<td>Denver, CO</td>
<td>104.99° W, 39.83° N</td>
</tr>
<tr>
<td>Ottawa, ON</td>
<td>75.70° W, 45.32° N</td>
</tr>
<tr>
<td>Moosonee, ON</td>
<td>80.60° W, 51.23° N</td>
</tr>
<tr>
<td>Edmonton, AB</td>
<td>113.58° W, 53.31° N</td>
</tr>
<tr>
<td>Yellowknife, YT</td>
<td>114.44° W, 62.46° N</td>
</tr>
<tr>
<td>Cambridge Bay, NU</td>
<td>105.14° W, 69.11° N</td>
</tr>
</tbody>
</table>

Table 5.3: Locations for air mass impact calculation.

The impact of the air mass modifier was defined as:

\[
AMM\ Impact = \frac{EY_{AMM} - EY_{noAMM}}{EY_{noAMM}} \tag{5.6}
\]

where \(EY_{AMM}\) is the predicted energy yield when the air mass modifier is applied, and \(EY_{noAMM}\) is the predicted energy yield with no air mass modifier applied.

The AMM impact increases with increasing latitude for both fixed-tilt and single-axis tracked systems, as shown in figure 5.5. This is caused by higher average air mass with increasing latitude: Cambridge Bay has an irradiance-weighted average air mass of 3.1, while Phoenix has a weighted average air mass of 1.8. The single-axis-tracked energy yield also shows an increased AMM impact when compared to fixed-tilt installations due to a larger energy yield contribution from high air mass hours in the morning and evening.

The impact of air mass also varies seasonally, with a higher impact in winter months compared to summer months. This is a result of the larger proportion of high air mass hours in the winter. Monthly AMM impact for a fixed-tilt installation is shown in figure 5.6. Note that there is no irradiance in Cambridge Bay in December. In January and November in Cambridge Bay, and
in December in Yellowknife, very high air mass values (>AM18) cause some AMM values less than 1, resulting in decreased AMM impact. In addition, for many low-latitude cities, low average summertime air masses (<AM1.5) cause many AMM values less than 1, resulting in negative AMM impact in the summer months.

Energy yield was calculated for the cities listed in table 5.3 for three cases: with no correction factor, with the air mass modifier (figure 5.2), and with the spectral correction factor.
The spectral correction factor impact is defined as follows:

\[
SCF \text{ Impact} = \frac{EY_{\text{SCF}} - EY_{\text{noSCF}}}{EY_{\text{noSCF}}} \tag{5.7}
\]

where \(EY_{\text{SCF}}\) is the energy yield with the spectral correction factor applied, and \(EY_{\text{noSCF}}\) is the energy yield without the spectral correction factor. This can be calculated for any number of timestamps by taking their total energy yield with and without the SCF applied.

The annual SCF impact and AMM impact of CanSIM cities is shown in figure 5.7a. The AMM impact is similar between the first four cities due to their similar latitude (44.2°N - 46.3°N).

![Figure 5.7: Energy yield impact of air mass modifier (AMM) and spectral correction factor (SCF) for a) various cities on an annual basis and b) Ottawa, ON, on a monthly basis.](image)

On an annual basis, the AMM brought the energy yield closer to the SCF-corrected energy yield for all cities, as shown in figure 5.7a. However, on shorter timescales, the impact of the AMM and the SCF differ considerably. This supports the common assumption that, on an annual basis, most seasonal and daily spectral variations due to changing environmental conditions are effectively averaged out [66].

Figure 5.7b shows the monthly AMM and SCF impact for Ottawa, ON. The SCF impact in the summer months is much larger than the AMM impact; while the AMM impact is negative due small average air masses (as explained in section 5.6.1) the SCF impact is positive. The cloudy timestamps in these months increase the SCF (and consequently the SCF impact). In addition, many high-irradiance hours during sunny days have a slightly higher SCF than AMM (see figure 5.3a); this may be due to spectral effects not accounted for in the AMM.

For shorter timescales, larger SCF and AMM impacts can be observed. For individual 1-minute timestamps, SCF impacts of up to 88% are observed, while the maximum per-timestamp AMM impact is 12%. These large SCF impact values generally only affect low irradiance timestamps (GHI<100 W/m²). If low-irradiance timestamps are ignored, the maximum per-timestamp SCF and AMM impacts become 35% and 11%, respectively.

Although the AMM is an acceptable first approximation towards the SCF on an annual basis, it does not provide satisfactory agreement on seasonal or shorter timescales. Further investigation is required to determine what other factors, in addition to air mass, should be incorporated to better match the SCF at short timescales when implementing approximate spectral correction methods such as the AMM.
Since air mass is the most significant parameter affecting spectral shape, and air mass impact increases with latitude, we expect the SCF impact to increase with respect to latitude, as the AMM impact does; however, the energy yield impact is difficult to quantify without spectral data for a wider range of latitudes. Spectral data from at least one low-latitude location, as well as a full year of data from a high-latitude location, such as the CanSIM station in Cambridge Bay, is required for further study.

### 5.7 Conclusion

Air mass can have a significant impact on energy yield predictions for silicon heterojunction modules, and is especially important for high-latitude locations. When air mass is taken into account, energy yield predictions for a fixed-tilt module increased by over 6.8% monthly and 2.1% annually for Cambridge Bay, NU (69.1°N), and by over 3.6% monthly and 0.8% annually for Ottawa, ON (45.4°N).

A spectral correction factor based on spectral measurements increased energy yield predictions of a fixed-tilt module by up to 1.35% annually and 4% monthly in Ottawa, ON. High-latitude locations are expected to demonstrate even higher spectral correction factor impact due to high air mass and high proportion of diffuse light.

While the air mass modifier can act as a first step towards spectral correction if spectral data is unavailable, it is only accurate on an annual basis, and may introduce error if applied on shorter timescales, especially on cloudy days.
Chapter 6

Conclusion

Bifacial photovoltaics present a promising alternative energy source for high-latitude remote communities that rely on diesel generators; however, predicting energy yield in these locations can be challenging due to the divergence of operating conditions from standard test conditions. This work sought to quantify silicon heterojunction cell and module performance under high-latitude conditions to reduce investment risk and facilitate solar energy adoption in high-latitude communities.

In chapter 3, the conference proceeding titled “Angular Dependence of Textured Bifacial Silicon Heterojunction Solar Cells for High Latitudes” describes the fabrication methodology that was used to create hydrogenated amorphous silicon and indium-tin-oxide thin films at Arizona State University’s Solar Power Lab. Complex refractive indices for these materials, obtained via ellipsometry, were presented and incorporated in a SunSolve model of a silicon heterojunction solar cell. Results presented in this paper indicate that silicon heterojunction cells are ideal solar cells for high-latitude applications, because one of their primary design weaknesses - parasitic absorption in the UV region - becomes less significant as air mass increases.

In chapter 4, the conference proceeding titled “Impact of Air Mass on Energy Yield Calculation for Bifacial Silicon Heterojunction Photovoltaic Modules in High-Latitude Conditions” presents an adapted version of the SunSolve model from the previous chapter that represents a silicon heterojunction module. The module’s incidence angle modifier and air mass modifier are calculated and incorporated in DUET, the SUNLAB’s bifacial photovoltaic energy yield prediction software, to better represent module performance under Arctic conditions. As expected based on preliminary results in chapter 3, the module demonstrates increased efficiency under high air mass spectra, demonstrating that silicon heterojunction modules are well-suited to high-latitude applications. In addition, the impact of air mass on energy yield is shown to increase with increasing latitude: for a fixed latitude-tilt system, the annual air mass impact is ~0.3% in Phoenix, AZ and >2% in Cambridge Bay, NU. This demonstrates that, while air mass is often neglected for low-latitude energy yield calculations, it should be considered for high latitude locations.

Chapter 5 presents a paper draft titled “Impact of Air Mass and Measured Spectra on Silicon Heterojunction Module Energy Yield in High-Latitude Locations.” In this paper, the spectral correction factor, a modifier that accounts for changing module performance under arbitrary spectra, is introduced. The impact of spectral correction on energy yield, based on reconstructed solar spectra for five cities in Canada, is calculated. The air mass modifier presented in chapter 4 is then applied to energy yield calculations for the same five cities and the air-mass-corrected energy yield
is compared to the spectrally-corrected energy yield. For these locations, the air mass modifier is shown to improve agreement with spectrally-corrected predicted energy yield on an annual basis; however, on a shorter timescale, especially for cloudy timestamps, changes in measured spectra are not well-represented by the air mass modifier. Further work investigating changes in spectral shape due to other atmospheric factors is required.

The results presented here indicate a few important improvements and further topics for investigation. A wider variety of spectral measurement data should be obtained and analyzed, including measured spectral data for a low-latitude location and a full year of spectral data for Cambridge Bay (or an equally high-latitude location). Furthermore, analyzing other atmospheric factors, such as clearness index, precipitable water, and ozone, may improve energy yield calculations without access to measured spectral data. Moving forward, we intend to validate our energy yield predictions with measurements from the SUNLAB’s field test stations in Ottawa, Ontario, and Cambridge Bay, Nunavut.

Although more work is required to quantify bifacial solar module performance under high-latitude spectra, these results demonstrate that silicon heterojunction cells and modules are a strong choice for high-latitude solar module installations.
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