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Abstract

In the past three decades, using Augmented Reality (AR) in repair tasks has received a growing amount of attention from researchers, because AR provides the users with a more immersive experience than traditional methods, e.g., instructional booklets, and audio, and video content. However, traditional methods are mostly used today, because there are several key challenges to using AR in repair tasks. These challenges include device limitations, object pose tracking, human-computer interaction, and authoring. Fortunately, the research community is investigating these challenges actively.

The vision of this thesis is to move the AR technology towards being widely used in this field. Under this vision, I propose an AR platform for repair tasks and address the challenges of device limitations and authoring. The platform contains a new authoring approach that tracks the real components on the expert’s side to monitor her or his operations. The proposed approach gives experts a novel authoring tool to specify 6DoF movements of a component and apply the geometrical and physical constraints in real-time. To address the challenge of device limitations, I present a hybrid remote rendering framework for applications on mobile devices. In my remote rendering approach, I adopt a client-server model, where the server is responsible for rendering high-fidelity models, encoding the rendering results and sending them to the client, while the client renders low-fidelity models and overlays the high-fidelity frames received from the server on its rendering results. With this configuration, we are able to minimize the bandwidth requirements and interaction latency, since only key models are rendered in high-fidelity mode.

I perform a quantitative analysis on the effectiveness of my proposed remote rendering method. Moreover, I conduct a user study on the subjective and objective effects of the remote rendering method on the user experience. The results show that key model fidelity has a significant influence on the objective task difficulty, while interaction latency plays an important role in the subjective task difficulty. The results of the user study show how my method can benefit the users while minimizing resource requirements. By conducting a user study for the AR remote assistance platform, I show that the proposed AR platform outperforms traditional instructional videos and sketching. Through questionnaires provided at the end of the experiment, I found that the proposed AR platform receives higher recommendation than sketching, and, compared to traditional instructional videos, it stands out in terms of instruction clarity, preference, recommendation and confidence of task completion. Moreover, as to the overall user experience, the proposed method has an advantage over the video method.
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Chapter 1

Introduction

In our increasingly digital world, remote assistance in repair tasks is a novel application. Repair tasks take place when a user needs to repair a broken product, which may involve disassembling the product, replacing a failing component, and assembling it back together again. The capacity to repair products, such as electronic devices and appliances, is important to consumers and the environment. In the US, approximately 20 states are said to have the right to repair legislation in progress. Under the European Commission’s new standards, manufacturers will have to make spare parts available to professional repair businesses. Campaigners argue that individual consumers should also be allowed to buy spares and mend their own machines [37]. During the COVID-19 crisis, many repair shops are shutdown. Remote assistance becomes essential for product repair in some regions. Remote assistance can also reduce physical contact during this crisis. However, repairing can be challenging for customers. An example of a repair task is to change a component in a broken mobile phone. A user who has no experience in phone repair must obtain some instructions before repairing it. Otherwise, they may further damage the device.

Currently, traditional methods, e.g., instructional booklets, audio, and video clips, are still mostly used in this scenario [29]. However, there are some difficulties in the traditional methods. First, an instructional booklet or a video tutorial covers only a limited number of assembly and disassembly paths. If a user encounters a situation that the instructional booklet or the video tutorial does not cover, it is difficult to successfully complete the repair task. Especially for electronic products, e.g., mobile phones and computers, due to their high complexity. Second, an instructional booklet or a video tutorial does not provide users with feedback. It is on the users to recognize the errors should they occur. Failure to notice an error or unsafe operation may cause unexpected results. Third, if a user calls an available customer service hotline, the communication between the user and the support
staff is usually performed via voice, and the user can only describe the problem and receive instructions by speech without any visualization. Therefore, the communication can be less than effective.

The emergence of Augmented Reality (AR) provides a promising way to perform remote assistance for repair tasks. AR is an interactive experience that allows the user to see the real world, with virtual objects superimposed upon or composited with the real world [3]. It is different from the Virtual Reality (VR) technology that immerses the user inside a completely virtual environment. With a VR application, the user cannot see the real world around her or him. In contrast, AR technologies bridge the gap between the virtual and the real by allowing the user to see them at the same time.

The first AR prototype was invented in 1962 by Sutherland [96]. It leveraged a Head-Mounted Display (HMD) that used half-inch monochrome Cathode-Ray Tubes (CRT) and half-silvered mirrors and incorporated head-position-sensing to stabilize the projected graphics on a real-world scene. Due to hardware limitations in the 1960s, the system only drew transparent wireframes. Unlike the gyroscope, accelerometer, or other devices used today for sensing head positions, they utilised an ultrasonic system with four receivers mounted in a square array on the ceiling. Thomas P. Caudell, a former Boeing researcher, is believed to have coined the term “Augmented Reality” in 1990 [58].

After decades of research, AR technologies have gained great progress in terms of both hardware and software. In 2012, Google unveiled its AR glasses project [27]. The Google Glass has a horizontal frame and a strip of a computer that rest on a wearer’s nose. It is equipped with a small display in front of a wearer’s right eye, which superimposes a virtual world upon the wearer’s view. A wearer can get map navigation, take photos, and conduct video chats. On the other hand, Microsoft announced its AR HMD “HoloLens” in 2015 [67]. Unlike Google Glass, which is lightweight, HoloLens has powerful hardware [67]. The newest HoloLens 2 is equipped with a Qualcomm Snapdragon 850 CPU, 4GB RAM, and 64GB storage. The sensors include an 8MP camera, a 1MP time-of-flight depth sensor, two eye-tracking cameras, etc. There are many other AR glasses available besides Google Glass and Microsoft HoloLens [98]. However, while AR glasses are still in development, the most popular AR devices among customers are still Hand-Held Displays (HHDs), e.g., mobile phones and tablets.

Various AR applications have been developed. They are used in gaming, tourism, navigation, training, etc. [17]. Shi et al. [88] proposed an AR application for individual location recommendation. It displays information that relates to users based on the users’ images. It has shown that using both a Global Positioning System (GPS) and image
recognition can improve the location inference. Chang et al. [15] proposed an AR mobile guidance system that improves the learning effectiveness of visitors in art museums. They used tablets to superimpose related information on real paintings. They also conducted a user study to evaluate the effectiveness of their proposed system. The results showed that the AR guide effectively enhanced visitors’ learning effectiveness, promoted their flow experience, and extended the amount of time the visitors spent focusing on the paintings. In 2016, an AR mobile game, Pokémon GO, first reached the top of the download charts for mobile applications [78]. It enables users to use smartphones and tablets to view and interact with virtual creatures superimposed on the real world.

The use of AR in repair tasks has also been explored for decades [107, 73]. Researchers have exploited various hardware, such as HMD, tablets, desktop Personal Computers (PC), and projectors. The fields of application include the aviation industry, mechanical maintenance, consumer technology, etc. As early as in 1997, in a survey of AR, Azuma [3] stated that instructions might be easier to understand if they were available as 3D representations superimposed upon the real scene, not as 2D texts and images. Westerfield et al. [109] considered AR as an ideal tool for situations that require the manipulation of objects. Researchers have conducted a lot of user studies to compare AR platforms to traditional ones. Henderson and Feiner [39] have evaluated their proposed AR platform against a traditional instructional software on the PC and concluded that the AR platform could effectively accelerate task localization. Another work by Henderson and Feiner [40] showed that their proposed AR platform led to fewer alignment errors than a traditional instructional booklet. A qualitative study by Zhu et al. [114] showed that, compared to paper-based manuals, the AR platform provided a more intuitive and satisfying user experience.

Although previous work for remote assistance has targeted various task types, such as repair, maintenance, assembly and disassembly, assembly training, etc., those task types share many common characteristics [73]. For example, the AR applications for repair and maintenance tasks always involve assembly and disassembly procedures. Similar authoring methods, interaction designs, and instruction designs are used in many types of tasks. In fact, some authors have discussed the applicability of their methods for other types of tasks [73]. Therefore, when introducing the previous work, I include the ones that have been designed for repair tasks, maintenance tasks, assembly and disassembly, and assembly training. In the next section, I will discuss the use of AR for remote assistance.
1.1 Augmented Reality in Remote Assistance for Repair Tasks

Augmented Reality (AR) is very suitable for assembly tasks since it can overlay instruction as a 2D demonstration or 3D virtual objects on a real product. The devices vary from mobile phones, tablets, to HMD.

Wang et al. [107] and Palmarini et al. [73] are good sources for a comprehensive understanding of the use of AR in assembly tasks. In this section, I only list some prominent work in the past decades.

Boeing [12] used AR technology in its wire bundle assembly training. They leveraged an HMD combined with head position sensing to superimpose computer-produced diagrams on the real environment. In the system, only simple wireframes, 2D notations, and texts are displayed and animated due to the limited computing power of the standard and inexpensive microprocessors at that time. They built four applications using the proposed platform: 1) wire bundle assembly on a wiring formboard, 2) connector assembly, 3) composite cloth layup, and 4) component assembly or removal. The motivation for them to build the AR platform is to close the gap between engineering designs for parts and processes stored in Computer-Aided Design (CAD) systems and assembly guides, templates, and other instruction materials. In this way, the expense and delay in aircraft manufacturing coming from the requirement to mirror changes in the engineering design in the instructional materials are minimized. Also, they expected that such a system could improve the performance of technicians. A list of the existing work that uses AR technology for remote assistance can be found in Section 2.1.

By reviewing existing approaches, I noticed that the types of AR for remote assistance can be divided into two categories: offline approaches and online approaches. In the offline approaches, an expert hardcodes or uses a script to integrate the guidance into the system. When a user operates with the help of the assistance platform, there is no real-time and direct feedback available from the expert. In the online approaches, an expert guides users from a remote place in an online manner. Therefore, the user receives feedback from the expert in real-time.

Moreover, the authors of previous work used different terms for the roles involved in a task. For instance, in the category of offline approaches, Caudell and Mizell [12] used the term “user”, Webel et al. [108] used the term “technician”, and Gavish et al. [30] used the term “trainee”. In the category of online approaches, Gurevich et al. [35] used the terms “worker” and “helper” to denote a person who has no experience on a task and a
person who is an expert of a task, respectively, while Ranatunga et al. [77] used the terms “worker” and “expert”. In this thesis, I use the term “user” to denote a person who has no experience on a repair task and the term “expert” to denote a person who has considerable expertise in a repair task.

Currently, the use of AR platforms in repair tasks is seeing rapid progress. The traditional methods, e.g., instructional booklets and videos, are still the most frequently used. Most of the AR platforms I listed above were prototypes and have only been explored in laboratories. Researchers are facing many challenges that prevent the AR platforms from wide deployment.

Although the use of AR technology has been around for almost 30 years, there are still limited examples of its concrete implementation in industry [73]. And in my experience, the assembly manuals of the products we have bought in our daily life are in the forms of printed manuals and video tutorials. The next section aims to show the existing challenges in this field.

1.2Existing Challenges

A. Device Limitations

AR devices have experienced rapid growth recently. However, there are still limitations that prevent remote assistance platforms from becoming widely used [98]. An AR device usually consists of sensors and one or two displays. The most accessible AR devices are mobile phones and tablets that are equipped with cameras. However, compared to wearable devices, mobile phones and tablets provide a less immersive user experience. Wearable devices such as smart glasses use two displays, one for each eye, to provide stereo vision, while mobile phones and tablets have only one display. Also, users wearing AR glasses have a wider field of view. Moreover, the sensors on board of the mobile phones and tablets are not specifically designed for AR, which limits their capacity for data sensing for AR applications.

Although wearable devices such as AR glasses seem more suitable for AR applications, they are still in fast progress. Researchers are seeking a balance between comfort and performance. The devices with a higher performance are usually heavier, more expensive, and less comfortable, but the devices that are more portable are less computationally powerful. For example, the Microsoft HoloLens 2 [67] is equipped with very powerful hardware but is 566 grams. The less heavy Google Glass [34] is 46 grams but has weaker
computing power. Note that, according to a survey [98], Google Glass is the lightest device on the market but is much heavier than conventional glasses that are usually around 15 grams. Reducing the weight of AR devices is necessary for users to wear them for a prolonged time. Besides weight, battery life is another challenge. Increasing battery capacity also increases the weight. Therefore, a balance between performance, comfort, and portability is the key to the widespread use of AR devices.

The simplest and most effective method that reduces the weight and increases battery life is to degrade the hardware, e.g., using power-saving processors, batteries with shorter battery life, fewer sensors. However, this degradation requires specific algorithms and applications that rely on less powerful hardware but produce a decent user experience.

The advent of new communication technologies, such as 5G, has enabled low latency communication and high bandwidth and made cloud computing more attractive. Leveraging the internet to relieve the rendering burden of end devices has been studied by researchers [46]. The basic idea is to offload computationally intensive tasks to a remote server. For example, remote rendering methods offload rendering tasks to a remote server that has a higher rendering capacity [86]. In this way, end devices no longer need powerful graphic chips, and therefore their size and weight can be further reduced. Besides offloading rendering tasks to a remote server, we can also offload some other tasks, e.g., object tracking and object recognition [84, 76].

B. Object Pose Tracking

Although researchers have spent a substantial effort in the investigation of object pose tracking, it remains challenging to incorporate such technique in AR remote assistance systems. Most of the existing augmented reality applications for AR assistance rely on fiducial markers as marker-based object pose tracking methods are considered robust and accurate [73]. However, there are often small components involved in AR remote assistance. For instance, mobile phone repair tasks may involve the handling of pegs and tiny chips. It is difficult to attach fiducial markers to these small components. Moreover, it is challenging to track the markers on the non-rigid components, e.g., wires, since the markers may not remain flat during tracking. Nonetheless, even for methods that do not use fiducial markers, it is still a challenging problem, since these methods are typically less robust than those that use markers [73].

In AR remote assistance, object pose tracking methods suffer from long-lasting and severe occlusions. Contrary to typical scenarios of object pose tracking, an assembly task component is often a part of the entire product. A vast part of a component may be hidden
in another component during the assembly process.

Since the nature of the components in AR assistance is somewhat different from typical everyday objects (e.g., they are small and similar in appearance, and may be severely occluded during tracking), dedicated datasets are required. Existing datasets, e.g., YCB-Video [111], LineMOD [41], and KITTI [31], do not focus on the challenges of assembly task components. For example, the YCB-Video dataset contains videos of twenty-one objects in our daily life, e.g., cans, boxes, and cups. There are three main differences between those objects and the components used in assembly tasks. First, most of the objects in the YCB-Video dataset have rich textures. Second, these objects are bigger than many of the components used in assembly tasks. Third, these objects are very different in terms of appearance. The fifteen objects of the LineMOD dataset are also different from the components used in assembly tasks. A limited number of researchers have worked on such datasets. Hodaň et al. [42] proposed a dataset for 6 DoF pose estimation using thirty industry-relevant components. These components are texture-less and share similar appearances. They tested a state-of-the-art object pose tracking method [43] on this dataset. The results suggested that the tested method has ample room for improvement. More specifically, the tested method achieved a 95.4% mean recall on the LineMOD dataset while it achieved a 67.2% mean recall on their proposed dataset.

C. Human-Computer Interaction

Human-Computer Interaction (HCI) design is another challenge for AR platforms for repair tasks. Instructional booklets and videos often provide step-based instructions for the users. Some researchers have explored this direction, such as Webel et a. [108] and Speicher et al. [92]. Some projects focused on the interactive nature of AR systems [40]. With the progress of object tracking methods, a few researchers investigated the use of AR in providing the users with feedback automatically, such as Gavish et al. [30] and Westerfield et al. [109]. Researchers also have explored online remote assistance during the past decades [94].

AR technology can provide rich information to the users in various media formats, e.g., images, 3D animations, and notations [73]. Some researchers used 2D graphics, e.g., notations, tags, sketches, and images, such as Caudell and Mizell [12] and Ladwig et al. [56]. However, others chose to use 3D graphics, e.g., 3D virtual models, animations, or mixed 2D and 3D graphics. For example, Hoppe et al. [45] used 3D virtual objects in their AR platform, while Sukan et al. [93] mixed 3D virtual objects and 2D texts in their method.

Furthermore, AR has enabled more intuitive input methods, e.g., gaze tracking, ges-
tures, voice control, and Brain-Computer Interface (BCI). Although, to the best of my knowledge, they have not been used in repair tasks, they may improve the performance in assembly and maintenance tasks since these input methods provide users with a hands-free experience. The research community has spent huge efforts on this topic [112, 74], but further exploration and testing are needed before they can be widely accepted.

With rich media formats, large information volume, content awareness, and collaboration, designing instructions using AR is more flexible than designing traditional instructions. However, an effort must be made to understand which is the best way of visualizing information, and to present more complex and multi-step tasks [107, 73]. However, there are few analyses on how different interaction and visualization patterns may influence the effectiveness of a platform on a specific task. The existing evaluations mainly focused on the comparison between a specific AR platform and a traditional method (e.g., [30, 45, 55]). Although some researchers have paid attention to evaluating several design decisions for their proposed platforms [72, 109], they used very different measures and based on very different scenarios. I believe, to guide the design of HCI for AR remote assistance platforms, more general analyses are needed.

D. Authoring

Authoring plays an important role in the widespread use of AR in real scenarios. For instance, if a desktop computer vendor wishes to provide customers with an AR application to help them with repair tasks, it must consider the cost of development. Developing an AR application can be costly and beyond the means of small vendors. So adapting an existing AR platform to various tasks is important towards the democratization of AR technology for remote assistance.

Of the challenges of AR authoring is that, contrary to text and images, AR content has richer media formats, e.g., 3D virtual objects, audio, animations, etc. Integrating different formats of AR content with the spatial and temporal conditions requires specialized tools. Most of the previous AR platforms used manual authoring to create AR content, which can be expensive. The research community has proposed a variety of tools. Some researchers have used existing software [36], while others developed new authoring tools [68, 92]. These tools require the author to manually specify the spatial correspondence, i.e., the relative positions and orientations between the real world and the virtual objects. Bhattacharyya and Winner developed a tool can generate such spatial correspondence in a more convenient way by tracking the components [8]. Other researchers explored the use of programs to generate AR content from traditional materials for remote assistance, e.g., instructional
booklets and videos [70, 69].

For online AR platforms, authoring is more challenging since it requires that the authoring tools produce AR content in an online manner. A vast body of research has focused on authoring 2D AR content, usually by allowing a remote expert to do freehand sketching or put notations in the user’s view [32, 35]. Some researchers have developed the tools that enable remote experts to present three-dimensional contents, e.g., 3D virtual objects, 3D arrows, and virtual hands [72, 94]. The key difficulties are how to facilitate the use of those tools and how to apply physical and geometrical constraints more naturally.

In this thesis, I will propose an AR platform that aims to address two of the above challenges: device limitations and authoring. In the next two sections, I will introduce the two solutions that address the challenges.

1.3 Problem Statement

1.3.1 Authoring

In Section 1.1, I divided AR platforms into two categories: offline platforms and online platforms. By comparing the methods from the offline category and the ones from the online category, I noticed that, in addition to the presence of a remote expert, there is an obvious difference between the methods from those two categories. The methods from the offline category typically present the content as virtual 3D models, while most of the online approaches present the content as 2D drawings. Only presenting 2D drawings can affect the performance of users [2], due to the limited capacity of conveying complex spatial translations and rotations in 3D space. The experiment described in Chapter 5 shows that the participants who receive instructions in 2D sketch tended to make more corrected errors than those who receive instructions in virtual 3D models.

The cause of this difference is that, in an offline approach, an expert has enough time and more efficient tools to prepare the 3D representations for the instructions. In contrast, in an online approach, an expert must present the instructions to the user immediately, and there are no efficient tools to create 3D representations in a real-time manner.

The authoring tools for the offline methods can help the experts create complex 3D representations of the instructions, such as the work of Westerfield et al. [109]. Many of them have a Graphical User Interface (GUI) that enables content creation without any programming knowledge. However, for online composing, the experts use online methods,
e.g., drawing and pointing, to guide users, such as in the work of Gurevich et al. [35], which limits the experts in creating complex 3D contents.

Many researchers have explored the authoring of complex contents other than 2D sketches in online AR remote assistance. Ranatunga et al. [77] used an object tracking method to enable the expert to more accurately and more conveniently specify the locations and rotations of the components. However, the drawback of this method is that it only supports operations on a 2D plane. Oda et al. [72] proposed a tool for the experts to interact with and present 3D models to users. It has the potential to enable composing more complex instructions in the field of online approaches. But there are still some drawbacks. First, a software to create instructions introduces some difficulties for the experts since they need to specify 3D positions and orientations on a 2D display. Second, it is difficult to apply real-world physical and geometrical constraints.

Therefore, I propose a novel AR remote assistance platform that contains an authoring tool for the experts to compose complex instructions and present them to new users using 3D virtual objects. This authoring tool tracks the operations of the experts using the Vuforia Engine [75] so that it only requires the experts to demonstrate the operation by simply performing it rather than using a non-intuitive tool. The advantages of the proposed authoring tool are two-fold: 1) it is efficient to present operations with 6 DoF (Degree of Freedom); 2) because the experts operate on the real products, the physical and geometrical constraints are applied naturally. The details of the proposed authoring tool are in Section 3.2.

1.3.2 Remote Rendering

As I discussed in Section 1.2, the limitations of AR devices is one of the challenges before such devices can be widely used in repair tasks. The rapid growth of communication technologies inspired researchers to tackle this problem with cloud computing. The target is to reduce the weight and increase battery life of the AR devices while maintaining a good user experience. One way to address this is through Cloud Mobile Rendering (CMR). CMR offloads rendering to cloud servers: the server initializes a rendering engine and an encoder that serve every connected client. The models are rendered on the server-side and encoded in video frames streamed from the server to the client [90, 66].

Although a considerable effort has been put into this research direction, CMR systems can still suffer from bandwidth limitation and interaction latency [18]. Various attempts have been made to improve such systems. Hemmati et al. [38] proposed a method for
cloud gaming, which selectively renders important objects and reduces video bitrate by not rendering unimportant objects. Boukerche and Pazzi [10] used environment maps that are rendered on a server and sent to the client to reduce bandwidth. The client can respond to user interactions resulting in panning and tilting without latency based on the environment map. Shi et al. [87] proposed a method that leverages depth maps to reduce interaction latency. They take advantage of 3D image warping to synthesize the mobile display from the depth images generated on the server. However, these two image-based rendering techniques assume static scenes and only support limited user interactions. For example, the use of environment maps by Boukerche and Pazzi [10] accelerates panning interactions. Still, a new environment map needs to be generated for a novel viewpoint, which increases interaction latency and bandwidth requirements. Similarly, during scene changes, the environment maps or depth maps also need to be regenerated.

Therefore, I propose a hybrid remote rendering approach that minimizes the network bandwidth requirements and interaction latency associated with remote rendering. This approach enables a trade-off between rendering quality of less important objects in the scene and network requirements. The details of the proposed remote rendering approach are in Section 3.3.

1.4 Thesis Statement

The vision of the thesis is towards making AR technology for repair tasks become widely used in the real world. This work aims to address two challenges, device limitations and authoring, among the four existing challenges described in Section 1.2. To achieve this goal, I propose an authoring tool and a hybrid remote rendering method. The authoring tool aims at addressing the challenge of authoring by enabling a remote expert to compose complex instructions using 3D virtual models. The hybrid remote rendering method aims at addressing the challenge of device limitations by reducing the rendering burden of the AR devices. I integrate the authoring tool and the hybrid remote rendering method into an AR platform.

1.5 Overview and Contributions

In this thesis, I propose an AR online assistance platform for assembly tasks in Chapter 3. This platform exploits mobile phones as AR devices. A remote expert uses a mobile
phone to capture her or his operations on a real product. The platform converts the operations into animations of virtual 3D models and displays them on the user’s mobile phone. Moreover, the users’ operations are also captured by a mobile phone and sent to the remote expert as virtual 3D models. Therefore, the remote expert can inspect the user’s operations and give feedback to her or him. In this way, the expert does not need to create the instructions before the repair task and can create the instructions online. Figure 1.1 shows the platform setup. Note that the setup is the same for users and remote experts because both sides use a mobile phone as the AR device and repair a real product.

This platform addresses the authoring challenge by capturing the operations of a remote expert automatically. In this way, the presentation of instructions in an online remote assistance system for complex tasks is not limited to 2D sketches and notations. Moreover,
by allowing the experts to use a real product to demonstrate the operations, the geometrical and physical constraints are applied naturally. It also addresses the challenge of device limitations by using a hybrid remote rendering approach that can help AR applications get beyond the device limits by offloading the rendering burden to a remote server. I propose the following contributions:

1. A novel AR platform that assists a remote expert on guiding users through repair tasks in an online manner.

2. A novel authoring tool for repair tasks that enables a remote expert to compose complex instructions and present them to users using 3D virtual objects (see Sections 3.2).

3. A novel distributed rendering method that enables a trade-off between rendering quality of less important objects in the scene and network requirements (see Section 3.3). It has the ability to simultaneously reduce bandwidth requirements and interaction latency compared to existing CMR approaches. A performance analysis of my method is presented (see Section 4.1).

4. A comprehensive user study that evaluates the impact of my proposed hybrid remote rendering method on the user experience (see Section 4.2).

5. A user study that compares the proposed AR platform to a 2D sketching and an instructional video methods in terms of time, number of corrected errors, and number of uncorrected errors. I also use questionnaires to evaluate the participants’ subjective opinions of these methods (see Chapter 5).
Chapter 2

Background and Related Work

I begin by reviewing existing work that uses AR technology for remote assistance. I first list the significant work in order of time, followed by discussing various aspects of AR assembly platforms: devices, tracking modules, visualization, and guidance, see Section 2.1. However, since this thesis focuses on authoring and using remote rendering to address hardware limitations, we use separated sections to review the current research on these two topics. Section 2.2 reviews work related to the challenge of authoring, while Section 2.3 reviews work related to using remote rendering to address hardware limitations.

2.1 Background

Kuzuoka [54] proposed one of the first online AR systems that supports a remote expert to monitor a user’s workspace through a monitor and instruct the user by pointing or gesturing to a live video. Using a table-based arrangement task, Kuzuoka showed that using gestures can improve task completion times over using audio instructions only. Another early work was done by Reiners et al. [80] in 1999. The work described an AR demonstrator for the task of the doorlock assembly into a car door. This is an HMD-based training application that guides users through the linear assembly process in a step-by-step fashion. The authors demonstrated the system to a large non-expert audience for one of the first times. In 1999, Baird and Barfield [4] conducted an experiment that evaluates the performance of the AR platform in a motherboard assembly task. The involved platforms include paper manual, computer-aided, opaque AR display, and see-through AR display. The results suggested that AR techniques were the most effective industrial aids for the assembly task given that the participants using the AR techniques achieved the fastest assembly time and made
fewer errors.

Boulanger [11] described a collaborative industrial tele-training system that allows a remote trainer to interact with trainees by audio, 2D notations, and 3D virtual objects. It supports multiple trainees and multiple trainers. Since only one of the trainees has access to the real product, the other trainees and the trainers share the same view as that trainee using video streams. Trainees use the 2D markers to move the 3D virtual objects to show trainers their movements. Therefore, the other trainees can also participate in the discussion. Trainers use audio and remote pointers to demonstrate the instructions. With remote pointers, trainers can overlay a 2D arrow on the real-world product. The system uses 2D markers for object and camera tracking. With the system, the cost of training can be greatly reduced since multiple users can share one expensive product during the training process. Moreover, by using overlapped 2D notations and 3D virtual objects, trainees and trainers can describe operations and movements effectively and precisely.

Gurevich et al. [35] leveraged projectors to display instructions as 2D hand-drawn notations. When a worker works on a product, a camera records the workspace and transmits it to a remote expert. Since the camera is mounted on top of a robotic arm, the remote helper can control the viewpoint by moving the camera remotely. The projector is mounted together with the camera, so that the instructions can be projected correctly in the workspace. The system is equipped with a set of annotation tools to allow the helper to perform freehand sketches. What the helper draws is projected on top of the real objects in the worker’s environment. Both, the worker and the helper can carry a voice conversation. It provides the helper with a more powerful tool to establish a common understanding than voice-only communications. They also conducted a user study for a LEGO assembly task to show the effectiveness of their method.

Webel et al. [108] proposed an AR platform for assembly task training. They used tablets to capture the real-world environments and display the AR content in various media formats, e.g., images, text, and 3D virtual object animation. The platform uses a step-based interaction design to present the instructions. They showed 3D virtual object animations and other contextual information for each step. They also integrated haptic hints using vibrotactile bracelets to provide additional translational and rotational movement cues or present error feedback. Their object tracking is based on 2D markers. They evaluated the proposed platform against an instructional video on an electro-mechanical actuator assembly task. Twenty participants were assigned into two groups, where one group used the proposed AR platform, and the other group used an instructional video. The results showed that the participants that trained with the AR platform outperformed
those that trained with an instructional video with a smaller number of errors in the testing after training. This indicates that the AR platform can result in a better skill transfer.

The work of Ranatunga et al. [77] used projectors to display instructions. As opposed to the work by Gurevich et al. [35], they used an object tracking method to project rectangles on real objects based on their sizes, rather than freehand drawings. The remote expert can see the workspace of the user using a camera set up in the worker’s environment. She or he can move or rotate any virtual rectangles on the screen, and the projected virtual rectangles move accordingly on the local worker’s view. This facilitates instruction authoring since it allows the expert to directly specify the positions and orientations of the objects. The system also provides a clearer demonstration than pure freehand sketching methods. Adcock et al. [2] conducted a user study for this work. The results showed that compared to a pure freehand sketching method, the proposed method improves the accuracy of movements and rotations for the workers, with a camera perpendicular to the work surface. However, one disadvantage of this system is that the expert can only demonstrate planar translations and rotations.

Bhattacharya and Winer [8] proposed an automatic authoring tool for AR systems. The tool captures assembly parts with a depth+RGB camera and generates instructions for the captured movements. Compared to previous authoring tools, it minimizes the effort needed to adapt an AR application for various tasks. Therefore, no manual editing is needed since the tool generates the AR content of 3D virtual objects automatically.

Gavish et al. [30] evaluated the performance between an AR platform, a VR platform, and two traditional methods, i.e., an instructional booklet and an instructional video. In the AR group, the participants were trained using the AR platform once, while in the Control-AR group, the participants were trained using the real actuator and a filmed demonstration once. In the VR group, the participants were trained using the VR platform twice, while in the Control-VR group, the participants were trained using a filmed demonstration twice. The results showed that the VR and AR groups required longer training time, and there were fewer unsolved errors in the AR group compared to the Control-AR group. However, there were no significant differences in the performance between the VR and Control-VR groups. Note that the objective study did not directly compare the AR and the VR platforms since they were different in several pedagogical features. However, a subjective study showed that the AR platform achieved significantly higher scores in eight of the thirteen questions.

In most of the methods in which remote experts are involved, the remote experts use 2D notations or sketches to present the instructions. In contrast, Oda et al. [72] presented...
a method for remote experts to author instructions with 3D virtual objects. The expert
uses a tracked mouse and lazy susan turntable to move the 3D virtual objects in a virtual
environment, where the local user wears an HMD and operates on the real product with
the 3D virtual objects superimposed on the view. The authors asked the participants to
fill a questionnaire about their experience. The results of the questionnaire showed that
using 3D virtual objects was significantly more favorable compared to 2D sketches.

Sun et al. [94] developed an AR platform named OptoBridge that enhances remote
presence by displaying a virtual hand on the local environment. In their AR platform, a
remote teacher can guide a local student through several steps of an adjustment task of
an interferometer with hand telepresence. When the local student is operating on a real
interferometer, a camera is recording her or his workspace and sending a video stream to
the remote teacher. On the remote side, a hand tracking device tracks the hand of the
teacher and presents it to the local student in augmented reality. As opposed to most of
the other AR platforms, this system does not present the instructions as text, image, 2D
sketches, or 3D virtual objects. The authors conducted a user study to investigate the
influence of two different viewpoints on task performance and task completion time. The
results indicated that the task performance is better with the third-person viewpoint than
the first-person viewpoint. However, there was no significant difference between the two
viewpoints concerning the completion time.

The devices mentioned and utilized in previous articles include HMDs, HHDs, desk-
tops, projectors, and haptic devices, among which HMDs are the most used devices [73].
An HMD, usually worn on the head or as part of a helmet, has a small display in front
of each eye. Kolkmeier et al. [53] Utzig et al. [103] are two examples that use an HMD.
Compared to HHDs, HMDs have the advantages of portability. Users of HMDs, such as
glasses, can navigate or change their viewing direction while performing operations us-
ing both hands. HHDs are usually more accessible than HMDs since mobile phones and
tables can serve as AR devices. Kim and Moon [51] developed a car maintenance training
application for smartphones and tablets. Gavish et al. [30] used a tablet to capture the
real world and overlay virtual objects and tags on it. Serván et al. [85] used a tablet in a
demonstrator for electrical harness routing in the frame 36 of the AIRBUS A400M. Desk-
tops were widely used on the expert’s side. For example, Re and Bordegoni [79] enabled an
expert to monitor the user’s work from a remote location. The users used mobile devices
to store information for each maintenance step on a remote database. Experts could check
the maintenance activity from a remote PC at any time. Haringer and Regenbrecht [36]
proposed an authoring approach with a GUI on a PC. Researchers have used projectors in
their AR platforms. Using projectors, the field of view is not limited by devices. Sakata et
al. [81] used a laser pointer and a camera mounted on the user’s shoulder to allow a remote expert to instruct the user by pointing to physical objects using the laser pointer. Adcock and Gunn [1] allowed a remote expert to draw and project instructions onto the user’s environment using a laser projector. A limited number of articles have explored the use of haptic devices. Webel et al. [108] used a tactile bracelet to present additional movement hints, such as rotational or translational movements cues, and to alert users about errors during the training.

The tracking module in AR platforms calculates the relative transformations of the camera and the objects in real-time. Therefore, it is “the heart” of an AR platform [89]. Most of the existing AR platforms for assembly tasks have used marker-based or feature-based techniques. Zauner et al. [113] used markers in their AR platform and tested it in a furniture assembly task. Liverani et al. [62] stamped fiducial markers on components that have uniform colors. Salonen and Sääski [82] did not attach markers on each assembly component, but attached them on the base of the product instead. The relative transformation between each component and the base is treated as a priori knowledge and has to be measured beforehand. Marker-based methods are considered robust and accurate [73], but rely on the maintenance of markers which may not always be available. For example, the aerospace industry considers the need to put markers on the aircraft is unacceptable [23]. Koch et al. [52] leveraged so-called “natural markers” that are fiducial markers existing in the environment, such as position marks of fire extinguishers and device ID tags. Crescenzio et al. [23] developed a tracking method that relies on SURF (Speeded-Up Robust Features) algorithm [7]. However, feature-based methods are sensitive to illumination changes and partial occlusions. Many researchers have proposed model-based approaches. Khuong et al. [50] developed a non-marker-based tracking approach in their AR platform and experimented with it in a LEGO assembly task. They leveraged a Kinect with a depth camera to reconstruct and track each LEGO block.

The AR platforms for assembly tasks utilized various visualization methods, e.g., virtual 3D models, 2D images, texts, and sketches. Limited by the computing power, AR platforms of the early stage only display 3D wireframes, 2D images, and texts, such as the ones proposed by Sutherland [96] and Caudell and Wizell [12]. For recent work, the hardware is no longer a bottleneck for visualization, and therefore, the main consideration is to make instructional visualizations suitable to users. Engelke et al. [25] presented an interface that allows a user to personalize the visualization method. Many existing platforms used more than one visualization method. Wang et al. [105] used virtual 3D models and texts to display instructions. Ranatunga et al. [77] used a projector to project rectangles and arrows on a plane. Some researchers considered telepresence as a visualization method.
Sun et al. [94] developed a system to capture the hands of an expert and reconstruct them on the user’s view. However, in the online AR platforms, displaying virtual 3D models is difficult. This involves the development of a complex interface for the remote expert to allow her or him to specify the positions and orientations of models in real-time and with the geometrical and physical constraints that correspond to the manipulated objects. In this case, displaying 3D animations is more difficult. Oda et al. [72] proposed an interface that allows an expert to edit the virtual scene using a tracked mouse and a lazy susan turntable. However, geometrical and physical constraints need to be specified beforehand.

An AR assembly guidance enables users to perform a task in a higher quality since the quality of work does not completely rely on the experience and skills of a user. It even allows a user to learn by performing the task [107]. Many existing AR platforms for repair tasks provide step-by-step guidance to users. Speicher et al. [92] proposed an authoring tool that facilitates a non-programmer to make guidance with fixed assembly steps. Syberfeldt et al. [99] implemented a step-based AR assembly platform and experimented with it in a puzzle task. Some researchers used AR technology to provide additional information to users. Schall et al. [83] presented an AR system for viewing underground infrastructure, e.g., pipelines under a road. Sukan et al. [93] developed an AR platform called ParaFrustum that supports users to find an appropriate view angle of an object to avoid occlusion. Some projects focused on the interactive nature of AR systems. Henderson and Feiner [40] presented an AR system for a psychomotor phase of procedural tasks. This system provides dynamic and prescriptive instructions according to the user’s current activity. Zhu et al. [116] proposed a wearable AR mentoring system that can recognize the user’s current status and provide position-aware feedback. With the presence of a remote expert, AR platforms can facilitate the communication between the expert and user [11, 77].

## 2.2 Authoring

As discussed in Section 1.1, the use of AR in remote assistance can be categorized into two categories: offline approaches and online approaches. In offline approaches, an expert hardcodes or uses a script to integrate the guidance into the system. In the online approaches, an expert guides the user online from a remote place in an online manner. The bodies of work in the two categories are independent from each other to a high degree. The proposed platform in this thesis belongs to the online category.

Many approaches have been proposed in the industry [12, 23]. However, these approaches are still far from being widely used in real production environments. The reasons
are multifold, and include the accessibility of AR devices, relatively immature user experience, and a lack of efficient authoring tools [73]. Here we only review authoring tools proposed by previous work for repair tasks.

### 2.2.1 Offline AR Systems

Many of the existing methods are task-specific, i.e., lacking the capacity to be adapted for a wide range of different tasks. Many existing platforms do not take authoring into consideration or do not focus on non-programmer accessibility of the authoring tools [23]. Authoring has gained increasing interest during the past years [107]. The authoring tools are used by non-programmers to construct augmented reality content. In practical aspects, the expert must access the authoring tool to adapt an AR system to a specific task.

One direction is to create scripts using software. Haringer and Regenbrecht [36] proposed an approach to augmented reality authoring with the help of Microsoft PowerPoint. The expert can create an XML-base (Extensible Markup Language) extensible description of a PowerPoint file, followed by importing the PowerPoint file into 3D scenes and using it in an AR-viewer. Zauner et al. [113] developed an XML-based tool for non-programmer expert to structure the assembly steps with mouse clicks. Mitrovic et al. [68] developed an authoring tool named ASPIRE that includes a GUI. With ASPIRE, experts are able to create AR solutions, domain models and instructions without programming knowledge. Speicher et al. [92] demonstrated a web-based tool for creating AR content for industry 4.0. Users are able to design and share AR assembly instructions worldwide. However, using software to create scripts still has a learning curve. Furthermore, those methods are not suitable for online remote assistance platforms, since the scripts cannot be generated in real-time.

Another direction is to generate AR content automatically by various techniques. Currently, limited work has focused on this. Mura et al. [70] reported a proof-of-concept system to create an interactive AR manual by segmenting a video of a task into segments. Mohr et al. [69] developed an approach to transfer a printed assembly manual into a 3D AR training guidance. The input of this system is a printed manual, 3D models and the definition of various 2D annotations. The output is an interactive AR application. Bhattacharya and Winer [8] described an authoring tool to capture assembly parts with a depth+RGB camera and with markers to generate the instructions for the captured movements. They used this authoring tool to generate AR content and instructions for an offline platform. This approach can be more efficient than using software to create scripts, and, most importantly, has the potential to adapt to real-time use cases. We use the same idea presented
in the work of Bhattacharya and Winer [8], and adapt it to an online remote assistance platform.

### 2.2.2 Online AR Systems

Online AR remote assistance platforms for repair tasks have another roadmap in terms of authoring. The most difficult challenge is creating AR content and instructions in real-time.

Many existing methods use 2D hand-drawn notations as AR guidance. REFLEKT ONE [32] enables real-time assistance from a remote expert. The expert shares the same view with a user, and what the expert draws appears on the user’s display in real-time. Boulanger [11] presented a system that allows a remote expert to interact with a user by audio and pointing. The expert shares the same view with the user via a video stream. For a larger field of view, some researchers exploited projectors to project the 2D hand-drawn notations on the workspace. Gurevich et al. [35] is an example. The expert views the assembly process remotely via a monitor and draws on the screen. Meanwhile, the projector in the user’s workspace projects the instructions onto the real environment.

However, the 2D hand-drawn notations have typically not made use of any semantic information about the physical properties of the environment. The work of Ranatunga et al. [77] allows the expert to directly specify the object movements required of a local user. In other words, the expert is able to more easily specify accurate positions and orientations. The drawback of this method is that the instructions are still on a 2D plane so that it is difficult to present 3D translations and rotations. Telepresence is a widely studied direction. Tecchia et al. [101] enables an expert who wears an HMD to monitor the workspace of the user and help her or him by presenting virtual hands on the view of the user. A pilot user study demonstrated the use of this platform on a LEGO toy assembly task. Observations indicated that the expert is able to guide the user through the task with hand gestures and verbal communication. Sun et al. [94] developed a system that tracks the hand gestures of an expert and displays virtual hands to the users. This method is able to show the spatial position and orientation changes. But showing the hand movements without 3D virtual objects is still not enough to precisely demonstrate the instructions.

For a more effective spatial referencing and action demonstration, Bottecchia et al. [9] proposed an AR platform that facilitates the expert to present instructions to the user using 3D animations. However this platform lacks flexibility since the 3D animations are precomputed. It does not handle unexpected situations encountered in a task. Chastine et
al. [16] enables an expert to place an arrow in the AR environment using a paddle. However, aligning the arrow is difficult and time-consuming. Oda et al. [72] used 3D virtual objects to present the instructions. They enabled the expert to compose the guidance with the software and display 3D virtual objects as overlays on a user’s view. This approach also tracks the real components on the user’s side so that it is possible to assess whether a user is following the guidelines precisely. There are still some drawbacks to this method. First, composing with a software introduces some difficulties to the expert since they need to specify 3D positions and orientations on a 2D display. Like using a 3D creation software, modifying the 3D scenarios on a 2D display involves a significant degree of training which can be costly and time-consuming. Second, it is difficult to apply real-world physical and geometrical constraints.

My proposed method takes a further step towards composing guidance online by leveraging the idea of tracking real components on the expert’s side to specify the 3D movements [8]. In this way, it is easier for the expert to accurately place the virtual components, while the real-world physical and geometrical constraints are applied naturally.

2.3 Remote Rendering

Remote rendering leverages the computational capacity of a remote server to address the limitations of mobile devices in terms of processing power, limited storage and rendering hardware. The basic idea is to offload the entire rendering task to the server. Basically, when a mobile client connects to the server, the server will initialize a rendering engine and an encoder for the mobile client. All of the models are rendered on the server side and rendered frames are encoded and streamed from the server to the client as a video stream. Moreover, the server receives user interactions from the client. This approach requires no 3D graphics capacity on the client and is able to use advanced encoding, such as H.264/AVC, to adjust the image quality according to the bandwidth availability. Lamberti and Sanna [57], Moimark and Cohen-Or [71] and Lu et al. [64] have proposed such CMR systems. Many cloud gaming services and frameworks have leveraged this technology, e.g., NVIDIA GeForce Now [20], PlayStation Now [63] and Gaming Anywhere [26]. Those services and frameworks use cloud computing infrastructure to render the games and encode the rendered frames, while the clients decode the frames and send the players’ interactions to the cloud.

However, there are two main challenges associated with the remote rendering methods. First, video streaming requires large network bandwidth. Therefore, the user experience
heavily relies on network conditions. Second, remote rendering methods introduce additional user interaction latency. The interaction latency consists of four components: transmission time, rendering time, encoding time and decoding time. Researchers have proposed various methods to address these two challenges. However, the existing solutions either only reduce the network bandwidth or cannot handle dynamic scenes well. To address the above described challenges that are associated with remote rendering, we propose a hybrid remote rendering method that leverages both server and client side computational resources. My proposed method reduces network bandwidth requirement and interaction latency at the same time, and can effectively handle dynamic scenes.

2.3.1 Network Bandwidth

Many approaches have been proposed to reduce the network bandwidth requirement. Levoy [59] proposed a method for networked workstations that renders simplified models on clients to reduce bandwidth requirement. According to this approach, the server first renders both complete and simplified models and calculates a difference image between the two. The difference image is transmitted to the client. The client renders the simplified models and applies the difference image to produce a high-quality rendering. The simplification of models can be performed in terms of the textures and the number of polygons. This method reduces the bandwidth requirement as the difference image can be compressed more effectively compared to the complete model. The entire scene is treated uniformly unlike in my selective approach based on object importance. Liu et al. [61] developed an automatic adaption algorithm that changes the rendering quality according to the network bandwidth. They use H.264 video encoding with fixed bitrate mode while adapting the rendering factors (e.g., view distance, realistic effect and texture detail) to improve the user experience. The goal of this approach is to improve the visual quality of encoded frames under a fixed network bandwidth by sacrificing rendering quality. Hemmati et al. [38, 65] proposed a method for cloud gaming, which selectively renders important objects and reduces video bitrate by not rendering unimportant ones. This reduces the network bandwidth requirement as the frames to be encoded contain less details.

The above described methods are targeted at reducing the network bandwidth only. They do not reduce the interaction latency. My proposed method aims at reducing the network bandwidth and latency simultaneously.
2.3.2 Interaction Latency

Many researchers have developed various approaches to reduce the interaction latency. We divide those approaches into two categories according to the “side information” sent from the server to the client: environment maps and image warping.

**Environment Map.** Boukerche and Pazzi [10] render environment maps on the server and send them to the client. With the environment maps, the client can respond to the user interaction in the form of panning, tilting, and zooming with little latency since the new view can be synthesized using the environment maps. Environment maps are similar to panoramas, which were initially proposed by Chen [19] in their QuickTime VR system, which displayed virtual environments without rendering 3D models. QuickTime VR accomplished moving through the environment by “hopping” to different panoramic points. Boukerche and Pazzi [10] do not simulate movement by “hopping” to another panoramic image, instead, they use a remote server to render panoramic images in real-time. They address the latency in rendering and transmitting panoramic images through a caching design that buffers visited viewpoints.

**Image Warping.** Shi et al. [87] proposed a method that leverages depth maps to reduce user interaction latency. They take advantage of 3D image warping to synthesize the mobile display from the depth images generated on the server. Chang and Ger [14] proposed building Layered Depth Images (LDIs) on the server. The mobile device uses a 3D warping algorithm to synthesize the frame from a new viewpoint. At the time of the design of LDIs, mobile devices had limited computational capacity to render 3D scenes and hence LDIs were designed as a way around displaying 3D content on a mobile device. These image-based methods incorporating scene depth often have challenges pertaining to visible gaps and holes in the rendered scene. Bao and Gourlay [5, 6] proposed a method that uses a superview to direct the image warping and reduce the gaps and holes. The method is successful in reducing the flaws in the synthetic images. But it is not designed to handle highly dynamic scenes, since a set of new reference depth maps need to be generated and delivered to the client whenever the scene changes. Their method is well suited for environment walkthrough applications but not for games and training applications.

Network bandwidth limitation is typically not a major issue for the two categories of methods described above, as the environment or depth maps are not transmitted very often if the scene is static. However, these methods cannot effectively handle dynamic scenes. If an object in the scene moves, the environment maps or depth maps must be re-generated, which increases the interaction latency. My proposed hybrid remote rendering method aims to reduce the interaction latency for dynamic scenes.
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2.3.3 Hybrid Remote Rendering

Some existing methods share several characteristics of the proposed method. As mentioned in Section 2.3.1, the work by Levoy [59] renders different versions of a model on the server and the client, respectively. However, this approach minimizes the bandwidth requirement at the expense of incurring additional latency associated with the rendering of multiple versions of the same model on the server side. Crassin et al. [22] and Liu et al. [60] leverage a remote server to render indirect lighting effect that are too expensive to compute locally. Hence, the client only renders the direct lighting effects and receives the indirect lighting information from the server. The goal of Crassin et al. [22] and Liu et al. [60] differs from ours, as they aim to refine the rendering effect by leveraging a more computationally powerful remote server. Moreover, Liu et al. [60] demonstrate that the interaction latency increases with model complexity, as rendering more complex models takes a longer time. Chan et al. [13] utilize the rendering power of both the cloud server and the client PC or mobile device. They divide the rendering operations to both sides. The rendered frames on the cloud server are sent from the server to the client, while the rendered frames on the client are superimposed with the rendered frames from the server to form complete rendering frames. However, their goal is to relieve the rendering burden of the cloud server. In this way, the cloud server can serve more clients at the same time.

The proposed hybrid remote rendering method aims at minimizing both network bandwidth and latency for dynamic scenes. I also benefit from the increasing rendering capabilities of mobile devices while addressing the fact that mobile devices still fall behind PCs. We believe that the idea of offloading the entire rendering task to the server may not be optimal, given the bandwidth it requires and the recent advances in mobile device hardware.

2.4 Summary

In this chapter, I briefly inspect four aspects of existing AR remote assistance platforms: devices, tracking modules, visualization, and guidance. Then we focus on reviewing existing approaches in the fields of authoring and remote rendering since my proposed platform mainly focuses on these two fields. The bodies of work in offline and online AR systems are independent from each other to a high degree. We observe that the authoring methods in offline AR systems lack the capacity of creating instructions in real-time, while the authoring methods in online AR systems mainly focus on creating 2D instructions. Our
proposed authoring solution leverages an idea from an offline AR platform and uses it in online authoring. This solution enables the expert to create complex instructions in 3D and apply the physical and geometrical constraints more naturally. In the field of remote rendering, many existing approaches cannot reduce network bandwidth requirement and interaction latency at the same time. Some image-based remote rendering approaches can greatly reduce interaction latency but cannot handle dynamic scenes effectively. My proposed hybrid remote rendering leverages both server and client side computational resources so that it can reduce network bandwidth requirement and interaction latency for dynamic scenes.
In this chapter, I propose an AR platform that assists online communication between remote experts and users for repair tasks. I describe four aspects of the platform: interaction design, authoring procedure, hybrid remote rendering, and other system design issues. Figure 3.1 demonstrates an overview of the proposed AR platform. The proposed authoring method is inspired by the work of Bhattacharya and Winer [8]. However, as opposed to the offline method of Bhattacharya and Winer [8], the proposed approach belongs to the online remote assistance category. My platform tracks the operations of the experts using the Vuforia Engine [75] so that it only requires the experts to demonstrate the operation by simply performing it rather than using a non-intuitive tool. I describe the details of the Vuforia Engine in Section 3.4.2. The advantages of the proposed authoring tool are two-fold: 1) it is efficient to present operations with 6 DoF (Degree of Freedom); 2) since the experts operate on the real products, the physical and geometrical constraints are applied automatically. In the proposed AR platform, I also proposed and adopted a hybrid remote rendering method that aims at relieving the rendering burden of the devices. This remote rendering method uses a client-server architecture, where the server renders the high-fidelity models, and the client renders the low-fidelity ones. The high-fidelity models’ rendering frames are encoded and sent to the client as images or video streams. With this configuration, the network bandwidth requirement and interaction latency can be reduced because only key models are rendered in high-fidelity mode.
3.1 Interaction Design

As opposed to other remote assistance methods, the proposed approach assumes the existence of two copies of the same product on both the expert’s side and the user’s side. For example, in a mobile phone repair task, both the expert and the user require a mobile phone of the same type. This way, the AR platform is able to capture the operations that an expert performs by an object tracking method. In this section, I discuss the key issues encountered during the interaction design of the proposed platform.

I designed the instruction schema in my system as a step-based schema, with each step showing the instructions for an atomic task that would be impractical to divide. For example, in a mobile phone repair task, a step may show the user how to plug a battery in. Each step consists of three phases, a) observation, b) identification, c) motion. During the entire process, the expert and the participant are able to communicate by voice. The following describes each phase.

1. Observation: The expert performs the operation on a product of the same type as the one on the user’s side. For instance, if the expert plugs a battery in, the camera captures the movement of the battery, and the AR platform displays a virtual 3D model of the battery on the user’s view.
2. Identification: The user is prompted to scan the components one by one using a camera to identify the correct component. Once the component is found, the user is notified with a beep and a notation showing the component. Because the object tracking is also implemented on the user’s side, it is the AR system that decides if a component is the correct one, instead of the expert.

3. Motion: A virtual component shows the actual trajectory of moving the real component to its destination. The trajectory is generated by capturing the operation of the expert, so the user is supposed to follow this trajectory to perform the operation. A virtual component is also displayed on the expert’s view, which enables the expert to know how well the user performs. It is the expert who decides if the operation of the user is correct and if the process should go to the next step. However, if the expert finds an error in the user’s operation, the process goes back to the observation phase.

The users should be aware of the three phases. In my implementation, there is a textual display on the top-left corner that shows the current phase. A user is supposed to take corresponding actions in different phases. First, I will introduce the actions that the user needs to take during each phase, see Figure 3.2.

1. Observation: The user should only watch the operations of the expert that is presented on the user’s screen by an animation of a 3D virtual component, see Figure 3.2 (a).

2. Identification: An image of the desired component is shown on the screen, and the user needs to bring each potential component into the camera view so that the application can indicate to the user whether it is the correct one. Also, in this phase, the user can switch between the image view and the 3D view of the component, see Figure 3.2 (b) and (c).

3. Motion: The user is supposed to copy the demonstrated motion, see Figure 3.2 (d).

During the entire process, the user only needs to tap a button for switching between the image view and the 3D view of the component in the identification phase. The progress of the task is controlled by the expert.

The expert is also aware of the three phases. Next, I will describe the actions that the expert needs to take during each phase.
1. Observation: At the beginning of this phase, the expert must tap on the screen to select the currently active component. For example, if the current step is to plug a battery in, the expert should bring the battery into the camera view and tap it on the screen to select it as the active component. The active component is shown as a virtual 3D component on the expert’s view. Then the expert is supposed to move the active component to its desired location and make sure that the application has tracked the entire movements, i.e., a blue box that outlines the component indicates that it is being tracked. After demonstrating the desired operation, the expert needs to press the next button to move to the identification phase, see Figure 3.3 (a).

2. Identification: The expert does not need to do anything. After the user finds the correct component, the process goes to the motion phase automatically, see Figure 3.3 (b).

3. Motion: The operation of the user is shown as an animation of a 3D virtual object on the expert’s view and the expert needs to decide whether the user has correctly accomplished this step. If the operation is correct, the expert is supposed to press the correct button and start the next step, otherwise, she or he needs to press the feedback button to reset the process back to the observation phase and demonstrate
There are three reasons why I designed the instruction schema in this way. First, I only allow a single operation in each step to build a clearer instruction schema. Second, from a remote collaboration perspective, dividing each step into multiple phases results in smoother cooperation between the expert and the user, since it is more apparent to the user what to do in each phase. Last, as will be discussed in Section 3.4.3, my system design supports multiple users, dividing each step into multiple phases facilitates synchronization among the clients.

3.2 Authoring Procedure

In this section, I describe the authoring procedure for a remote expert. My goal of designing the authoring procedure is to enable a remote expert to compose instructions with virtual 3D models in an online manner. In other words, the expert does not need to hardcode any prior knowledge into the software except for the models of the components. There are four steps to create instructions: 1) specify operation type; 2) select the active component;
In a repair task, there are assembly operations and disassembly operations. The visualization of the two types of operations differs. For an assembly operation, the instruction should show the start and destination of the operation. For example, when plugging a battery in, there should be an animation starting from the current position of the battery and ending at the proper slot. For a disassembly operation, the instruction should show the start of the operation while prompting the user to remove the component. The destination of a disassembly operation is unimportant. For example, when taking the back cover off, there should be an animation showing which component should be removed and how to remove it. Therefore, the first step of authoring is specifying whether it is an assembly operation or a disassembly operation. The operation type defaults to assembly. Clicking on the switch button switches the operation type between assembly and disassembly. Experts can view the current operation type of the top-left corner of the screen, see Figure 3.4. Note that the interfaces of the assembly operation and the disassembly operation are similar to each other.

The second step is selecting the active component. As shown in Figure 3.4, there may be multiple components in the view, and an expert must select one as the active component, implying that, at each repair step, the expert shows how to assemble or remove one component. The expert taps on the desired component on the screen to designate it as the active component. For the assembly operation, an expert may bring a new component into the camera view and tap on it. There will be a virtual 3D model shown upon the real

Figure 3.4: Authoring interfaces. The left figure shows the interface for assembly operation, while the right one shows the interface for disassembly operation. The button on the left of the screen is the button of operation type switch. It switches between assembly operation and disassembly operation. The text on the top-left corner is the operation type indicator and shows the current operation type.
component, which indicates that this component has been selected as the active component. For the disassembly operation, since the component is already being tracked, an expert just needs to tap on it. Note that during the observation phase, the expert can change the active component by tapping on another component. In Figure 3.4, the component held by the hand has been selected as the active component in the left figure, while a component docked on the mobile phone has been selected as the active component in the right figure.

The third step is moving the active component. During the movement, the AR platform captures the trajectory of the motion of the active component. In this way, the user will see an animation that is displayed repeatedly, which shows the trajectory of the motion. This gives the user an intuition of how to operate. During this step, the expert must pay attention not to block the active component to make sure the AR platform can capture the entire trajectory.

The last step is pressing the next button to finish the authoring. All the four steps of the authoring procedure are in the observation phase. After finishing the authoring, the process goes into the identification phase.

The main differences between the proposed authoring procedure and the procedure in other AR platforms are two-fold. First, I enable an expert to perform the operations and create instructions in a natural way. There is no complex interface that requires an expert to modify a virtual scene. Second, the instructions shown to users are virtual 3D models instead of 2D sketches.

3.3 Hybrid Remote Rendering

As discussed in the surveys by Syberfeldt et al. [98] and Palmarini et al. [73], the devices for AR applications are relatively weak in capacities: power consumption, processing power, stability of telecommunication, memory, etc. I believe that cloud computing techniques are essential to AR devices with portability, comfort, and long battery life. More specifically, the use of cloud computing decreases the hardware requirements of AR devices, and therefore reduces their weight and increases battery life. With a lighter AR device, users can wear or hold it for a long time without feeling uncomfortable. In my implementation, I used the remote rendering approach described in this section to relieve the rendering burden of the end devices.

My proposed remote rendering method is a client-server architecture and maintains two versions of models: low-fidelity models and high-fidelity models. Low and high fidelity models differ with respect to the number of polygons and resolution of textures.
On the client-side, the mobile device renders low-fidelity models that have fewer polygons and lower fidelity of textures. In contrast, on the server-side, the workstation renders high-fidelity models that have more polygons, higher fidelity of textures and higher quality rendering effects. Hence key models are rendered on the server and captured in images that are sent to the client as images or a video stream. In my implementation, I used FFmpeg [100] to encode and decode the video streams, and used H.264 [110] as the codec. The videos were transmitted over the Transmission Control Protocol (TCP). I define key models as those that the user is interacting with. These models can be identified from interaction information sent to the server. Additional key models may be specified in advance by the developers based on application-specific criteria. It is suitable for AR platforms since only important objects are rendered in AR applications. And for repair tasks, users usually only focus on one or a small number of components that they are operating on.

The proposed hybrid remote rendering approach is designed as a general approach that can be used in various applications, e.g., remote assistance, games, and virtual tours. However, in this thesis, I integrate it with the AR remote assistance platform. The integration details are elaborated in Section 3.4.1.

### 3.3.1 Client-Server Prototype Design

My proposed system aims at providing high-quality rendering on less powerful mobile devices, while minimizing the amount of data transferred via the network. It has a client-server architecture. Since each expert or user is treated as a “client” in such a client-server architecture, I must enable multi-client cooperation to support remote assistance for repair tasks.

My system is inspired by Levoy [59], Crassin et al. [22] and Liu et al. [60]. It uses a hybrid approach incorporating both local and remote rendering, which stores the low-fidelity key models on the client-side and leverages the local rendering capacity to produce lower quality rendering results. Conversely, the high-fidelity renderings of key models are sent from the server to the client and overlaid upon the locally rendered frames. Accordingly, the data transferred via the network is minimized less information is encoded and sent via the network compared to a CMR solution. An analysis of bitrate reduction of the proposed hybrid remote rendering is in Section 4.1.

There are three challenges in realizing multi-client support within the context of the above described system. First, it is required that the server must not be blocked by any of the clients. Second, each client has its own view that may be different from all of the other
clients; this can result in a performance issue as a scene needs to be rendered multiple times in a single animation loop. Third, since only key models are rendered and sent by the server, occlusion needs to be addressed since the environment models that are closer to the viewpoint may not be rendered on the server but just locally.

I address the first challenge by mandating that the server interacts with each client independently. More specifically, I enable the server to receive commands from and send to every client separately, so that if a client becomes unresponsive, the server is not blocked. The second issue is alleviated by implementing a “render-on-demand” function on the server, implying that the server renders the scene for a client only when the client requires a new frame. I address the third challenge through a two-pass rendering process. In the first pass, the entire scene is rendered in low-fidelity on the server. Then the colour buffer is cleared before the second pass where only the key models are rendered in high-fidelity. In this way, the second pass is rendered with the depth information obtained from the first pass.

As depicted in Figure 3.5, in this system, all clients are connected to the rendering server and send interaction commands to the server. On the server side, the application status changes according to the commands received from all clients. The application status changes are synchronized with all clients. In this way, the clients are able to cooperate with each other. In other words, when a remote expert moves a component, the virtual 3D
model on the user’s view is also moved. To minimize the amount of transferred data, only the key models are rendered in high-fidelity and the server only sends the pixels depicting this key model. The other models are still rendered locally. In a repair task, only the active component chosen by the expert is treated as a key model.

Figure 3.6 illustrates the sequence of messages communicated between the server and the client processes. It shows the tasks that are performed by the server and clients to process one frame. If the commands sent from any client influence the simulation states of the server, the latter synchronizes the state changes among all clients to ensure that all of them maintain a consistent state. Moreover, the server renders and encodes the frames for all the clients. Upon receiving the high-fidelity frame, the client decodes and overlays it on the locally rendered frame.

3.3.2 Process Behavior

The proposed system consists of one server and multiple clients. Each client can be either a remote expert or a local user. Their communications are transferred through the server
so that the statuses of all clients are synchronized. Figure 3.7 shows the behavior of the server process. In each loop, the server updates the simulation status of the scene and receives commands from all clients. Next, the server sends the received commands to all clients to ensure synchronization between them. On the server side, each client has its own view that is independent from those of the other clients. The server only renders a new frame upon request from the client.

![Server-side workflow](image)

**Figure 3.7: Server-side workflow**

Figure 3.8 shows the behavior of the client processes. In each loop, the client receives commands from the server and adjusts the simulation status accordingly. Then, it sends its user interaction commands to the server. In each iteration, the client receives the high-fidelity frame from the server that it has requested in the previous iteration. The client has simplified models stored locally, it renders the scene in every iteration. The high-fidelity frames acquired from the server are overlaid upon the locally rendered frames. Once done, it sends the frame request to the server. In this way, the server is not required to render frames for all clients in every loop, instead it renders a frame when it is needed.
Send User Interactions
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Figure 3.8: Client-side workflow
3.3.3 Two-pass Rendering

As mentioned in Section 3.3.1, I use a two-pass rendering process on the server side. The frames sent to the client depict only high-fidelity key models. However, this is insufficient for a valid view of the 3D scene since other scene content may occlude parts of the key models. I propose a two-pass rendering process to address this issue.

As shown in Figure 3.9, in the first pass, all models are rendered in low-fidelity except for the key models. Then the color buffer is cleared and only the depth buffer is preserved. In the second pass, only the high-fidelity key models are rendered, while considering the depth information obtained from the first pass rendering, therefore allowing the occlusions are preserved in the final rendered scene.

3.4 System Design

3.4.1 Communication Schema Design

My implementation is designed as a client-server model where both the expert and the users run as clients of a common server. As shown in Figure 3.10, the system consists of three services: the object tracking service, the rendering service, and the encoding service.
The object tracking service tracks the poses of all the registered components from a live video captured by the camera. Since I use the image target tracking feature of the Vuforia Engine [75] to track the components, before using the proposed method, the users need to register the components of a product. To register the components, the textures of the components need to be stored in the system defining what will be tracked. Although the object tracking service could be implemented on the server-side or the client-side, in the implementation used in my experiment, I implemented it on the client-side, i.e., mobile devices (the cyan dash lines in Figure 3.10), due to the limited compatibility of the Vuforia Engine.

The rendering service decides which virtual components need to be rendered for each client and then renders them. For example, during the motion phase, for each user, the rendering service renders the virtual component showing how a user should move a component, while for the expert, the rendering service renders the virtual components representing the operations of all the users. Note that there is a database that contains the 3D models of all the components connected with the rendering service. This enables us to use a remote rendering method to reduce the rendering demand on the clients, see Section 3.3. Then the rendering results are encoded by the encoding service and sent to the clients. The clients overlap them on their views to create the augmented reality experience. The rendering service and the encoding service were implemented on the server-side (the purple dash lines in Figure 3.10).

The communication schema design of my proposed method extends the hybrid remote rendering approach I propose in Section 3.3. As mentioned in Section 3.3, my proposed remote rendering approach is designed as a general approach. To integrate it with the AR platform, I must implement the following additions or extensions. First, I add an object tracking service that is not present in the original hybrid remote rendering method to track the components. It runs on the client side as a local service and sends the transformation matrices of all components in the camera view to the server. Second, in addition to a user’s taps, the interaction commands also come from the object pose tracker. When a component is moved, the object pose tracker sends a series of commands to the server, which indicates the movement trajectory of a component. Third, the clients are divided into two types: expert and user. Depending on the type, a client is limited to send a specific set of interaction commands. For instance, when an expert has finished authoring, the client sends a command “instruction authoring finished” to the server, but a user is not allowed to send such a command. Last, rather than manually defining the key models, the active component is treated as a key model. The rest of the models, i.e., the environment models, are not rendered, since the environment in AR is a real environment.
However, if the network is unstable, and the delay for receiving a rendered frame becomes unacceptable, the key model can be rendered low-fidelity locally. Therefore, the proposed platform is more robust to the fluctuating bandwidth of mobile networks. The server-side and client-side workflows are kept the same as described in Section 3.3.2.

![Communication Schema](image)

Figure 3.10: Communication Schema. The server consists of the rendering service and the encoding service, while the client contains the object tracking service.

### 3.4.2 Multi-object Tracking

I used the Vuforia Engine [75] to track the positions and orientations of all the components on the view of the camera. It is a commercial augmented reality development platform that provides various methods for tracking images, 3D shapes, and markers. It is among the most-used AR Software Development Kits (SDKs) [4]. Besides the Vuforia Engine,
there exist many other popular AR SDKs that provide the functionalities of object pose tracking.

Apple provides the developers with its AR SDK, ARKit [47], while Google announced ARCore [33] for the Android platform in 2018. There also exist many third-party AR SDKs in the market and open source community. For example, Dr. Hirokazu Kato created an open-source software library, ARToolKit, in 2000. It is still widely used to complement many augmented reality experiences [48, 49]. DeepAR [24] is a commercial AR programming library that enables the developers to detect faces, emotions, and rigid objects. Those AR SDKs provide developers with various object pose tracking methods that include marker-based methods, image-based methods, and model-based methods. I chose the image-based method of the Vuforia Engine in my implementation since it is more robust than its model-based method. The reason why I did not use the marker-based method of the Vuforia Engine is that I wished to print textures of electronic components and make the components used in my experiment look real.

Blanco-Pons et al. [4] quantitively evaluated the Vuforia Engine and ARToolKit [20]. The results showed that the Vuforia Engine is faster when it comes to tracking time and stable during illumination change, so it is more suitable for indoor scenarios. Blanco-Novoa et al. [3] also conducted a quantitative evaluation on the Vuforia Engine and ARToolKit. The results demonstrated that the Vuforia Engine has a shorter tracking distance than ARToolkit, but confirm that the Vuforia Engine is less affected by illumination changes. In my experiment, the illumination of the components changes due to the user’s hands shadowing; therefore, the stability of the Vuforia Engine in illumination change may benefit my application. According to the evaluation conducted by Blanco-Novoa et al. [3], the Vuforia Engine can recognize and track an 8 cm × 8 cm square image from 1.2 m to 1.7 m under various lighting conditions. This is sufficient for my experiments because the distance between a component and the camera is less than 30 cm and the dimension of the smallest component in my experiment is 3.2 cm × 2.8 cm. However, there are still some limitations to this object tracking method, which I will discuss in Section 6.2.

3.4.3 Multiple Users

Both, the communication schema and remote rendering method used in my system, enable remote assistance for multiple users. Therefore, an expert is able to concurrently assist more than one user remotely. However, the instructions given to all users are the same. Hence, an expert can assist multiple users concurrently if they are facing the same problem.
To support multiple users, the interaction design should be modified. First, the expert should be able to choose an active user to monitor, since monitoring multiple users at the same time implies a mixture of 3D virtual objects that represent the operations of different users. For example, I can add a drop-down list for the expert to choose an active user and monitor his or her operations. Second, when a user makes a mistake, the expert should be able to give feedback to this user individually. Third, the expert clicks the correct button and proceeds to the next step only if all the users have completed this step correctly.

3.5 Summary

In this chapter, I describe the online AR-based remote assistance platform for repair tasks. This platform requires the expert and the user to operate on the same product for repair simultaneously. The platform tracks the components of the product on the expert’s side so that the operations of the expert can be displayed and overlaid as 3D virtual objects on the user’s view. It enables the expert to create 3D representations that demonstrate 6 DoF movements in real-time. It also enables the expert to apply geometrical and physical constraints naturally. By using a remote rendering schema, we can relieve the rendering burden of the AR end devices. First, the details of the interaction design was provided. I described the three phases of each assembly or disassembly step and listed the differences of each phase for the expert and the user. Second, a new authoring procedure for remote experts was described. I designed the authoring procedure as four steps and two modes: assembly mode and disassembly mode. Third, a new hybrid remote rendering method was proposed and integrated into the AR platform. This remote rendering method was first published in 2019 [95]. I integrated it in my proposed AR platform. Last, the details of the system design was provided. I described its three aspects: communication schema, multi-object tracking, and multiple users.
Chapter 4

Experiments for the Hybrid Remote Rendering Method

In this chapter, I evaluate the proposed hybrid remote rendering method of Section 3.3 with two experiments. The first experiment aims to analyze the effectiveness of the method in reducing network bandwidth requirement and interaction latency. The second experiment is a user study that investigates the influence of various factors of the hybrid remote rendering method on user experience.

4.1 Quantitative Analysis

The proposed hybrid remote rendering method offloads a part of the rendering task to the remote server. More specifically, only key models are rendered remotely to minimize network bandwidth requirements and interaction latency. In this section, I demonstrate the effectiveness of the proposed method in reducing interaction latency and network bandwidth requirement by selectively rendering high-fidelity models.

To overcome the limitations of mobile devices in rendering high-fidelity models, designers often use one of two approaches:

1. Local-only rendering: Reduce the fidelity of the models and render them locally on mobile devices.

2. Server-only rendering: Render the scene remotely on a server and transfer to the mobile device as a video stream.
I designed and conducted four sub-experiments to evaluate the effectiveness of the proposed method. In all sub-experiments, I use the same models: one environment model and fifteen object models. I created a low-fidelity and a high-fidelity version of each. I developed a simulation program that depicts a 3D scene where all the object models shuffle randomly in front of the camera. This allows us to conduct a quantitative analysis on the interaction latency and network bandwidth requirement of the program while minimizing the effect of object positions and movements on the results. I ran each sub-experiment five times and used the average of the measured metrics for the analysis. I compare my results to the server-only approach, which renders every model in high-fidelity. This is the approach most widely applied when the client is incapable of computationally handling the rendering task of an application. In this experiment, I considered two resolutions for the encoded video: 640 × 480 and 1440 × 900. I chose these two resolutions because they were the minimum and maximum resolutions supported by my experiment platform, respectively. I would like to assess whether the proposed method reduces the interaction latency and the network bandwidth requirement.

4.1.1 Interaction Latency

The interaction latency consists of four components, i.e., the network transmission latency, rendering time, encoding time and decoding time. These components are influenced by different factors. The network transmission latency is mainly influenced by the network condition and the geographical distance between the server and the client. This can be relieved by distributing servers in different geographical locations [86]. However, this is out of the scope of this paper. The rendering time is affected by the complexity of the scene, while the encoding and decoding time are affected by the complexity of the rendered frames. Moreover, the rendering time and encoding time are affected by the computational capacity of the server. To minimize the effect of the computational capacity on the results, I ran all experiments on the same machine (CPU: Intel i5 4950 - four 3.3 GHz cores, GPU: NVidia GTX 960).

Figure 4.1 shows the comparison of the rendering time between the hybrid and server-only remote rendering methods. For the server-only rendering approach, I render all of the models in high-fidelity. However for the proposed method, I only render a certain number of models in high-fidelity, while I render the rest models and the environment in low-fidelity. I recorded the total rendering time for 10000 frames. The dash lines in Figure 4.1 shows the rendering time of 10000 frames with the server-only method.
Figure 4.1: Rendering time comparison. The dash line shows the rendering time of 10000 frames with the server-only method, while the bars demonstrate the rendering time with the proposed hybrid remote rendering method with different number of high-fidelity models. The vertical axis shows the rendering time in seconds. Figure (a) shows the results for resolution 640 × 480, and Figure (b) shows the results for resolution 1440 × 900. The measures reflect the average of five runs of the experiment.

As we can observe from the results of Figure 4.1, the proposed method is able to save rendering time, e.g., more than half with one high-fidelity model. By increasing the number of high-fidelity models, the rendering time of the proposed method gradually increases. By rendering more models in high-fidelity, the complexity of the scene increases. However, the proposed method does not result in a rendering time as high as the server-only approach even when all models in the scene are rendered at high-fidelity. That is because the environment model is still rendered in low-fidelity.

Note that in Figure 4.1, sometimes the rendering time drops when the number of high-fidelity models increases. For example, the rendering time decreases from 5 to 6 and from 7 to 8. This is caused by the random selection of high-fidelity models. As mentioned in Section 4.1, I used fifteen object models with two versions (low-fidelity and high-fidelity). The number of polygons in a model is different from other models in both the low-fidelity and the high-fidelity versions. In each experiment run, a certain number of high-fidelity models were randomly selected. Therefore, it is possible that the number of polygons will decrease with an increase in high-fidelity models.

I use FFmpeg [100] to perform the encoding and decoding tasks. More specifically, I use H.264 [110] as the codec. The default settings of FFmpeg are used. However, I disable the lookahead feature to minimize the latency of the network video streaming.

Figure 4.2 and Figure 4.3 demonstrate the comparison of the encoding and decoding time between the two methods, and I recorded the total encoding and decoding time for
Figure 4.2: Encoding time comparison. The dash line shows the encoding time of 100 frames generated by the server-only method, while the bars demonstrate the encoding time with the proposed hybrid remote rendering method with different number of high-fidelity models. The vertical axis shows the encoding time in seconds. Figure (a) shows the results for resolution 640×480, and Figure (b) shows the results for resolution 1440×900. The measures reflect the average of five runs of the experiment.

I conducted an experiment to show the amount of network bandwidth saved by the proposed method. In each run of the experiment, I recorded the bitrate of 100 frames. In Figure 4.4, we can see that with one high-fidelity model, the proposed method saves 949 Kb/s of the network bandwidth (124 Kb/s vs. 1073 Kb/s) for the resolution 640×480, and saves 2159 Kb/s for the resolution 1440×900 (230 Kb/s vs. 2389 Kb/s). Similar to the experiments discussed above, the bitrate also increases alongside the number of high-fidelity models. But the bitrate with all of the models rendered in high-fidelity is still less than that of the server-only method. That is because the environment is still rendered in low-fidelity.

4.1.2 Network Bandwidth

The proposed method is effective in reducing the encoding time, decoding time and bitrate with the same encoding parameters as the frames sent from the server to the client.
Figure 4.3: Decoding time comparison. The dash line shows the decoding time of 100 frames generated by the server-only method, while the bars demonstrate the decoding time with the proposed hybrid remote rendering method with different number of high-fidelity models. The vertical axis shows the decoding time in seconds. Figure (a) shows the results for resolution $640 \times 480$, and Figure (b) shows the results for resolution $1440 \times 900$. The measures reflect the average of five runs of the experiment.

Figure 4.4: Bitrate comparison. The dash line shows the bitrate of the video generated by the server-only method, while the bars demonstrate the bitrate of the video generated by the proposed hybrid remote rendering method with different number of high-fidelity models. The vertical axis shows the bitrate in Kb/s. Figure (a) shows the results for resolution $640 \times 480$, and Figure (b) shows the results for resolution $1440 \times 900$. The measures reflect the average of five runs of the experiment.
contain less high frequency components, which results in a more effective compression.

In summary, I have conducted four experiments to quantitatively evaluate the effects of the proposed method on interaction latency and network bandwidth. The experiments show that my method reduces interaction latency and network bandwidth. The reduction of the interaction latency is achieved by decreasing the rendering time, encoding time and decoding time. The reduction of the bitrate is achieved by decreasing the complexity of the frames. If the number of high-fidelity models increases, the interaction latency and network bandwidth approach the server-only rendering method. However, in a practical application, the number of objects that the user needs to pay attention to or interact with is not typically large. For instance, in a repair task, the user typically concentrates on the component she or he is currently operating on. Therefore, I conclude that the proposed method reduces the interaction latency and network bandwidth.

4.2 User Study

Local-only and server-only methods risk reducing the user’s Quality of Experience (QoE). For the local-only rendering approach, the user is interacting with models that are not rendered at their optimal quality. Fine details in the model may be missing, thus reducing the aesthetics of the scene. Also, for some applications, these details may carry important information. For instance, it is important for users in a repair task to quickly distinguish between similar components. Objects rendered as low-fidelity models might not be immediately discernible. For the server-only approach, QoE might be affected by a long latency between the user’s actions and application’s response. This would be mostly caused by the interaction latency between client and server. Furthermore, bandwidth limitations can cause interruptions in the video stream. The proposed approach strikes a balance between local-only and server-only rendering. It renders only key models remotely at high-fidelity while other models are rendered locally in low-fidelity.

Previous work has explored how various factors affect the user experience. Hong et al. [44] conducted a subjective user study to quantify the effect that video bitrate and frame rate have on QoE in cloud gaming. They concluded that, with the bitrate fixed, the QoE increases when the frame rate decreases, while, with the frame rate fixed, the QoE increases when the bitrate increases. Slivar et al. [91] use the Steam In-home streaming platform [21] as a case to study how the frame rate and bitrate influence the QoE. They model the QoE as a combination of two aspects: perceived graphics quality and perceived game fluidity. In the work by Suznjevic et al. [97], five factors (i.e., latency, jitter, packet
loss, frame rate and frame resolution) are studied in terms of their effects on the QoE of NVIDIA GeForce Now platform [20]. Hemmati et al. [38] developed an algorithm that minimizes bitrate by not rendering unimportant models. My method leverages a similar idea by rendering key models in high-fidelity and environment models in low-fidelity. But the difference is that my method renders the environment models locally instead of not rendering them at all.

My method mainly targets at AR remote assistance for repair tasks, but it can also be applied in other types of applications, such as gaming and virtual tours. The expectations of users in terms of graphics quality and application fluidity may depend on the different types of applications. For instance, a user of an AR remote assistance platform may benefit from a clear rendering of the active component, while the players of a game may focus on the quality of special effects. Thus, I measure how difficult it is to accomplish a given task. I am interested in the effects of the key model fidelity and environment fidelity on the perceived difficulty of task completion. I name this measure the Difficulty of Task (DoT). I measure DoT in two ways: Objective DoT (ODoT) and Subjective DoT (SDoT). The ODoT is a measure of how well the users can accomplish a task. It might be measured by a score or a level calculated by the application. The SDoT is a measure of the users’ opinion on the task difficulty and can be answered by a subjective questionnaire.

The user study was approved by the Research Ethics Board at the University of Ottawa (File Number: H12-16-05). The effectiveness study was informed by a pre-trial study discussed next.

4.2.1 Pre-Trial Study

A major goal of the effectiveness study is to analyze the effect of 3D model fidelity on the DoT. However, in the proposed method, there are two types of models, high-fidelity models and low-fidelity models. Those models will be used in the effectiveness study (see Section 4.2.2). I have prepared 15 high-fidelity models and simplified them to obtain low-fidelity models using QSlim [28].

**Objective**

The objective of the pre-trial study is to decide on the number of polygons for the low-fidelity models. If it is too low, the participants will not be able to recognize the object that the model represents. Hence, I want to find out at which point the object represented by the model becomes discernible to the majority or all participants.
Participants

I recruited five participants, four males and one female, for the pre-trial study, a sufficient number of participants given the simple objective. None of the participants were visually impaired.

Independent Variables and Dependent Measures

The experiment was conducted with one independent variable: the number of polygons of the surface mesh in the 3D model. The independent variable has 50 levels. For the first level, the model is composed of 20 polygons. For each of the 49 subsequent levels, the number of polygons is increased by 10%. I measure the number of polygons necessary for a subject to recognize the object for each 3D model.

Procedure

The experiment was conducted using a program that shows 15 models at different levels of fidelity. I created 50 levels of fidelity for each model by starting with 20 polygons and increasing its polygon count by 10% for every level. I generated the model of each level by simplifying the same complex mesh using QSlim [28]. The program showed the participants a model on the screen and asked them to select the object it represents from a side menu by choosing among dog, cat, horse, or unknown. Participants were instructed to choose the unknown option if they were unsure. I started with a model with a very low polygon count (20 polygons). Every time the participant selected an answer, I increased the polygon count to the next level adding more details to the model. The order through which the models were shown to the participants was randomized to avoid biasing the results.

Results

Table 4.1 contains the data collected from the pre-trial study. The number of polygons above which a participant ceases to make mistakes (i.e., the participant chooses the correct answer consistently at all further levels of fidelity). The data are used to decide on the number of polygons for the low-fidelity models in the effectiveness study. To eliminate the outliers, I select the second highest number among all participants for each model.
Table 4.1: Data collected from the pre-trial study, which represents the number of polygons above which a participant ceases to make mistakes are shown. However, in one case, one of the participants does not recognize the model even at full resolution (marked by a dash). The numbers in bold are those selected as the final number of polygons of the low-fidelity models for the effectiveness study.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Participant</th>
<th>Participant</th>
<th>Participant</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model #1</td>
<td>148</td>
<td>22</td>
<td>57</td>
<td>51</td>
</tr>
<tr>
<td>Model #2</td>
<td>162</td>
<td>57</td>
<td>422</td>
<td>22</td>
</tr>
<tr>
<td>Model #3</td>
<td>122</td>
<td>383</td>
<td>134</td>
<td>22</td>
</tr>
<tr>
<td>Model #4</td>
<td>75</td>
<td>148</td>
<td>-</td>
<td>69</td>
</tr>
<tr>
<td>Model #5</td>
<td>162</td>
<td>51</td>
<td>32</td>
<td>22</td>
</tr>
<tr>
<td>Model #6</td>
<td>1095</td>
<td>179</td>
<td>464</td>
<td>1940</td>
</tr>
<tr>
<td>Model #7</td>
<td>995</td>
<td>1603</td>
<td>1325</td>
<td>32</td>
</tr>
<tr>
<td>Model #8</td>
<td>75</td>
<td>162</td>
<td>148</td>
<td>91</td>
</tr>
<tr>
<td>Model #9</td>
<td>75</td>
<td>83</td>
<td>216</td>
<td>122</td>
</tr>
<tr>
<td>Model #10</td>
<td>464</td>
<td>262</td>
<td>748</td>
<td>216</td>
</tr>
<tr>
<td>Model #11</td>
<td>422</td>
<td>1204</td>
<td>422</td>
<td>288</td>
</tr>
<tr>
<td>Model #12</td>
<td>47</td>
<td>101</td>
<td>134</td>
<td>22</td>
</tr>
<tr>
<td>Model #13</td>
<td>22</td>
<td>47</td>
<td>510</td>
<td>29</td>
</tr>
<tr>
<td>Model #14</td>
<td>238</td>
<td>22</td>
<td>348</td>
<td>317</td>
</tr>
<tr>
<td>Model #15</td>
<td>69</td>
<td>83</td>
<td>75</td>
<td>75</td>
</tr>
</tbody>
</table>

4.2.2 Effectiveness Study

The effectiveness study is designed to address the following research questions:

1. What is the effect of key model fidelity on the DoT?
2. What is the effect of environment model fidelity on the DoT?
3. What is the effect of interaction latency on the DoT?
4. What is the effect of network jitter on the DoT?

I ask the participants to interact with a 3D mobile application that prompts the user to respond rapidly to visual stimuli. This is a stand-in for a variety of applications that require the user to react swiftly to changing aspects in a 3D environment. Examples of such applications are games, flight simulators, military training systems, etc. I compare my results to conventional server-only and local-only rendering approaches. In my user study, I do not consider any network-aware adaption strategies of the video stream performed by the remote server.
Figure 4.5: Screenshots of the test application. During one run of the test application, the two sub-tasks are repeated ten times with different animal models. (a) Sub-task of navigation. In the test application, users need to pan and tilt to align the camera viewfinder with the orange plate by following the direction of the compass. If there exist interaction latency and jitter, users will feel them when panning and tilting. (b) Sub-task of recognition. After aligning the camera viewfinder with the plate, an object appears. The object is not static, but rotating and moving around instead. As similar to the sub-task of navigation, the movement and rotation of the object is also influenced by interaction latency and jitter.

In this section, I only want to evaluate the effectiveness of the proposed remote rendering method without the influence of the other parts of the AR platform. I designed the test application using an independent scenario. However, it is closely related to remote assistance for repair tasks. The test application I use in my experiment depicts a 3D environment representing a virtual room. Guided by a compass, the user must navigate (pan and tilt) the environment to reach a destination at which an object will appear and disappear within a short period of time. A menu prompting the user to specify the type of that object is brought up after an object appears, as shown in Figure 4.5. This test application consists of two sub-tasks: navigation and recognition. These two sub-tasks are very common in an AR remote assistance platform for repair tasks. For instance, when performing a repair task, users often need to change the viewpoint to inspect a product from different directions and distances. Furthermore, fast and accurate recognition of a component is the key to performing an assembly or disassembly operation correctly, since there may be many components involved and some of them may have a similar appearance. Therefore, the test application should reflect the influence of various factors of the remote rendering method in a repair task.
Hypothesis

I devise eight null hypotheses to test in the experiment, see Table 4.2. The null hypotheses are defined for each measurement factor. In those null hypotheses, I assume all four factors do not have any effect on the ODoT nor the SDoT. Rejecting a null hypothesis indicates that the corresponding factor has a statistically significant effect on the dependent measure.

<table>
<thead>
<tr>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{01}$ Key model fidelities do not affect the ODoT</td>
</tr>
<tr>
<td>$H_{02}$ Environment model fidelity does not affect the ODoT</td>
</tr>
<tr>
<td>$H_{03}$ Interaction Latency does not affect the ODoT</td>
</tr>
<tr>
<td>$H_{04}$ Jitter does not affect the ODoT</td>
</tr>
<tr>
<td>$H_{05}$ Key model fidelities do not affect the SDoT</td>
</tr>
<tr>
<td>$H_{06}$ Environment model fidelity does not affect the SDoT</td>
</tr>
<tr>
<td>$H_{07}$ Interaction latency does not affect the SDoT</td>
</tr>
<tr>
<td>$H_{08}$ Jitter does not affect the SDoT</td>
</tr>
</tbody>
</table>

Participants

Fifteen volunteers participated in the effectiveness study, twelve males and three females. None of the participants were visually impaired.

Independent Variables and Dependent Measures

The experiment was conducted with four independent variables: key model fidelity, environment model fidelity, latency and jitter. Key model fidelity and environment model fidelity have two levels: high and low, as described in Section 4.2.1. The variable latency is set to introduce interaction latency. This factor summarizes the effects of network transmission, remote rendering and encoding. In this experiment, the variable latency was simulated locally. Similar to the work by Zhu et al. [115], to model jitter, I use the normal distribution of (4.1) for settings with non-zero latency.

$$p(j | \mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{(j-\mu)^2}{2\sigma^2}\right)$$

where j is the value of jitter, $\mu = 77$ ms and $\sigma^2 = 1.$
Combining the four variables results in 20 configurations. Table 4.3 details the test application configurations. The order of the 20 configurations is randomized across participants to avoid biasing the results.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Key Model Fidelity</th>
<th>Environment Model Fidelity</th>
<th>Latency</th>
<th>Jitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>low</td>
<td>low</td>
<td>0 ms</td>
<td>not applicable</td>
</tr>
<tr>
<td>2</td>
<td>low</td>
<td>high</td>
<td>0 ms</td>
<td>not applicable</td>
</tr>
<tr>
<td>3</td>
<td>high</td>
<td>low</td>
<td>0 ms</td>
<td>not applicable</td>
</tr>
<tr>
<td>4</td>
<td>high</td>
<td>high</td>
<td>0 ms</td>
<td>not applicable</td>
</tr>
<tr>
<td>5</td>
<td>low</td>
<td>low</td>
<td>80 ms</td>
<td>not applied</td>
</tr>
<tr>
<td>6</td>
<td>low</td>
<td>high</td>
<td>80 ms</td>
<td>not applied</td>
</tr>
<tr>
<td>7</td>
<td>high</td>
<td>low</td>
<td>80 ms</td>
<td>not applied</td>
</tr>
<tr>
<td>8</td>
<td>high</td>
<td>high</td>
<td>80 ms</td>
<td>not applied</td>
</tr>
<tr>
<td>9</td>
<td>low</td>
<td>low</td>
<td>80 ms</td>
<td>applied</td>
</tr>
<tr>
<td>10</td>
<td>low</td>
<td>high</td>
<td>80 ms</td>
<td>applied</td>
</tr>
<tr>
<td>11</td>
<td>high</td>
<td>low</td>
<td>80 ms</td>
<td>applied</td>
</tr>
<tr>
<td>12</td>
<td>high</td>
<td>high</td>
<td>80 ms</td>
<td>applied</td>
</tr>
<tr>
<td>13</td>
<td>low</td>
<td>low</td>
<td>120 ms</td>
<td>not applied</td>
</tr>
<tr>
<td>14</td>
<td>low</td>
<td>high</td>
<td>120 ms</td>
<td>not applied</td>
</tr>
<tr>
<td>15</td>
<td>high</td>
<td>low</td>
<td>120 ms</td>
<td>not applied</td>
</tr>
<tr>
<td>16</td>
<td>high</td>
<td>high</td>
<td>120 ms</td>
<td>not applied</td>
</tr>
<tr>
<td>17</td>
<td>low</td>
<td>low</td>
<td>120 ms</td>
<td>applied</td>
</tr>
<tr>
<td>18</td>
<td>low</td>
<td>high</td>
<td>120 ms</td>
<td>applied</td>
</tr>
<tr>
<td>19</td>
<td>high</td>
<td>low</td>
<td>120 ms</td>
<td>applied</td>
</tr>
<tr>
<td>20</td>
<td>high</td>
<td>high</td>
<td>120 ms</td>
<td>applied</td>
</tr>
</tbody>
</table>

In this experiment, I collect two types of data: ODoT and SDoT. The ODoT is measured by the number of objects that participants incorrectly recognize. The SDoT is measured using a questionnaire directly integrated within the test application. The questionnaire contains one question: “Please score how difficult it was to complete the task”. A 5 point Likert scale is used to collect the answers. A score between 1 to 5 is associated with each question, where 1 represents the option “Very Easy” and 5 represents the option “Very Difficult”.

**Procedure**

I ran the test application 20 times for each subject. I varied the key model fidelity, environment model fidelity, latency and jitter across these runs. Table 4.3 details the test
application configurations for the 20 runs. The order of the 20 configurations was randomized across participants to avoid biasing the results. For each configuration, ten 3D objects appeared. So the maximum score of the ODoT for each configuration is 10 and the minimum score is 0. As mentioned in Section 4.2.2, I also collected SDoT during the experiment. After each run of the test application, the participant was asked to fill the SDoT questionnaire.

As shown in Table 4.3, I prepared four types of scenes: a scene with only low-fidelity key models and low-fidelity environment models, a scene with low-fidelity key models and high-fidelity environment models, a scene with high-fidelity key models and low-fidelity environment models and a scene with high-fidelity key models and high-fidelity environment models. I simulated three different interaction latencies: 0 ms, 80 ms and 120 ms and I also consider network jitter.

Results

To understand how each factor affects the SDoT and the ODoT, I use analysis of variance (ANOVA) to interpret the experimental data.

I use a four-way ANOVA test to investigate the effect of all four factors. However the factor combination of latency and jitter is not complete, since jitter is not applicable when the latency is 0 ms. So I exclude the latency level 0 ms in the four-way ANOVA test. As shown in Table 4.4, the four-way ANOVA considers the four factors and their levels, except for 0 ms of latency.

I also analyze the effect of the latency factor and its interaction with key model fidelity and environment model fidelity. For this analysis, I resort to a three-way ANOVA for the combination of latency, key model fidelity and environment model fidelity. Table 4.4 shows the factors of the three way ANOVA.

Table 4.5 shows the grand means and standard deviations of the ODoT measure for all factors, respectively. The ODoT refers to the number of objects the user did not recognize, hence higher scores represent higher objective difficulty of task. Since I employ two tests of significance (four-way and a three-way ANOVA), I calculate two grand means of the ODoT for each factor level. Four-way ANOVA does not consider the results of configurations 1 to 4 of Table 4.3 (since it does not consider 0 ms latency as previously explained). Table 4.5 shows that the ODoT varies with different levels of each factor. However, not all factors have an effect on the ODoT. We can see that in both, the four-way and the three-way ANOVA, participants are able to reduce the number of incorrectly recognized objects with
Table 4.4: Factors and levels of the ANOVA tests.

<table>
<thead>
<tr>
<th>Key Model Fidelity</th>
<th>Environment Model Fidelity</th>
<th>Latency</th>
<th>Jitter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low High Low High 0 ms 80 ms 120 ms applied not applied</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Four-way ANOVA</td>
<td>✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Three-way ANOVA</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✗</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

high-fidelity key models and in low-fidelity environment models. The grand means for the factor latency do not agree in the four-way ANOVA and the three-way ANOVA, so I consider the factor latency as not having an effect on ODoT.

Table 4.6 shows the grand means and standard deviations with respect to SDoT. As in Table 4.5, I show the grand means calculated for the four-way ANOVA and three-way ANOVA tests in Table 4.6. The means are measured through a 5 point Likert Scale, where larger values indicate higher subjective difficulty of task.

From Table 4.6, we can see that three factors have effects on the SDoT. The SDoT is reduced for high-fidelity key models and low latency. The grand means for the factor environment model fidelity do not agree in the four-way ANOVA and the three-way ANOVA, so I cannot conclude that the factor environment model fidelity has an effect on SDoT.

Table 4.5: Grand means (GM) and their standard deviations (SD) of the ODoT for each factor.

<table>
<thead>
<tr>
<th>Key Model Fidelity</th>
<th>Environment Model Fidelity</th>
<th>Latency</th>
<th>Jitter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>low high low high 0 ms 80 ms 120 ms applied not applied</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Four-way ANOVA</td>
<td>4.6 2.2 3.5 2.2 3.9 2.1 4.2 2.4 - - 4.0 2.3 4.1 2.3 3.8 2.1 4.2 2.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Three-way ANOVA</td>
<td>4.3 2.0 3.5 2.3 3.8 2.1 4.0 2.0 4.0 1.9 3.9 2.4 3.8 2.6 - - - -</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

However, the conclusions drawn from Table 4.5 and Table 4.6 may not be significantly different. Hence, I analyze the variance for both metrics, i.e., ODoT and SDoT to determine whether any of the differences between the means are statistically significant, I compare the $p$-values to a significance level to decide whether the $p$-value suggests accept or reject on the null hypothesis. I choose a significance level of 0.05.

Table 4.7 and Table 4.8 demonstrate the ANOVA results in terms of the ODoT, where
Table 4.6: Grand means (GM) and their standard deviations (SD) of the SDoT for each factor.

<table>
<thead>
<tr>
<th></th>
<th>Key Model Fidelity</th>
<th>Environment Model Fidelity</th>
<th>Latency</th>
<th>Jitter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>low GM SD</td>
<td>high GM SD</td>
<td>low GM SD</td>
<td>high GM SD</td>
</tr>
<tr>
<td>Four-way ANOVA</td>
<td>2.7 1.0  2.5 1.1  2.7 1.1  2.6 1.0 - -  2.5 1.0  2.8 1.1  2.5 1.1  2.7 1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Three-way ANOVA</td>
<td>2.4 1.1  2.2 1.2  2.2 1.2  2.3 1.1  1.9 1.2  2.4 1.0  2.6 1.1 - - - -</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.7 shows the results of the four way ANOVA while Table 4.8 shows the results of the three way ANOVA.

Only the key model fidelity factor exhibits a p-value less than 0.05 for both ANOVA tests for the ODoT measure. To explore the interaction between a factor pair or among multiple factors, I also calculate the p-values for those interactions. Such calculations are performed for every combination of factors, including the combination of two factors, combination of three factors, and combination of four factors if plausible. From Table 4.7 and Table 4.8, we can see that there is no combination whose p-value is smaller than 0.05. This indicates that these factors are independent from each other in terms of the ODoT.

Table 4.7: Four-way ANOVA of the ODoT.

<table>
<thead>
<tr>
<th>Source</th>
<th>F-statistics</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key Model Fidelity</td>
<td>14.9</td>
<td>0.0001</td>
</tr>
<tr>
<td>Environment Model Fidelity</td>
<td>1.28</td>
<td>0.2589</td>
</tr>
<tr>
<td>Latency</td>
<td>0.14</td>
<td>0.7063</td>
</tr>
<tr>
<td>Jitter</td>
<td>1.71</td>
<td>0.1929</td>
</tr>
<tr>
<td>Key Model Fidelity × Environment Model Fidelity</td>
<td>0</td>
<td>0.9769</td>
</tr>
<tr>
<td>Key Model Fidelity × Latency</td>
<td>0.14</td>
<td>0.7063</td>
</tr>
<tr>
<td>Key Model Fidelity × Jitter</td>
<td>0.24</td>
<td>0.6223</td>
</tr>
<tr>
<td>Environment Model Fidelity × Latency</td>
<td>0.24</td>
<td>0.6223</td>
</tr>
<tr>
<td>Environment Model Fidelity × Jitter</td>
<td>1.03</td>
<td>0.3109</td>
</tr>
<tr>
<td>Latency × Jitter</td>
<td>0.53</td>
<td>0.4689</td>
</tr>
<tr>
<td>Key Model Fidelity × Environment Model Fidelity × Latency</td>
<td>2.93</td>
<td>0.0882</td>
</tr>
<tr>
<td>Key Model Fidelity × Environment Model Fidelity × Jitter</td>
<td>0.37</td>
<td>0.5429</td>
</tr>
<tr>
<td>Key Model Fidelity × Latency × Jitter</td>
<td>0.04</td>
<td>0.8392</td>
</tr>
<tr>
<td>Environment Model Fidelity × Latency × Jitter</td>
<td>3.13</td>
<td>0.0781</td>
</tr>
<tr>
<td>Key Model Fidelity × Environment Model Fidelity × Latency × Jitter</td>
<td>1.28</td>
<td>0.2589</td>
</tr>
</tbody>
</table>

Table 4.9 shows the results of four-way ANOVA for the SDoT measure, and Table 4.10
Table 4.8: Three-way ANOVA of the ODoT.

<table>
<thead>
<tr>
<th>Source</th>
<th>F-statistics</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key Model Fidelity</td>
<td>6.33</td>
<td>0.0128</td>
</tr>
<tr>
<td>Environment Model Fidelity</td>
<td>0.12</td>
<td>0.7342</td>
</tr>
<tr>
<td>Latency</td>
<td>0.12</td>
<td>0.8826</td>
</tr>
<tr>
<td>Key Model Fidelity × Environment Model Fidelity</td>
<td>0.04</td>
<td>0.8385</td>
</tr>
<tr>
<td>Key Model Fidelity × Latency</td>
<td>0.28</td>
<td>0.7544</td>
</tr>
<tr>
<td>Environment Model Fidelity × Latency</td>
<td>0.48</td>
<td>0.6217</td>
</tr>
<tr>
<td>Key Model Fidelity × Environment Model Fidelity × Latency</td>
<td>0.6</td>
<td>0.5517</td>
</tr>
</tbody>
</table>

shows the results of three-way ANOVA test. As opposed to the tests of significance for the ODoT measure, for the SDoT, the key model fidelity is not significant. Instead, the latency factor is statistically significant (with a p-value of 0.0281 for the four-way ANOVA test and 0.0018 for the three-way ANOVA test).

Furthermore, I analyze the interaction for factor combinations (just like what I did for the ODoT measure). The results demonstrate that there is no interaction among the four factors.

Table 4.9: Four-way ANOVA of SDoT.

<table>
<thead>
<tr>
<th>Source</th>
<th>F-statistics</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key Model Fidelity</td>
<td>2.95</td>
<td>0.0871</td>
</tr>
<tr>
<td>Environment Model Fidelity</td>
<td>0.96</td>
<td>0.3271</td>
</tr>
<tr>
<td>Latency</td>
<td>4.88</td>
<td>0.0281</td>
</tr>
<tr>
<td>Jitter</td>
<td>2.95</td>
<td>0.0871</td>
</tr>
<tr>
<td>Key Model Fidelity × Environment Model Fidelity</td>
<td>0.38</td>
<td>0.54</td>
</tr>
<tr>
<td>Key Model Fidelity × Latency</td>
<td>0.02</td>
<td>0.9024</td>
</tr>
<tr>
<td>Key Model Fidelity × Jitter</td>
<td>0.38</td>
<td>0.54</td>
</tr>
<tr>
<td>Environment Model Fidelity × Latency</td>
<td>1.22</td>
<td>0.2704</td>
</tr>
<tr>
<td>Environment Model Fidelity × Jitter</td>
<td>1.82</td>
<td>0.1783</td>
</tr>
<tr>
<td>Latency × Jitter</td>
<td>0.74</td>
<td>0.3911</td>
</tr>
<tr>
<td>Key Model Fidelity × Environment Model Fidelity × Latency</td>
<td>0.24</td>
<td>0.6239</td>
</tr>
<tr>
<td>Key Model Fidelity × Environment Model Fidelity × Jitter</td>
<td>0.54</td>
<td>0.4622</td>
</tr>
<tr>
<td>Key Model Fidelity × Latency × Jitter</td>
<td>0.54</td>
<td>0.4622</td>
</tr>
<tr>
<td>Environment Model Fidelity × Latency × Jitter</td>
<td>2.95</td>
<td>0.0871</td>
</tr>
<tr>
<td>Key Model Fidelity × Environment Model Fidelity × Latency × Jitter</td>
<td>3.39</td>
<td>0.0669</td>
</tr>
</tbody>
</table>
Table 4.10: Three-way ANOVA of SDoT.

<table>
<thead>
<tr>
<th>Source</th>
<th>F-statistics</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key Model Fidelity</td>
<td>1.2</td>
<td>0.2743</td>
</tr>
<tr>
<td>Environment Model Fidelity</td>
<td>0.34</td>
<td>0.5623</td>
</tr>
<tr>
<td>Latency</td>
<td>6.55</td>
<td>0.0018</td>
</tr>
<tr>
<td>Key Model Fidelity × Environment Model Fidelity</td>
<td>0.04</td>
<td>0.8468</td>
</tr>
<tr>
<td>Key Model Fidelity × Latency</td>
<td>0.7</td>
<td>0.4964</td>
</tr>
<tr>
<td>Environment Model Fidelity × Latency</td>
<td>0.16</td>
<td>0.8503</td>
</tr>
<tr>
<td>Key Model Fidelity × Environment Model Fidelity × Latency</td>
<td>0.46</td>
<td>0.6309</td>
</tr>
</tbody>
</table>

Given the results obtained with the tests of significance, I conclude that the key model fidelity factor affects the ODoT significantly, while the latency factor affects the SDoT significantly. I could not show any influence of other factors beyond what may occur by chance. I summarize my results in Table 4.11. H$_{01}$ and H$_{07}$ are rejected since the key model fidelity and latency factors have a significant effect on ODoT and SDoT respectively.

Table 4.11: Hypotheses. The third column shows if a hypothesis is accepted or rejected according to the ANOVA analysis.

| H$_{01}$ | Key model fidelities do not affect the ODoT | reject |
| H$_{02}$ | Environment model fidelity does not affect the ODoT | accept |
| H$_{03}$ | Network latency does not affect the ODoT | accept |
| H$_{04}$ | Jitter does not affect the ODoT | accept |
| H$_{05}$ | Key model fidelities do not affect the SDoT | accept |
| H$_{06}$ | Environment model fidelity does not affect the SDoT | accept |
| H$_{07}$ | Network latency does not affect the SDoT | reject |
| H$_{08}$ | Jitter does not affect the SDoT | accept |

Now I can answer the four questions asked at the beginning of this section.

1. The key model fidelity has a significant effect on the ODoT. Greater key model fidelity helps the user to achieve better recognition. But I could not show a significant effect on the SDoT.

2. I could not show a significant effect of environment fidelity on the ODoT nor the SDoT.

3. The latency factor has a significant effect on the SDoT. Longer latency results in higher SDoT. It did not have a significant effect on the ODoT.
4. I could not show a significant effect of jitter on the ODoT nor the SDoT in the study.

In conclusion, the user study supports the idea of only rendering and sending key models in remote rendering applications. Based on an analysis of the variance of both, ODoT and SDoT, I found that key model fidelity is the only factor that has a statistically significant effect on ODoT, and that latency is the only factor that has a statistically significant effect on SDoT. Thus, my application design is well informed to address overall DoT by addressing the factors key model fidelity and latency which are the two factors that have significant effects. To minimize the network bandwidth requirement and interaction latency, I reduce the environment model fidelity. The user study indicates that this reduction does likely not affect the SDoT. Moreover, since the factor key model fidelity has a significant effect on ODoT, my method maintains the fidelity of the key model.

4.3 Summary

In this chapter, I analyzed the effectiveness of the proposed hybrid remote rendering in reducing network bandwidth requirement and interaction latency quantitatively. The results indicate that we can reduce video transmission bitrate and interaction latency by lowering the number of high-fidelity models.

To investigate the influence of the proposed method on user experience, I conducted a user study with two measurements: the objective difficulty of task (ODoT) and the subjective difficulty of task (SDoT). I developed an experimental application in which the user is asked to recognize objects in different configurations pertaining to the identified factors. My user study shows that the key model fidelity affects the ODoT and that interaction latency plays an important role in the SDoT. When streaming over non-dedicated networks, the conditions often do not satisfy the requirements of remote rendering applications. Therefore, trading off between rendering quality of less important objects and the two factors, network bandwidth requirement and interaction latency, is essential but existing remote rendering applications cannot address this issue in a satisfactory way. The most important contribution of the proposed method is enabling such a trade-off.

As to the remote assistance for repair tasks, the results reveal that offloading rendering burden to a server should not affect the performance of users significantly. Since the active component is rendered in high-fidelity, the objective difficulty of tasks (ODoT) should not be increased greatly. In other words, a user’s capacity for component recognition will be preserved. Furthermore, by reducing network bandwidth requirement and interaction
latency, my proposed remote rendering method aims at minimizing the subjective task difficulty of the AR remote assistance platform.
Chapter 5

Experiment for the Augmented Reality Remote Assistance Platform for Repair Tasks

In Chapter 3, I propose an AR online assistance platform for repair tasks, where I describe the overall architecture of the platform, the authoring method, and the remote rendering method. In Chapter 4, I evaluated the effectiveness of the remote rendering method.

In this chapter, I describe the design and execution of a user study to demonstrate the usability of the authoring method and investigate the overall performance of the AR online assistance platform. The user study was approved by the Research Ethics Board at the University of Ottawa (File Number: H11-18-1092). The participants were asked to complete a mobile phone repair task that involved disassembling a mobile phone, replacing one presumably faulty component, and re-assembling the phone.

Some mobile phone components, e.g., the screen, the camera module, wires, etc., are either fragile or can only be disassembled once. Given that I need two identical mobile phones that can be disassembled and assembled repeatedly for the user study, I designed and printed mobile phone models using 3D printers. Each printed mobile phone is composed of 21 components. The disassembly and assembly of the printed mobile phone model is complex enough so that a user is most likely not able to perform the task without any instructions. The textures were printed with paper and glued on the components. Figure 5.1 shows the mobile phone model. Note that in the user study for the proposed hybrid remote rendering, I have used the models of dogs, cats, and horses to evaluate the participants’ performance on recognizing different models. I did not use the same models in the two
user studies because the models of mobile phone components used in the user study for the AR platform have low numbers of polygons (less than 20 for most of them). This is not enough to distinguish between low-fidelity models and high-fidelity models in terms of polygon numbers.

There were 30 participants with each being assigned to one of the three groups:

- **AR group**: participants were assisted using the proposed AR method.
- **sketching group**: participants were assisted using a sketching method.
- **video group**: participants were assisted using an instructional video.

Sketching methods are among the most studied categories in remote assistance [32, 11, 35, 77]. The implementation that I used in this experiment is very similar to the work of Gurevich et al. [35]. However, the difference is that the instructions drawn by the expert are displayed on a mobile phone screen in my implementation, while the instructions are displayed by a projector in the work of Gurevich et al. [35].

In order to compare with the proposed method, I implemented the instruction schema of the sketching method as step-based. In every step, the expert gives the instruction for only one component. Each step consists of two steps: a) observation, b) motion. The following describes each phase.

1. Observation: The expert draws the instructions by lines that show the user how to complete this step.
2. Motion: The user performs the movement. After this phase, the expert decides if the movement from the user is correct, and restarts the step from the observation phase if not.

Compared with the proposed AR method, the sketching method that I used has only two phases in each step instead of three. Since it is the expert who identifies the correct component instead of the AR platform, the identification phase is not needed. During the entire process, the expert and the participant are able to communicate by voice.

The participants in the video group used an instructional video as the assistance method, which is probably the most popular method used by consumers. In order to compare with the proposed method, I implemented it also as step-based. Each step contains two phases: a) observation, and b) motion, as same as the sketching method. However, the difference is that there is no remote expert who assists the participant.

In the experiment, the experimenter represented the remote expert and the participant represented the local user. Both of them used a mobile phone to run the AR client application and operate on a real product. They were co-located and sitting back to back, so they could not see the operations of each other but can talk to each other. The server application was run on a Macbook Pro with a 2.4 GHz Dual-Core Intel Core i5 CPU, 4GB RAM, and an Intel Iris Graphics. The experiment setup for the sketching group was similar to the AR group. The differences were that the mobile phones ran the sketching program instead and there was no server for the sketching group. The experiment setup for the video group was simpler. There was no remote expert and the mobile phone was used to play the instructional video.

5.1 Procedure

5.1.1 Introduction

The study was conducted with one participant at a time. The experimenter described to the participant the purpose and the procedure of the experiment. The experimenter also informed the participant that a video of her or his operations would be recorded for further analysis of the performance after the experiment. Participants were instructed that if they felt tired, or did not wish to continue, they could always have a rest or completely stop the experiment. Then the participants were asked to read and sign a consent form. The experimenter also introduced the remote assistance method to the participant. Note that
the participant was not told about the other remote assistance methods or other groups. This was to minimize the potential biases such information may engender.

5.1.2 Familiarization with the Method

For all three groups, participants were asked to familiarize themselves with the corresponding method in a pre-task. The pre-task was a task that could be treated as a simplified version of the main mobile phone repair task. I did not limit the time of the familiarization step. The experiment proceeded to the next step when the participant felt confident about using the corresponding method.

Since the implementation of the proposed method sometimes loses the tracking of a component, the participants in the AR group were also informed of how to resume the tracking manually. It involved adjusting the pose of the camera and moving the components closer to the camera.

5.1.3 Testing

During testing, the experimenter served as the expert, and stayed in the same room with the participant. However, the experimenter and participant were not facing each other. Therefore, the expert and the participant could only see each other’s actions through the mobile phone screen. However, they could talk to each other during the testing process. A video of the participant’s workspace was recorded, which I used for the analysis of the performance after the experiment. A timer was also set up to measure the duration of the testing process.

5.2 Participants

30 participants were recruited in the experiment with 10 assigned to each group. The number of participants is comparable with similar studies [39, 30, 106, 108]. All participants were assigned randomly to one of the three groups. Ten of them were female (3 in AR group, 2 in sketching group, and 5 in the video group) and twenty were male. The participants’ ages ranged from 20 to 39, where 57% were between 20-29 and 43% were between 30-39. For the 17 participants between 20-29, 6 of them were assigned to the AR group, 7 of them were assigned to the sketching group, and 4 of them were assigned to the video group. Three participants had repaired their mobile phones at least once. One of them was in the
AR group and two of them were in the sketching group. Seven of them had repaired other types of electronic devices. Two of them were assigned to the AR group, three of them were assigned to the sketching group, and the others were assigned to the video group.

5.3 Independent Variables and Dependent Measures

The experiment was conducted with one independent variable: the remote assistance method. It has three levels: AR method, sketching method, and video method.

During the experiment, I collected three types of data:

- Time: the time in seconds that a participant has spent to accomplish the task,
- NCR: the number of steps that a participant has completed with corrected errors, and
- NUR: the number of steps that a participant has completed with uncorrected errors.

The measured NCR represents the number of steps that were corrected by the expert during the task. It reveals the capacity of a method to represent the movements. If a participant’s movement needs correction from the expert, it reflects that the participant has not understood the instructions well. A corrected error is a potential uncorrected error. The correction of an error relies on the expert, which may not notice the error depending on their view angle, concentration, and skill. Moreover, an incorrect operation of an electronic component may lead to hardware damage even if it is corrected by the remote expert. For instance, if a participant is plugging storage into the slot, he/she may not be aware of the orientation, which could damage the slot. But with the AR platform, an animation shows the participant how to plug the storage in by rotating and flipping it properly. A smaller number of corrected errors may reflect uncomplicated instructions that enable new users to follow them more easily, and less chance to damage the hardware. The measured NUR is the number of uncorrected errors that a participant has made. The number of uncorrected errors refers to the number of steps that were performed incorrectly and remained uncorrected after task completion.

There are two issues we need to pay attention to. First, for the AR and sketching groups, the NUR should be zero or very close to zero, because the expert is likely to find the errors and correct them. Therefore, I compared the pair of AR-video and the pair of sketching-video in terms of NUR, but I did not compare the AR-sketching pair. Second,
in the video group, because there is no intervention from the expert, the NCR should be always zero. Therefore, I only compare the AR and sketching groups in terms of NCR.

5.4 Questionnaires

To conclude the experiment, the participants are presented with two questionnaires. The first questionnaire focused on the evaluation of the user experience of the corresponding remote assistance method, while the second questionnaire focused on the task. Each question used a five-level Likert scale.

The first questionnaire consisted of six questions, as follows:

Q1. The instructions provided by the assistance method during the execution of the repair task are clear.

Q2. The use of the assistance method can save time during the execution of repair tasks.

Q3. It is easy to follow the instructions presented through the assistance method.

Q4. I was satisfied with the help I received through the assistance method.

Q5. If it is available, I would like to use this assistance method to repair my mobile phone in the future.

Q6. I recommend this assistance method for the repair task I executed.

The second questionnaire consisted of four questions, as follows:

Q7. I am confident that I have completed the repair task correctly.

Q8. With the help of the assistance method, I was clearly made aware of the errors I made (if applicable).

Q9. When I made an error during the repair task, I was able to recover very quickly with the help of the assistance method (if applicable).

Q10. I have not experienced any difficulty in carrying out the repair task.
5.5 Hypotheses

Based on the analysis of the task and the methods to be evaluated, I predicted:

H1. The AR method will achieve a comparable performance time to the sketching method. Since instructions with 3D virtual objects will be easier to follow and my proposed authoring tool is intuitive to use.

H2. The mean of NCR of the AR group will be smaller than that of the sketching group. This prediction is based on the fact that the proposed method has a more intuitive presentation of the 6DoF operations compared to the 2D presentations of the sketching method.

H3. The participants who use the AR method will make fewer errors than those who use the video method resulting in a smaller NUR. I expect this because the remote expert is able to correct the errors, but the participants who use the video method have to find the errors and correct them themselves.

H4. The participants who use the sketching method will make fewer errors than those who use the video method, hence it will have a smaller NUR. The reason is the same as for H3.

H5. The participants will rate the AR method with a higher score than the sketching method in the questionnaires.

H6. The participants will rate the AR method with a higher score than the video method in the questionnaires.

H7. The participants will rate the sketching method with a higher score than the video method in the questionnaires.

5.6 Results

The experimental results consist of two parts: the objective performance and the subjective evaluation questionnaires. In this section, I will present both of them. To understand how the results differ between the groups, I used the analysis of variance (ANOVA) measure to interpret the experimental data. I chose a significance level of 0.05. In order to investigate which pairs of groups are significantly different, I further performed Tukey’s Honestly Significant Difference Procedure [102].
5.6.1 Objective Performance

Table 5.1 shows the means and standard deviations for each performance measure. Since there are no interventions from the expert for the video method, the mean of NCR is missing for the video group.

Table 5.1: Summary of objective performance results: means and standard deviations for each measure and each group. The standard deviations are shown in the brackets.

<table>
<thead>
<tr>
<th>Group</th>
<th>Time (seconds)</th>
<th>Mean of NCR</th>
<th>Mean of NUR</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>871.3 (94.86)</td>
<td>2.2 (1.14)</td>
<td>0.1 (0.32)</td>
</tr>
<tr>
<td>sketching</td>
<td>518.4 (83.88)</td>
<td>7.8 (2.74)</td>
<td>0.1 (0.32)</td>
</tr>
<tr>
<td>video</td>
<td>397.6 (125.41)</td>
<td>-</td>
<td>3.9 (3.76)</td>
</tr>
</tbody>
</table>

Figure 5.2 shows the box plot of time for all the three groups. The differences are significant \( p = 8.96 \times 10^{-8} \) for the AR-sketching pair, \( p = 1.19 \times 10^{-9} \) for the AR-video pair, and \( p = 0.036 \) for the sketching-video pair. The participants in the video group had spent the least time. The average time of the AR group is longer than the sketching group, and is the longest among the three methods, rejecting hypothesis H1.

When comparing the groups in terms of the measured NCR, I only compare the AR and sketching groups, since there is no intervention for the video group. Figure 5.3 demonstrates the box plot of the measured NCR. The number of corrected errors of the AR group is less than that for the sketching group. The difference is significant \( p = 2.16 \times 10^{-7} \), validating hypothesis H2. It reveals that the participants in the sketching group had not understood the instructions as accurately as in the AR group and needed corrections from the expert. In other words, the instructions of the AR method convey the movements better than those of the sketching method. Because the instructions of the AR method provide more informative clues on 6DoF movements, such as rotations and flips. Moreover, the NCR of the AR group is more centralized than that of the sketching group, which indicates that the performance of the participants is more stable with the AR method.

Figure 5.4 demonstrates the box plot of the measured NUR. The bottom and top of the groups AR and sketching are identical to 0, while they spread from 0 to 8 for the video group. This reveals that the AR and sketching methods lead to a more reliable remote assistance experience. The differences are significant \( p = 0.002 \) for the pair of AR-video and \( p = 0.002 \) for the pair of sketching-video), supporting hypotheses H3 and H4. Note that there is one plus symbol that indicates the outlier in the AR group and the sketching group, respectively. This was caused by one case in each group where the expert failed to recognize an error and did not correct it. It is worth pointing out that there were also
participants in the video group who have accomplished every step correctly. However, there were only two such cases. It further reveals the stability of the performance of the participants in the AR and sketching groups.

From the analysis of objective performance, we can see that each method has its advantage. First, the video method is the fastest method, while it performs the worst in terms of the NUR. Second, the sketching method can eliminate the uncorrected errors and remains relatively fast, but there are more corrected errors. Last, the AR method outperforms the other methods in terms of NCR and NUR, but it is the slowest method among the three. In practice, one needs to compare the advantages of the three methods and make the choice according to the requirements.

Figure 5.2: Box plot of the time in seconds for all the three groups. It shows the median, the bottom, the top, the 25th, and the 75th percentiles.
Figure 5.3: Box plot of the measure NCR for the AR and sketching groups. It shows the median, the bottom, the top, the 25th, and the 75th percentiles. The plus symbol indicates the data locating outside of the 1.5 Interquartile range (IQR).

5.6.2 Subjective Questionnaires

The results for the questionnaire focusing on the corresponding remote assistance method are shown in Figure 5.5. The AR method outperforms the other two groups in the first questionnaire. But the differences in the means are relatively small for some questions. In contrast to the AR method, the sketching method does not exhibit clear advantages over the video method (outperforms the video method in three of the six questions).

From Figure 5.6, it is shown that in the second questionnaire, the AR method and the sketching method have overall advantages over the video methods (outperforms in three of the four questions). But the differences are also relatively small. Meanwhile, in two questions, the AR method outperforms the sketching method.

Considering that the differences of the means of all the three groups are relatively
small, I further performed statistical tests on the results. Table 5.2 lists the p-values from the statistical tests. For each question, three numbers are shown, which are the p-values for the AR-sketching, AR-video, and sketching-video group pairs, respectively. Eight of them are less than the selected significance level (0.05). I have highlighted them using bold texts. For hypothesis H5, I can only validate it on question Q6, which means that, the participants rated the AR method with a significant higher score than the sketching method only on one question. For hypothesis H6, it is validated on questions Q3, Q5, Q6, Q7, and Q9. This implies that the participants rated the AR method with a significant higher score than the video method on the half of the questions. For hypothesis H7, I can accept it on questions Q3 and Q7. This indicates that the participants rated the sketching method with a significant higher score than the video method on two questions.

Note that not all the differences between two groups are significant for every question.
Figure 5.5: Mean scores of the questions in the first questionnaire for all the three groups. The standard deviations are shown as error bars.

Table 5.2: ANOVA analysis of the subjective questions. The numbers are the p-values. The columns represent various group pairs, while the rows indicate the ten questions. Bold numbers are those below the significance level I chose (0.05).

<table>
<thead>
<tr>
<th></th>
<th>AR-sketching</th>
<th>AR-video</th>
<th>sketching-video</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>0.23</td>
<td>0.68</td>
<td>0.68</td>
</tr>
<tr>
<td>Q2</td>
<td>0.13</td>
<td>0.21</td>
<td>0.96</td>
</tr>
<tr>
<td>Q3</td>
<td>0.93</td>
<td></td>
<td>0.02</td>
</tr>
<tr>
<td>Q4</td>
<td>0.25</td>
<td>0.53</td>
<td>0.85</td>
</tr>
<tr>
<td>Q5</td>
<td>0.49</td>
<td></td>
<td>0.02</td>
</tr>
<tr>
<td>Q6</td>
<td><strong>0.047</strong></td>
<td>0.01</td>
<td>0.62</td>
</tr>
<tr>
<td>Q7</td>
<td>1</td>
<td></td>
<td><strong>0.007</strong></td>
</tr>
<tr>
<td>Q8</td>
<td>0.75</td>
<td>0.052</td>
<td>0.093</td>
</tr>
<tr>
<td>Q9</td>
<td>0.76</td>
<td><strong>0.02</strong></td>
<td>0.11</td>
</tr>
<tr>
<td>Q10</td>
<td>0.75</td>
<td>0.97</td>
<td>0.88</td>
</tr>
</tbody>
</table>
Figure 5.6: Mean scores of the questions in the second questionnaire for all the three groups. The standard deviations are shown as error bars.
However, there are some points I would like to highlight. First, for question Q3, both the AR group and the sketching group have a significant advantage over the video group, which points out that both of them have clearer instructions than the video method does. Second, for question Q6, the AR method gets a higher recommendation over the other two methods for the repair task of this experiment. Third, for question Q7, the participants who were assisted with the AR method and the sketching method felt much more confident about the correctness of their operations.

I want to point out an observation during the task that the participants in the AR group and sketching group have a more “fluid” performance, namely, they appear rarely stuck in a step. In contrast, the participants in the video group often seem to be held up by a step. For example, they might not be able to find a component, be confused about why a component did not fit a slot, or struggle on whether a step was done correctly. Sometimes, they were able to solve this by playing the video back, yet, at other times they just continued the assembly by leaving the errors there. I believe this to be the reason why the participants in the video group felt less confident about their operations and rated question Q7 much lower than those in the other two groups.

Note that for some questions, the $p$-values are 1 or very close to 1 for the comparison between the two groups, since for those questions, every participant rated them with high scores, which means that the participants in all groups had a very positive attitude towards the corresponding method for those questions. They could not rank these methods since the participants were only introduced a single method.

As mentioned in Section 5.4, I divided the questions into two questionnaires. The first questionnaire consists of the questions related to the user experience of the corresponding remote assistance method, and the second questionnaire consists of the questions related to the task. I calculated the average score for the questions in each questionnaire per participant. Figure 5.7 depicts the mean scores and the standard deviations of both questionnaires. As to the first questionnaire, the participants gave a significantly higher score to the AR method over the video method ($p = 0.01$). There are no significant differences between the AR method and the sketching method or between the sketching method and the video method ($p = 0.06$ for the AR-sketching pair and $p = 0.74$ for the sketching-video pair). The standard deviation for the AR method is smaller than those for the other two methods. It indicates that the opinions from the participants in the AR group are more consistent than those from the participants in the other two groups. As to the second questionnaire, the differences in each group pair are not significant ($p = 0.93$ for the AR-sketching pair, $p = 0.06$ for the AR-video pair, and $p = 0.13$ for the sketching-video pair).
Figure 5.7: Mean scores of the question averages of both questionnaires for all the three groups. The standard deviations are shown as error bars.

5.7 Discussion

I propose a method that allows remote experts to author AR content easily in a repair task. The user study provides some objective and subjective evidence that supports the benefits of showing 3D virtual objects to users in an AR platform. However, I could not find evidence to validate the hypothesis, H1, to claim that the AR method will achieve a comparable performance time to the sketching method. The potential reason is two-fold. First, the participants often encounter the problem of losing track, so they needed to spend time to resume the tracking. Second, with the AR method, the participants needed to bring each component into the camera view for the AR platform to decide if it was the correct component. However, with the sketching method, it was the remote expert who found...
the correct component for the participants. Two potential optimizations may improve the performance time of the AR method. First, with a robust object pose tracking method, the participants may spend less time tracking the components. Second, using a wearable AR device, e.g., AR glasses, that has a large field of view, may reduce the performance time. As all the components would be in the AR device’s view, the AR platform may find the correct component faster.

Furthermore, the participants in the AR group made less corrected errors than the participants in the sketching group. The reason is that, with the sketching method, the remote expert used sketches to instruct the user where and how to move a component. If an operation only involves translational movements, the sketches may be enough. However, if an operation involves rotations and flips, it is difficult for the user to understand the sketches clearly. Therefore, the user is more likely to make mistakes. In contrast, the AR method displayed the desired movements in a 3D animation. It can express the rotational movements more intuitively. This suggests that the AR remote assistance method may benefit from rich media formats, especially the 3D representations, since the 3D virtual objects and animations enable the user to understand the desired movements more intuitively.

For the AR and the sketching method, the remote expert inspected the user’s operations and corrected the errors if he/she noticed them. However, for the video method, there was no feedback from the remote expert. This is the main reason why the participants in the video group made more uncorrected errors than the participants in the other groups.

The difficulty of a task can affect the participants’ performance. In the user study’s familiarization step, the participants were asked to accomplish a simplified version of the repair task, which involves only three components. Although the purpose is for the participants to become familiar with the corresponding method, every participant in each group quickly and correctly accomplished the task.

Although the implementation has the capacity to support multiple users, in the experiment, I tested the proposed method for one user instead of multiple users. This choice is motivated because I wanted to limit the number of independent variables. It would have created challenges in conducting the experiments including increasing the required number of participants. However, the capacity of supporting multiple users is still useful in some cases. For instance, an expert from a mobile phone customer service could arrange the customers who encountered the same problem to the same time slot and assist them at the same time. In this way, the productivity can be greatly increased.
5.8 Summary

To evaluate the performance of the proposed system, I conducted a user study to compare it to the sketching method and the video method. 30 participants participated in the user study and accomplished a mobile phone repair task with one of the remote assistance methods that I compared. The results show that the proposed method and the sketching method have the same capacity in helping the participants avoid uncorrected errors in an assembly task, with both outperforming the traditional instructional video. In terms of the number of corrected errors, the proposed method has a clear advantage over the sketching method. Since it uses 3D virtual objects to show 6DoF movements, which may help the participants understand the intended movements better. However, the participants who used the sketching method and the video method performed significantly faster. From the subjective questionnaires filled by the participants, I can conclude that the proposed method has a significantly better overall user experience than traditional instructional videos.
Chapter 6

Conclusions

In this thesis, I discussed the current status of AR technology for repair tasks and the existing challenges in this domain. Then I presented a platform that addresses two of the existing challenges: device limitations and authoring. I conducted two user studies to evaluate the platform. In this chapter, I summarize the work of this thesis in Section 6.1, and list the limitations of our work and suggest future work in Section 6.2.

6.1 Summary

There are various AR applications for repair tasks that have been developed, but few of them have been deployed outside of laboratories [107, 73]. I summarize the limitations of current prototypes into four main challenges:

1. Device limitations: Computing capacity, sensory capacity, weight, and battery life are the main limitations of current AR devices.

2. Object pose tracking: Existing methods have relatively weak capacity of handling small, untextured, nonrigid components and suffer from severe occlusions.

3. Human-computer interaction: As an emerging technology, researchers are seeking the best way of visualization and to present instructions. Also, horizontal evaluation and design principles are needed to guide researchers and developers on HCI design.

4. Authoring: Authoring of instructions with AR content is not a trivial task since it involves solving spatial correspondence and richer multimedia formats than any traditional instructions.
The vision of this thesis is to move the AR technology for repair tasks towards being widely used in the real world. Under this vision, I have proposed two solutions to address two challenges: device limitations and authoring.

In the AR platform, I first proposed a more convenient authoring tool for remote experts. Our method enables remote experts to create instructions in 3D formats in an online manner by capturing the operations of them with an object pose tracking method. Moreover, with the proposed method, the geometric and physical constraints can be applied naturally.

Second, I proposed a remote rendering method for mobile applications. It helps reduce the rendering burden of mobile devices with a network connection. The advantages of the method are two-fold. On the one hand, it enables a trade-off between rendering quality and the network requirements. On the other hand, it can reduce bandwidth requirements and, in the meantime, reduce interaction latency. I achieved this by using a client-server model. The server renders high-fidelity models, encodes and sends the rendering results to the client. The client renders the low-fidelity models and overlays the rendering frames received from the server onto its local rendering frames.

I performed a quantitative analysis to examine the effectiveness of the method in reducing the network bandwidth requirement and interaction latency. The results show that the method can effectively reduce video transmission bitrate and interaction latency by lowering the number of high-fidelity models. Besides, I conducted a user study to evaluate the effects of different factors on user experience. The user study indicates that the key model fidelity affects the Objective Difficulty of Task (ODoT) and that the interaction latency has a main effect on the Subjective Difficulty of Task (SDoT). I argue that, when using a non-dedicated network, trading-off between rendering quality of less important objects and the network requirements is essential.

To analyze the performance of the AR remote assistance platform in repair tasks, I conducted a user study and compared the proposed method to a sketching method and a traditional method using an instruction video. The results suggest that our method can effectively help a remote expert to author accurate and clear instructions in an online manner. Although it is slower than the sketching method and the traditional method, the instructions with 3D virtual objects help reduce the number of errors made by the local user. From the questionnaires, I can conclude that users has a significant preference on using the proposed AR platform over the traditional video method.
6.2 Limitations and Future Work

I have noticed two limitations of the proposed AR platform. First, the users frequently encountered the problem of losing track of the components. This was caused by fast movements of the components or a long distance between the camera and some components. Therefore, the users spent a lot of effort to resume track of the components. Second, in the user study, I have compared three methods, i.e., the proposed AR platform, the sketching method, and the video method, on the same task to evaluate the performance of the users and their subjective attitudes towards those methods. It is also valuable to evaluate the effects of different methods on the users as remote experts. Third, I only conducted the user study of the proposed AR platform on smartphones. Since the user experience on smartphones is different from that of wearable devices like AR glasses, the results might be different with wearable AR devices. For instance, AR glasses usually have a larger field of view than smartphones, which might benefit users when they are looking for a specific component among many other components.

For future work, I plan to employ a better object tracking method to improve our proposed AR platform. During the experiment, I noticed that users required extra effort to maintain tracking, and it affects the user experience. Moreover, the tracking method that I used is not able to handle small or untextured components well. It is reasonable to expect a smoother and faster user experience. In recent years, deep-learning-based methods achieved promising results for object pose estimation. For example, Wang et al. [104] proposed a deep-learning-based method that uses an RGB-D camera and works with untextured objects. The experiment results show that it is robust towards heavy occlusion that was the main cause of tracking failures in our experiment. It also has a real-time performance.

I used mobile phones as the AR devices in our implementation. However, it would be interesting to use head-mounted devices. For example, Microsoft HoloLens 2 [67] and Google Glass [34] are good options. HoloLens 2 is equipped with multiple types of sensors, e.g., eye-tracking, RGB camera, depth camera, and heading tracking. So I can employ those object tracking solutions that require a depth camera. In the meantime, it provides a larger field of view than mobile phones. Moreover, with an eye-tracking solution, our proposed method can only display the object that a user is looking at in high-fidelity to minimize the bandwidth usage. Google Glass (46g) is much lighter than HoloLens 2 (566g) and more suitable for long time use. Although it has less computing power than HoloLens 2, our remote rendering method can help it render complicated components.
Finally, I also plan to loosen the step-by-step interaction and enable a more flexible collaboration. For instance, I can enable the expert to demonstrate multiple steps at a time which may result in shorter completion time.
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