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Abstract

A relational method is presented for specifying a software system and detecting feature interaction. The method used allows for the independent specification of features and the detection of interactions between features. This method is based on the lattice properties of the refinement ordering between specifications. The specification of a feature is given by a relation between the inputs and the outputs of a system and the combination of the features is given by taking the greatest lower bound of all features.
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Part I

Background
Chapter 1

Introduction

1.1 Background

Software accounts for most of the cost in a telecommunication network [39]. As a result, software faults are very costly and catastrophic; this is because a software fault may cause many failures throughout the network. As systems continue to get bigger and more complex due to high consumer demands, the likelihood of problems occurring increases. Features and subsystems are continually being added or integrated into existing systems. Consequently, the coexistence of features in a system has proven to be problematic.

The problem of feature interaction has received considerable attention over the years. A feature is a set of functionalities that are added incrementally to an existing software system. Feature interactions are all interactions that interfere with the desired operation and functionality between a feature and its environment. This includes other features as well as other instances of the same feature [11].

This problem arises in many systems such as medical, banking and information management systems. One domain where this problem is especially acute is in telecommunication systems. Some systems offer up to 800 features. Users demand complex services from their service providers such as call display, call forwarding, call waiting, etc.

1.2 Effects of the Problem

The effect of the feature interaction problem is that features and services operating correctly cannot do so when they coexist in a network. The service providers may well be unaware of this problem until complaints from clients arise. At this stage, investigating the problem and resolving it translates into high labor costs and lost revenue from the service. Moreover, without adopting a technique for avoiding these interactions, it is likely that any new services will lead
to the same problem and costs. Generally, the problem is detected and resolved at the testing phase by expert testers. As an example, a temporary solution may be to disallow the activation of two features that interact such as call forwarding and call waiting services. However, as the number of services and complexity of services increase, this approach becomes ineffective.

1.3 Existing Solutions

Providing a solution to the feature interaction problem has proven to be difficult primarily because the problem cannot be easily isolated to a particular set of conditions. There are instances of feature interactions that involve varying number of features, subscribers, circumstances, components and networks.

Current approaches to the problem encompass techniques for each stage of the software engineering lifecycle, from the specification phase to the run-time phase. Furthermore, these techniques may be used for different levels of model abstraction [23, 24] such as application level, signalling level and transport level. With such a large number of views on the feature interaction problem, no single approach can attack the problem in its entirety. The most common approach is to tackle the problem at the specification or requirement stage. These approaches usually use two languages: one to represent the system being modeled and one to represent the properties sought. The following representations are commonly used:

- **SDL** [23, 24, 31]
- **LOTOS** [8, 17]
- **Z** [29]
- **Delphi** [5]
- **state machine and rule based representations** [15, 19, 21, 42]
- **extended specifications** [28, 43]
- **statistical and service usage** [26, 27]
- **temporal logic** [3, 4, 13]

Most of these techniques involve a form of state-space analysis and are proficient at detecting the problem. However, most require manual modifications of the specifications to resolve the interactions.
1.4 Our Approach

Fundamentally, it is important to detect feature interaction at the specification level because resolutions may be proposed before the features are implemented and integrated into the underlying system. This reduces cost and complexity for the service providers. In this thesis, we give attention to the specification generation and specification validation phase of the software engineering lifecycle. A method is introduced which allows each feature to be specified independently. It also allows for the detection of feature interaction at the validation phase. This method is based on the refinement of lattice specification whereby a feature specification is given by a relation between the inputs and outputs of a system. Combining system features is given by taking the greatest lower bound of all the features in the underlying system. By using this method, a definition of feature interaction can be established.

Formally, two or more features interact if they do not have a greatest lower bound in the refinement lattice. Therefore, detection of a feature interaction requires proving that the greatest lower bound does not exist. The complete feature specification is given by writing inductive definitions of relations using axioms in predicate calculus. A tabular format is introduced to store the set of axioms of the specification space.

The method used is employed by using POTS (Plain Old Telephone Service) as an illustrative example. Telecommunication features are added incrementally to POTS. These features include call waiting (CW), three way calling (TWC), abbreviated dialing (ABD), originating call screening (OCS) and call forwarding (CF). Each feature is specified independently and feature interaction between these features is discussed.

1.5 Categorization Of The Problem

In order to improve the understanding of the scope of the feature interaction problem in telecommunications systems, E.J. Cameron et al [11] have categorized feature interactions in two ways:

- by the nature of the interaction
- by the cause of the interaction

1.5.1 Categorization By the Nature of Interactions

The categorization by nature has three dimensions: the kind of features involved; the number of users involved; the number of network components.
The first dimension distinguishes interactions that involve only *customer features* from interactions that involve *system features*, instead of or in addition to customer features. Customer features include all of the call processing features that are visible to the general public, such as call waiting (CW) and call forwarding (CF).

The second dimension distinguishes *single-user* interactions from *multiple-user* interactions. Single-user interactions arise when different features interfere with one another while simultaneously activated by a single user. Multiple-user interactions arise when features activated by one user interfere with those activated by another user.

The third dimension distinguishes between *single-component* interactions, and *multiple-component* interactions. Single-component interactions arise when only one network component (e.g. switching system, service node) is involved in the processing while multiple-component interactions arise when features supported on one network component interfere with the operations of features supported on another network component.

Possible interactions are interactions of the following types:

- **SUSC** (Single-User-Single-Component). These interactions occur because incompatible features are simultaneously in use by a single user in a single network component such as a switching element.

- **SUMC** (Single-User-Multiple-Component). These interactions occur when there is a coordination problem in the telephone network where features accessible to one customer are deployed in different network components. Interactions of this type arise when the existence of features is unknown to designers of features in other network components.

- **MUSC** (Multiple-User-Single-Component). These interactions can occur when two or more customers access the features associated with a physical line.

- **MUMC** (Multiple-User-Multiple-Component). These interactions can occur where two or more users access features supported on multiple network components.

- **CUSY** (CUser-SYstem). These interactions occur between a customer feature and any system feature for operations, administration services or maintenance.

### 1.5.2 Categorization By the Cause of Interactions

The categorization by cause includes: violation of assumptions about the system; limitations on network support; and problems due to large heterogeneous distributed systems.
All features in a telecommunication network operate under a set of assumptions. These assumptions include a specific call processing model, some architectural support, a special billing system or even how customers perceive the network operates.

1.5.2.1 Violation of Feature Assumptions

Assumptions about data availability, call control and signaling protocol are among several kinds of assumptions that once violated can result in some interactions.

The network maintains a large amount of information. Some features assume that certain kinds of data are widely available while other features may make the same data private. Features cannot work together unless they are able to obtain the data needed by their functionalities.

Call Control is the ability of a user to manipulate (e.g. accept, refuse, terminate) a call. Features such as 911 establish a master-slave relationship. Once the call is made, only the 911 operator can terminate it. Other features allow a user to put other parties on hold. Interactions arise when the call control of one feature prevents other features from exercising their control.

In the past, a simple protocol was used to provide the status of the called party when a call attempt is in progress to the calling party. A busy signal indicates that the terminating line is in use while a ring-back indicates that the line is available. Interactions will occur when one feature needs to know the status of the other party but cannot tell exactly what the status is from the signal received.

1.5.2.2 Limitations on Network Support

Network components have limited capabilities in communicating with other network components of processing calls. Interactions will arise when two features conflict over the reception of the same signal or the usage of the same functionality.

The set of signals for a switch may be limited to *, #, the ten digits 0-9, flashhook and disconnect. With the creation of many new services, the user needs to send signals for a variety of purposes to the switch. Since there are so few signals available, the same signal is often used to mean different things in different contexts. Interactions arise when the interpretation of a signal is ambiguous.
In [37], the feature interaction problem is detected and resolved at the specification level. A rule-based method for the description of service specifications is adopted. This rule-based method specifies the service as a set of rules, each describing a feature of the service.

As previously discussed, telecommunication services can be modeled by a state transition machine, in which a state consisting of local states of the service users successively moves to a next state by a trigger of a user's event. Since multiple transitions can be executed for a certain pair of a state and a user's event, then a non-deterministic transition occurs that may cause an illegal state against the user's intention.

An algorithm was designed specifically for feature interaction detection for rule-based specifications. This algorithm is called Algorithm EXH [22]. This Algorithm is composed of two phases. The first phase enumerates all possible reachable states while the second phase detects a pair of rules which non-deterministically conflict with each other by checking each enumerated state. This method takes a lot of time and space since the number of reachable states increase exponentially (state explosion problem) depending on the complexity (number of rules) and
the number of users in the service. For certain services with many users, the state explosion problem is very serious and thus Algorithm EXH cannot be applied.

In order to overcome this problem, Nakamura et al have devised an alternative detection technique called Algorithm Ω which is based on the P-invariant and Petri-Net Model [38]. This method requires no enumeration and can be outlined as follows:

1) Transform the given service specifications to the Petri-Net Model

2) Obtain all pairs of rules which may cause the non-determinism

3) Based on the rules, determine a set of states at which the non-determinism may occur.

4) Check if the determined states are reachable from the initial state (Using the P-invariant and Petri-Net Model).

This method was scrutinized using two experiments. One experiment examines the detection quality and performance while the other experiment examines the scalability and applicability of Algorithm Ω compared to Algorithm EXH. The results of the experiments show that Algorithm Ω attained a high quality of detection, drastic performance improvements (in some cases about 28000 times faster) and good scalability with respect to the number of users.

Our method is based on the assumption that a feature interaction is a property of the feature specification, hence feature interactions must be detected in the requirements specification phase. It is based on the use of formal specifications to represent individual features. We specify features by writing inductive definitions of relations using axioms and rules. As the number of users increase, so do the number of rules and axioms in a relation.

When we compare our approach to the approach described for Algorithm Ω, it seems that the number of states is proportional to the number of users added to a service or feature when Algorithm Ω is applied. When our method is used, the number of valid input sequences belonging to a relation grows exponentially as the number of rules and axioms increase. In terms of performance and scalability, clearly Algorithm Ω is more efficient at detecting feature interactions as the number of users increases.

1.7 Research Contribution

The research contribution in this thesis can be summarized as follows:

- Relational specification of POTS and 5 telecommunication features.
• Validation of these specifications.

• Categorization of the feature interactions found.

• Detection of feature interactions between the specified features.

• Automation of the specification validation process using OTTER.

• Automation of detecting feature interaction sequences using OTTER.
Chapter 2

Sets and Relations

Most of this chapter is taken directly from [33]. Here, we present notions of set theory and relations. Relations are presented from two distinct view points: first, as a set of pairs; second as an algebraic structure defined by operations such as union, intersection, inversion, complement and composition. We assume the reader is familiar with predicate logic and discrete mathematics.

2.1 Sets

2.1.1 Set Definition

A set is a collection of objects chosen from some universe. The universe is usually understood from the context.

The elementary sets used in this thesis are:

- natural, the set of natural numbers,
- integers, the set of integers,
- boolean, the set \{true, false\}

2.1.2 Operations on Sets and Notation

Let \( S \) and \( S' \) be two sets. The following table represents set operation and notations used in this thesis.
<table>
<thead>
<tr>
<th>Operation</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Union of ( S ) and ( S' )</td>
<td>( S \cup S' )</td>
</tr>
<tr>
<td>Intersection of ( S ) and ( S' )</td>
<td>( S \cap S' )</td>
</tr>
<tr>
<td>Complement of ( S )</td>
<td>( S )</td>
</tr>
<tr>
<td>Difference of ( S ) and ( S' )</td>
<td>( S \setminus S' )</td>
</tr>
<tr>
<td>Cartesian Product of ( S ) by ( S' )</td>
<td>( S \times S' )</td>
</tr>
<tr>
<td>Power Set of ( S )</td>
<td>( P(S) )</td>
</tr>
</tbody>
</table>

Table 2.1: Set Operations and Notation

The cartesian product of \( S \) by \( S' \) is the set of pairs of the form \((s, s')\) such that \( s \) belongs to \( S \) and \( s' \) belongs to \( S' \). The power set of \( S \) is the set of all subsets of \( S \).

2.2 Relations

2.2.1 Preliminary Definitions

A binary relation on a set \( S \) is a subset of \( S \times S \). An element \( s \) is said to be an *antecedent* in \( R \) while \( s' \) is said to be an *image* in \( R \) if \((s, s')\) is an element of relation \( R \). The set of images of \( s \) by relation \( R \) is denoted by \( s \circ R \) and the set of antecedents of element \( s \) by relation \( R \) is denoted by \( R \circ s \). The set of all the antecedents of relation \( R \) is called the *domain* of relation \( R \), and denoted by \( \text{dom}(R) \). The formal definition is given by:

\[
\text{dom}(R) = \{s | \exists s' : (s, s') \in R\}.
\]

The set of all images of relation \( R \) is called the *range* of relation \( R \) and is denoted by \( \text{rng}(R) \). The formal definition is given by:

\[
\text{rng}(R) = \{s | \exists t : (t, s) \in R\}.
\]

The following table defines relevant constant relations on a set \( S \) and the corresponding notation.

<table>
<thead>
<tr>
<th>Relation</th>
<th>Definition</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Universal Relation</td>
<td>( S \times S )</td>
<td>( L(S) )</td>
</tr>
<tr>
<td>Identity Relation</td>
<td>{(s, s')</td>
<td>s \in S \land s' = s}</td>
</tr>
<tr>
<td>Diversity Relation</td>
<td>( L(S) \setminus I(S) )</td>
<td>( V(S) )</td>
</tr>
<tr>
<td>Empty Relation</td>
<td>empty set</td>
<td>( \phi(S) )</td>
</tr>
</tbody>
</table>

Table 2.2: Constant Relations on a Set \( S \)

When the set \( S \) is implicit from the context, we may use the symbols \( L, I, V, \) and \( \phi \) to denote
the universal, identity, diversity, and empty relations respectively. To maintain homogeneity, the symbol to represent the empty set is $\emptyset$ and the symbol to represent the empty relation is $\phi$.

### 2.3 Operations on Relations

Since relations are sets, they adopt the same operations as those defined on sets. However, the following operations only apply to relations; let $S$ be a set and $R$ and $R'$ denote relations on $S$.

- **Complement** The *complement* of relation $R$ is the relation denoted $\overline{R}$ and defined by:
  
  \[ \overline{R} = L \setminus R. \]

- **Inverse** The *inverse* of a relation $R$ is the relation denoted by $\hat{R}$ and defined by:
  \[ \hat{R} = \{(s', s) | (s', s) \in R\}. \]

- **Product** The *product* of relation $R$ by relation $R'$ is the relation denoted by $R \circ R'$ and defined by:
  \[ R \circ R' = \{(s, s') | \exists t : (s, t) \in R \land (t, s') \in R'\}. \]

- **Restriction** The *prerestriction* of relation $R$ to subset $A$ of $S$ is the relation denoted by $A \setminus R$ and defined by:
  \[ A \setminus R = I(A) \circ R \]

  The postrestriction of relation $R$ to subset $A$ of $S$ is the relation denoted by $R_{/A}$ and defined by:
  \[ R_{/A} = R \circ I(A). \]
Chapter 3

Specifying With Relations

3.1 The Nature of Specifications

A specification can be defined as:

- The act or process of specifying.
- A detailed and precise representation of something.

From a literary viewpoint, the word specification refers to both a process and to a product. From a software engineering viewpoint, there is a crucial distinction between the process and the product. This distinction is a key feature of several software engineering goal structures.

3.1.1 The Product

As a product, a specification is a description of requirements that a user imposes on a software product [33]. While requirements potentially deal with several features of the desired product, in the thesis, we restrict our attention to functional requirements. Furthermore, while these requirements can be described in different notations, our attention is restricted to formal and mathematically-based representations. The specification as a product serves three primary functions:

- It is an agreement between the user, whose privileges it defines, and the programmer, whose obligations it defines. Hence, the specification is used to check the validity of the delivered product.
- It is the programmer's primary reference document, since it is used by the programmer to construct the proposed product by stepwise transformation of the specification.
- It is part of the user's manual, since it describes the function provided by the software product as well as its usage conventions.
As a product the word specification is used to describe software systems at arbitrary stages of refinement, ranging from requirements definitions all the way to detailed design. To clearly define what we consider to be a specification, we define a point in the software lifecycle when the system description is a specification; this point is defined by the criteria given below.

- **The task at hand.** In the specification phase, the task at hand is to add requirements to existing requirements. In the design phase, the task at hand is to apply decompositions to an existing aggregate of requirements.

- **The emphasis.** In the specification phase, the emphasis is on accumulating information. In the design phase, the emphasis is on refining information descriptions.

- **The source of information.** In the specification phase, the source of new information is the user. In the design phase, the source of new information is the programmer.

- **The kind of data added.** In the specification phase, functional data is added to existing functional data. In the design phase, structural data is added to functional data.

- **Stopping test.** In the specification phase, the stopping test is whether the user cares to add further requirements. In the design phase, the stopping test is whether the programmer must refine further.

Whether a description of a system is being specified or refined, it increases the volume of information. Figure 3.1 represents the evolution of the quantity of information cumulated during the specification phase and the design phase. The quantity of information is represented on the horizontal axis while time is represented on the vertical axis. The horizontal line in the middle of the triangle represents the quantity of information carried by the specification. The area above the line represents an incomplete specification while the area below the line represents more than a specification. Finally, the base of the triangle represents the final step of the design process which is the program itself.

### 3.1.2 The Process

The traditional model of the software lifecycle is structured along two orthogonal axes: phases, which define a chronological structuring of the process and activities which define an organizational structuring of the process. We apply the same premise to the specification process and provide that this process includes two phases and two activities. Three parties are involved in this process: the user group, the specifier group, and the verification and validation group. The user group is responsible for the application domain; the specifier group is responsible for
the art of specifying, that is, eliciting and recording user requirements; the verification and validation group is responsible for validating specifications, that is, eliciting requirements from the user and matching them against the generated specification.

The specification process is comprised of two activities:

- **Specification Generation.** The specifier group along with the user group carry out this activity. It mainly consists of generating the specification from the viewpoint of the user.

- **Specification Validation.** The verification and validation group along with the user group carry out this activity. It consists of generating requirements from the user viewpoint and then using them to ensure the generated specification conforms to them.

The two phases of the specification process are the following:

- **Specification Generation.** In this phase, the specifier group along with the verification and validation group interact with the user group to elicit requirement information. While the former uses this information to derive a specification, the latter uses it to generate properties that the derived specification must conform to.
• Specification Validation. In this phase, the verification and validation group checks whether the specification derived by the user group in the previous phase satisfies the properties that were generated. Also in this phase, the specifier group may take corrective action and customize the specification, then deliver its final version.

3.2 Properties of Specifications

To effectively provide its complete functionality, a specification must satisfy a number of properties. In this section, we provide a list of such properties. We clearly distinguish between the properties of the specification product and the properties of the specification process.

3.2.1 Properties of the Product

Properties of the product are those that are intrinsic to the specification product itself, irrespective of the relation that it bears to the intention of the user. We identify and present three such properties below:

Formality. A specification is said to be formal if it is written in a language whose syntax and semantics are formally defined. This property is essential if the specification product is to play a role as an agreement between the user and the programmer, and its role as the programmer’s reference document. It is also significant if the specification is to undergo any automatic processing.

Clarity. A specification is said to be clear if it is easy to read, analyze and understand. Clarity of a specification is vitally important. Programs are read and executed by computers and can be of some use even when they are unclear. However, specifications are read by people and are essentially useless if they are unclear.

Abstraction. A specification is said to be abstract if it contains no structural or implementation information. A specification is a description of the user’s problem rather than a description of a possible solution to that problem. It must express what the user wants rather than how to realize what the user wants.

3.2.2 Properties of the Process

Properties of the process are those that cannot be solely determined in view of the product, but must be judged by matching the specification product against the user intentions. We identify and present two such properties below:
Completeness. A specification is complete if it captures all the user requirements. Completeness cannot be proved rather it can be progressively established between requirements information elicited by the specifier group and requirements information elicited by the verification and validation group.

Minimality. Not only is a specification expected to capture all the user requirements, it is also expected to capture nothing but the user requirements. A specification is said to be minimal if it contains only those requirements that have been established by the user.

3.3 Relational Specifications

Fundamentally, programs read input data from either a device or an input file, process the information and return results onto a device or an output file. The input space of a program is defined to be the set of all inputs a program can read in. The output space of a program is the set of all outputs a program can return. The internal space of a program is defined as the set of values the program’s variables may hold during its execution. When specifying a system we are merely concerned with the state transformation that takes place during the execution of a program rather than the mappings from the program's input space, to the internal space, finally to the output space. Having established this notion, we can say that we have defined a specification when we have given:

- A space, say S, typically defined by a set declaration.

- A relation on space S, say R, typically defined as a set of pair \((s, s')\), such that some property holds between \(s\) and \(s'\).

This specification, represented by the pair \((S, R)\), dictates requirements on a program whose space is S. The pair \((s, s')\) is in R if and only if \(s\) is a possible initial state and \(s'\) is a correct corresponding final state for \(s\). For any initial state \(s\), more than one final state \(s'\) may exist in \(s \cdot R\). R is non-deterministic.

Specifications may be represented solely by a relation \(R\) only when the space of \(S\) of a specification \((S, R)\) is implicit from the context.

Consider the space \(S\):

\[
S = \text{set}
\]

\[
a, b, c : \text{natural}
\]

end.
Example 1. Write specifications for the following user requirements:

a) Specify a program that places in a the smallest value among \(a, b, c\).
\[
R = \{(s, s')|a(s) \leq a(s') \leq b(s) \leq c(s) \land (a(s') = a(s) \lor a(s') = b(s) \lor a(s') = c(s))\}\.
\]
The first line says \(a(s')\) is less than or equal to \(a, b, c\). The second line says it is one of them.

b) Specify a program that places in a the smallest value among \(a, b, c\) while preserving \(b\) and \(c\).
\[
R = \{(s, s')|a(s') \leq a(s) \land a(s') \leq b(s) \land a(s') \leq c(s) \land (a(s') = a(s) \lor a(s') = b(s) \lor a(s') = c(s)) \land b(s') = b(s) \land c(s') = c(s)\}\.
\]
The first line says \(a(s')\) is less than or equal to \(a, b, c\). The second line says it is one of them. The third line says \(b\) and \(c\) are preserved.

c) Preserve the sum of \(a\) and \(b\) while increasing \(c\).
\[
R = \{(s, s')|a(s) + b(s) = a(s') + b(s') \land c(s') > c(s)\}.
\]

Example 2. Preserve the sum of \(x\) and \(y\) while increasing \(z\). For each of the following specifications, and tell whether it is complete and (if complete) whether it is minimal.

a) \(R = \{(s, s')|x(s) + y(s) = x(s') + y(s') \land z(s') \geq z(s)\}\)

not complete

b) \(R = \{(s, s')|x(s) + y(s) = x(s') + y(s') \land z(s') > z(s)\}\)

complete and minimal

c) \(R = \{(s, s')|x(s) = x(s') \land y(s) = y(s') \land z(s') > z(s)\}\)

complete but not minimal

d) \(R = \{(s, s')|x(s) = x(s') + 1 \land y(s) = y(s') - 1 \land z(s') > z(s)\}\)

complete but not minimal

e) \(R = \{(s, s')|x(s) + y(s) = x(s') + y(s') \land z(s') = z(s) + 1\}\)

complete but not minimal

Example 3. Given an array \(a : array[1..N]\) of type \textit{real}, and variable \(x\) of type \textit{real}, write
specifications for the following user requirements:

a) Place in \( x \) an arbitrary value of array \( a \).

\[ R = (s, s')((\exists h : 1 \leq h \leq N : x(s') = a(s)[h]). \]

b) Place in \( x \) a value that is greater than all the cells in \( a \) (note: this is a non-deterministic specification; if \( a(s) = (3, 1, 7, 5, 2, 8, 2) \) then \( x(s') \) may be equal to 8, but may also be equal to 20).

\[ R = ((s, s')((\forall h : 1 \leq h \leq N : x(s') \geq a(s)[h])). \]

c) Place in \( x \) the largest value of \( a \).

\[ R = ((s, s')((\forall h : 1 \leq h \leq N : x(s') \geq a(s)[h]) \land (\exists h : 1 \leq h \leq N : x(s') = a(s)[h])). \]

First line: \( x(s') \) is greater than or equal to all the cells of \( a \).
Second line: \( x(s') \) is equal to one of them.

### 3.4 Refinement Ordering

From the previous section, we established that specifications can be represented by relations. On the other hand, we can compare specifications according to the amount of input-output information they hold. The following definition emphasizes this.

1 **Definition.** Relation \( R \) is said to be **more-defined** than relation \( R' \), denoted \( R \geq R' \), if and only if \( R'L \subseteq RL \land R'L \cap R \subseteq R' \).

We may say that \( R \) refines \( R' \) if and only if \( R \) is a refinement of \( R' \). We can interpret this definition in relation theoretic terms as:

\[ \text{dom}(R') \subseteq \text{dom}(R) \land (\forall s \in \text{dom}(R) : s \bullet R \subseteq s \bullet R') \]

A relation is said to be **more-defined** if the following conditions hold:

i) It has a larger domain (knows more input sets).

ii) It has smaller image sets (more precise in its assignment of outputs to inputs).

There are two cases when the more-defined ordering takes a simple form: If \( R \) and \( R' \) have the
same domain then $R$ is more-defined than $R'$ if and only if $R \subseteq R'$. If $R$ and $R'$ are deterministic then $R$ is more-defined than $R'$ if and only if $R' \subseteq R$.

### 3.4.1 Ordering Properties

Trivially, $R$ is more-defined than $R$. The relation more-defined is reflexive, however, we can establish the antisymmetry and the transitivity of the more-defined relation using the antisymmetry and the transitivity of the inclusion relation (subset). Since the more-defined relation is reflexive, antisymmetric, and transitive we conclude that is a partial ordering. Hence, we may refer to this as the refinement ordering.

### 3.4.2 Lattice Properties

Given two relations $R$ and $R'$ on $S$, we are interested in whether they have a least upper bound, $R \cup R'$ and a greatest lower bound, $R \cap R'$. The next proposition is given without proof:

**Proposition 3.1:** If $R$ and $R'$ satisfy the condition $(R \cap R')L = RL \cap R'L$, then $R$ and $R'$ have a unique least upper bound, which is $R \cup R' = R \cap \overline{R'L} \cup R' \cap \overline{RL} \cup R \cap R'$

Interpreting condition $(cs)$, we determine that two relations $R$ and $R'$ have a least upper bound if for those elements that belong to both $dom(R)$ and $dom(R')$, the set of images by $R$ and $R'$ have at least one element in common; if $s \bullet R$ and $s \bullet R'$ had no element in common for some element $s$, this would mean that relations $R$ and $R'$ contradict each other. Condition $(cs)$ means $R$ and $R'$ are not mutually inconsistent. This is referred to as the consistency condition, whence its abbreviation.

Proposition 3.1 gives a sufficient condition for the existence of a least upper bound. The proposition below, presented without proof, provides that this condition is also necessary.

**Proposition 3.2:** If $R$ and $R'$ have a least upper bound, then they satisfy the consistency condition.

From Proposition 3.2, we find that the least upper bound of two relations $R$ and $R'$ represents the total input-output information contained in them; these may be summed if they are mutually consistent (hence the consistency condition, which must be satisfied for the least upper bound to exist).

**Proposition 3.3** Any pair of relations $R$ and $R'$ have a greatest lower bound, which is given by the expression:
\[ R \cap R' = RL \cap R'L \cap (R \cup R') \]

We can interpret the greatest lower bound of two relations \( R \) and \( R' \) as the duplicated information of \( R \) and \( R' \); that is, the information they have in common. The least upper bound and the greatest lower bound take a fundamental form under two conditions which are presented in the form of corollaries.

**Corollary 3.1:** If \( R \) and \( R' \) satisfy the condition \( RL \cap R'L \cap R = RL \cap R'L \cap R' \), then \( R \) and \( R' \) have a least upper bound which is \( R \sqcup R' = R \cap R' \).

**Corollary 3.2:** If \( R \) and \( R' \) satisfy the condition \( RL = R'L = (R \cap R') \) then \( R \) and \( R' \) have a least upper bound which is

\[ R \cup R' = R \cup R'. \]

Also, under the same condition,

\[ R \cap R' = R \cap R'. \]

**Example:** Let \( S \) be the space defined by:

\[ x, y, z : \text{integer} \]

and let \( R \) and \( R' \) be the following relations:

\[ R = \{(s, s') | x(s) \geq y(s) \land z(s') = x(s)\} \]

\[ R' = \{(s, s') | x(s) \leq y(s) \land z(s') = y(s)\} \]

Then the least upper bound of \( R \) and \( R' \) is:

\[ = R \cup R' \]

\[ = \{(s, s') | x(s) \geq y(s) \land z(s') = x(s)\} \cup \{(s, s') | x(s) \leq y(s) \land z(s') = y(s)\} \]

\[ = \{(s, s') | z(s) = \max(x(s), y(s))\} \]

This relation captures the total information over \( R \) and \( R' \).

The greatest lower bound of \( R \) and \( R' \) is:

\[ = R \cap R' \]
\[ = \{(s, s') | x(s) = y(s) \land z(s') = x(s)\} \]

Both \( R \) and \( R' \) account for the case when \( x(s) = y(s) \). This is provided in \( R \) when \( x(s) \geq y(s) \) and in \( R' \) when \( x(s) \leq y(s) \). Also, both provide the same output condition, namely \( z(s') = x(s)(= y(s)) \).

2 Definition. : The demonic join operator is defined if and only if the following condition called the consistency condition is satisfied:

\[ cs(R, R') = RL \cap R'L = (R \cap R')L \]

This means that \( R \) and \( R' \) are mutually consistent. This implies that they do not contradict each other. Two relations contradict each other when they provide disjoint sets of outputs for some input where they are both defined.

The symbol "\( \doteq \)" represents a definition or an axiom while "\( = \)" represents a property or a theorem which is deducible or provable from the definitions or axioms.

Whenever the consistency condition is satisfied, the join is defined by:

\[ R \cup R' \doteq (R \cap \overline{R'}) \cup (R \cap R') \cup (\overline{R} \cap R') \]

This means that the specification that carries all the requirements of \( R \) and \( R' \) and nothing more. In effect, the join operator is simply the adding up of the specifications.
Chapter 4

A Specification Methodology

4.1 Proving Completeness

Let \( R \) be a specification, and let \( V \) be the relation derived to capture a completeness property. We pose the following definition.

3 Definition. Specification \( R \) is said to be complete with respect to property \( V \) if and only if \( R \) is more-defined than \( V \).

The validity of this definition stems from the way \( V \) is derived (to capture a property which \( R \) is expected to have) and the definition of relation more-defined (all the information of \( V \) is captured in \( R \)). We illustrate this definition with three examples, of increasing complexity.

Example: A Closed form Specification. We let space \( S \) be defined by three variables, say \( < a, b, c > \), of type integer, and let the user requirement be: permute the values of variables \( a, b \) and \( c \) in ascending order. We assume that, from this text the specifier (group) has generated the following specification:

\[
R = \{ (s, s') | a(s') < b(s') < c(s') \land \\
\quad \max(s) = \max(s') \land \\
\quad \min(s) = \min(s') \land \\
\quad \sum(s) = \sum(s') \}.
\]

Also, from this same requirements text (not from the specification) the verification and validation group has generated the following property:

*The specification must imply that if the input is sorted then the output is identical to the input.*
Notice how arbitrarily partial, and arbitrarily weak this property is. This property can be captured by the following relation.

\[ V = \{(s, s') \mid a(s) < b(s) < c(s) \land s' = s\}. \]

In order to establish the completeness of \( R \) with respect to \( V \), we must prove the following clauses:

\[
\text{dom}(V) \subseteq \text{dom}(R), \]
\[
\forall s \in \text{dom}(V), s.R \subseteq s.V. 
\]

Because \( \text{dom}(R) = S \), we only have to prove the second clause, which we rewrite as

\[
s \in \text{dom}(V) \land (s, s') \in R \Rightarrow (s, s') \in V. 
\]

We write the left hand side as:

\[
\begin{align*}
a(s) < b(s) < c(s) \land a(s') &< b(s') < c(s') \land \\
\max(s') = \max(s) \land \min(s') = \min(s) \land \\
\text{sum}(s) &= \text{sum}(s') \\
\Rightarrow a(s') &= a(s) \land c(s') = c(s) \land b(s') = b(s) \land \\
a(s) &< b(s) < c(s) \\
\Rightarrow s' &= s \land a(s) < b(s) < c(s). 
\end{align*}
\]

Hence \((s, s') \in V\).

**Example: Axiomatic Specification.** We consider the specification of the stack data type, of which we have given an axiom and a rule; the reader can imagine what the full specification looks like, (its full text is given in [6]). Also, we consider the following completeness property:

"the specification must indicate that when the same element is push-ed twice, there are indeed two copies of it in store (rather than one as would be the case for a set-like data type)."

We refer to this property by the name listfeature. The relation that we generate to reflect this property is,

\[
\text{listfeature} = \{(Q, t) \mid \exists Q' : \\
Q = Q'.\text{init}.\text{push}(t).\text{push}(t).\text{pop}.\text{top}\}. 
\]

If the relation defined by specification stack can be established to be more-defined than \( V \), then
we can claim that stack is complete with respect to $V$.

Example: Axiomatic Specification. We consider yet another example of checking the completeness of the stack specification with respect to some property. We assume that after inspecting the user requirements, the verification and validation group generates the following completeness property:

*The stack specification must provide that the output for the input sequence*

\[ Q: \text{init}.\text{pop}.\text{push}(a).\text{push}(T).\text{top}.\text{top} \]

*is the value of $T$, where $T$ is a variable.*

Among the errors that this property can catch, we mention: if the specifier did not consider the pop operation void (because it follows init); if the specifier made a pop cancel a push that follows it (rather than precede it); if the specifier did not understand that top operations do not change the state; if the specifier did not understand (or did not capture properly) the LIFO property of the stack.

We refer to this property by the name *poptop*. This property can be written under the form of the following relation:

\[
poptop = \{(q, y) \mid y = T \land \exists Q : q = Q: \text{init}.\text{pop}.\text{push}(a).\text{push}(T).\text{top}.\text{top}\}.
\]

The completeness of the stack specification with respect to this property can be established by proving that the relation defined by specification stack is more-defined than relation *poptop*.

### 4.2 Proving Minimality

Let $R$ be a specification, and let $W$ be the relation derived to capture a minimality property. We pose the following definition [7].

4 Definition. Specification $R$ is said to be *minimal with respect to property $W$* if and only if $R$ is not more-defined than $W$.

The validity of this definition stems from the way $W$ is derived (to capture a property which $R$ is expected not to have) and the definition of relation *more-defined* (the information of $W$ must not be captured in $R$).
For the sake of readability, we illustrate this definition on a simple specification from \( S \) to \( S \); in a second example, we consider a specification from \( X^* \) to \( Y \).

**Example: Closed Form Specification.** As an illustrative example, we take the following user requirements, defined on space \( S \) made up of three natural variables, say \( a \), \( b \) and \( c \): *preserve the sum of \( a \) and \( b \) and do not decrease \( c \).*

In view of this user requirement, the specifier generates the validation group may think:

\[
\text{the specifier may have thought that one way to preserve the sum of } a \text{ and } b \text{ is to preserve variables } a \text{ and } b \text{ individually but the user does not necessarily require that } a \text{ and } b \text{ be preserved individually.}
\]

In order to catch specifiers who may have over specified the preservation of \( a+b \), the verification and validation group proposes:

\[
W = \{(s, s') | a(s') = a(s) \land b(s') = b(s)\}.
\]

In order to check whether \( R \) is minimal with respect to \( W \), we investigate whether \( R \) is not more-defined than \( W \). We find that \( R \) and \( W \) have the same domain (they are both total), and that for all \( s \) in the domain of \( W \) (which is all of \( S \)),

\[
s.W = \{s' | a(s') = a(s) \land b(s') = b(s)\},
\]

\[
s.R = \{s' | a(s') + b(s') = a(s) + b(s) \land c(s') > c(s)\}.
\]

Clearly, it is not the case that \( s.R \) is a subset of \( s.W \); hence \( R \) is indeed minimal with respect to \( W \). Informally, this means that the author of specification \( R \) is not guilty of the over specification which is described in \( W \). We leave it to the reader to check that, had the specifier defined the specification as:

\[
R = \{(s, s') | a(s') = a(s) \land b(s') = b(s) \land c(s') > c(s)\}
\]

the verification and validation would have found it to be non minimal with respect to \( W \); which is a valid diagnosis.

**Example: Axiomatic Specification.** We consider the specification of the stack, given in the previous section, and we consider the following minimality property:

\[
\text{the specifier may have thought that when a pop operation is performed on an empty stack, it causes an error message when in fact the user has not asked for this specific message.}
\]
We refer to this property by the name silent, as it means that the data type must remain silent (rather than declare an error) when a pop is invoked on an empty stack. The relation that we generate in light of this property is:

\[
silent = \{ (Q, y) \mid \exists Q' : Q = Q'.\text{init.pop} \land y = \text{error} \}.\]

If the relation defined by specification stack is more-defined than W, then stack is not minimal with respect to W. In the next section, we show how the axiomatic specification of stack can be matched against such a property to establish minimality in an automated fashion.

4.3 Complete and Minimal Specifications

By deriving a number of completeness properties (V) and minimality properties (W), the verification and validation group provides a band within which candidate specifications may lie. This band grows narrower and narrower as the verification and validation group provides more and more properties. Recent studies we have conducted on the lattice properties of the ordering more-defined [6] provide for the existence of a least upper bound of two specifications under some conditions which are normally met by completeness properties; it is a well known property of lattices that a specification \( R \) is greater than \( V_1, V_2, \ldots, V_n \) if and only if it is greater than the least upper bound of \( \{V_1, V_2, \ldots, V_n\} \). Hence, given the completeness properties \( V_1, V_2, \ldots, V_n \), and the minimality properties \( W_1, W_2, \ldots, W_n \), candidate specifications \( R \) are allowed to lie within the range indicated in figure 4.1, where \( R \) is shown.
Figure 4.1: The Range of Complete and Minimal Specifications
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Specifying Dynamic Software Systems

In the previous chapter, we defined a specification as a relation between inputs and outputs. This definition does not allow us to describe the external behavior of a software system because the output corresponding to any given input cannot always be determined by mere inspection of the input, but may have to be determined by the history of previous inputs. Hence the specification of a software system can be described by a relation from the sequence of inputs to the outputs. Whence the formal method described in subsequent sections.

5.1 Specification Model

The specification of a software system may be described by a relation from the sequences of inputs to outputs. We can specify a software system by using three components:

1) **Input Space** $I$, defined as the set of all possible inputs of the system.

2) **Output Space** $O$, defined as the set of all possible outputs of the system.

3) **Input-Output Relation** $R$, defined as the relation from the set $I^*$ of sequences on $I$ to a set $O$, where $I^*$ is the set of sequences over $I$ including the empty sequence.

As an example, consider the relational specification of a minimum spanning tree (MST) in an $n$-node network. We make the assumption that there exists at least one arc between every pair of nodes in the network. The following is the set of requirements:

i) Initially, there are no arcs or nodes in the network.

ii) **add_node** adds a node in the network.
iii) del_node deletes a node from the network.

iv) num_node returns the number of nodes in the network.

v) num_arc returns the number of arcs in the network.

The input set for the MST is:

\[ I \equiv \{ \text{add}_\text{node}, \text{del}_\text{node}, \text{num}_\text{node}, \text{num}_\text{arc} \} \]

The output set for the MST is:

\[ O \equiv \text{Integer} \cup \{\tau\} \]

The \( \equiv \) can be interpreted as "is defined as". The symbol \( \tau \) is used when there is no visible output produced by a set of input sequences. Next, some examples of elements of relation \( R \) specifying the MST are provided. The dot (\( . \)) is used to denote the concatenation of input sequences, while \( s < R > s' \) denotes the pair \((s, s')\) is an element of relation \( R \).

\[ a) \quad \text{num}_\text{node} < R > 0 \]
\[ b) \quad \text{num}_\text{arc} < R > 0 \]
\[ c) \quad \text{add}_\text{node} < R > \tau \]
\[ d) \quad \text{del}_\text{node} < R > \tau \]
\[ e) \quad \text{add}_\text{node}.\text{add}_\text{node}.\text{num}_\text{arc} < R > 1 \]
\[ f) \quad \text{add}_\text{node}.\text{del}_\text{node}.\text{add}_\text{node}.\text{add}_\text{node}.\text{num}_\text{node} < R > 3 \]

Pairs \( a) \) and \( b) \) satisfy requirement \( i) \) when there are no nodes or arcs in the network. Pairs \( c) \) and \( d) \) indicate that there is no visible output after receiving the input \( \text{add}_\text{node} \) or \( \text{del}_\text{node} \). Pair \( e) \) represents the case when there are two nodes present in the network. If the input \( \text{num}_\text{arc} \) is encountered after this, we have 1 as the corresponding output. Finally, in pair \( f) \), the first two elements of the input sequence simply cancel out each other. The remainder of the input sequence adds three nodes to the network and yields 3 as an output when \( \text{num}_\text{node} \) is encountered.

The complete specification of the above example cannot be defined by generating all enumerations of its input-output pairs. This is impossible and impractical since there exists an infinite number of input-output pairs. Instead, specifications are constructed inductively using
an axiomatic representation.

5.2 Axiomatic Representation of Specifications

In the previous section, we discussed why we cannot satisfy requirements by enumerating inputs and outputs over the specification space. The solution is to use an axiomatic approach to define a specification \( R \). The language of first order logic is employed with the usual connectives. The connectives have the following binding order from highest to lowest:

\[ \neg, \land, \lor, \{\Leftarrow, \Rightarrow\}, \iff, \{\forall, \exists, \land_j, \lor_j\} \]

A tuple is denoted by \((...,)\) and \(\{...,\}\) is used to denote a set. Variables \( x \) and \( x' \) range over the input space \( I^* \). Upper case letters are relational constants which denote a specification (for example \( CW \) for call waiting). By using this language, we are able to construct an inductive definition of a relation. The set of axioms that compose the specification take the form \((\land_{i=1}^n A_i) \Rightarrow B\), \( n \) is a natural number and \( A_i \) and \( B \) are predicate variables. For the sake of clarity and readability, axioms are represented as:

\[
\frac{A_1 \land \ldots \land A_n}{B}
\]

To illustrate the use of this method, an inductive definition of the MST specification is given below.

(mst-1): \[
\frac{}{num\_node \in MST \Rightarrow 0}
\]

(mst-2): \[
\frac{}{num\_arc \in MST \Rightarrow 0}
\]

(mst-3): \[
\frac{}{x\_add\_node \in MST \Rightarrow \top}
\]

(mst-4): \[
\frac{}{x\_del\_node \in MST \Rightarrow \top}
\]

(mst-5): \[
\frac{x\_num\_node \in MST \Rightarrow y}{x\_add\_node \cdot num\_node \in MST \Rightarrow y + 1}
\]

(mst-6): \[
\frac{x\_num\_node \in MST \Rightarrow y}{x\_del\_node \cdot num\_node \in MST \Rightarrow y - 1}
\]

(mst-7): \[
\frac{x\_num\_arc \in MST \Rightarrow y}{x\_num\_arc \in MST \Rightarrow y - 1}
\]
\[(\text{mst-8)}): \frac{x.x' < MST \triangleright y}{x.\text{num\_node}.x' < MST \triangleright y}\]

\[(\text{mst-9)}): \frac{x.x' < MST \triangleright y}{x.\text{num\_arc}.x' < MST \triangleright y}\]

\[(\text{mst-10)}): \frac{x.\text{num\_arc} < MST \triangleright y}{x.\text{add\_node}.\text{num\_arc} < MST \triangleright y + 1}\]

\[(\text{mst-11)}): \frac{x.\text{num\_arc} < MST \triangleright y}{x.\text{del\_node}.\text{num\_arc} < MST \triangleright y - 1}\]

Axioms mst-1 to mst-4 are trivial. Axiom mst-5 describes that \text{add\_node} will increment the number of nodes in the network by 1. Similarly, axiom mst-6 describes that \text{del\_node} will decrement the number of nodes in the network by 1. Axiom mst-7 describes that the number of arcs in an \(n\)-node network for an MST is \(n - 1\). Axiom mst-8 and mst-9 show that \text{num\_node} and \text{num\_arc} do not change the number of nodes or arcs in the network respectively. Axiom mst-10 describes that adding a node increases that number of arcs in the network by one. Similarly mst-11 describes that deleting a node decreases the number of arcs by 1. These axioms can be used to prove whether a pair \((s, s')\) is in a relation \(R\). As an example, consider the input-output pair below:

\[\text{sequence} : \text{add\_node}.\text{num\_arc}.\text{add\_node}.\text{num\_node}.\text{add\_node}.\text{num\_arc} < MST \triangleright 2\]

\text{Proof}:

\[\text{add\_node}.\text{num\_arc}.\text{add\_node}.\text{num\_node}.\text{add\_node}.\text{num\_arc} < MST \triangleright 2\]
\[\Leftrightarrow (\text{mst-7})\]
\[\text{add\_node}.\text{num\_arc}.\text{add\_node}.\text{num\_node}.\text{add\_node}.\text{num\_node} < MST \triangleright 3\]
\[\Leftrightarrow (\text{mst-5})\]
\[\text{add\_node}.\text{num\_arc}.\text{add\_node}.\text{num\_node}.\text{num\_node} < MST \triangleright 2\]
\[\Leftrightarrow (\text{mst-8})\]
\[\text{add\_node}.\text{num\_arc}.\text{add\_node}.\text{num\_node} < MST \triangleright 2\]
\[\Leftrightarrow (\text{mst-5})\]
\[\text{add\_node}.\text{num\_arc}.\text{num\_node} < MST \triangleright 1\]
\[\Leftrightarrow (\text{mst-8})\]
\[\text{add\_node}.\text{num\_arc} < MST \triangleright 1\]
\[\Leftrightarrow (\text{mst-10})\]
\[\text{num\_arc} < MST \triangleright 0\]
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\subseteq (mst-2)

true

5.3 Tabular Notation and Axiomatic Representation

Previously, we presented each axiom belonging to a specific relation using plain mathematical notation of premise over conclusion. As the number of axioms increase in a relation, it becomes more and more tedious to read specifications. For this reason, we use a tabular format to represent axioms.

5.3.1 Cumulative Tables

Table 5.1 represents the general format used for a cumulative table. Each row in the table represents one axiom.

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-1</td>
<td>premise1</td>
<td>input1</td>
<td>(output1)</td>
</tr>
<tr>
<td>A-2</td>
<td>premise2</td>
<td>input2</td>
<td>(output2)</td>
</tr>
<tr>
<td>A-3</td>
<td>premise3</td>
<td>input3</td>
<td>(output3)</td>
</tr>
<tr>
<td>A-4</td>
<td>premise4</td>
<td>input4</td>
<td>(output4)</td>
</tr>
</tbody>
</table>

Table 5.1: Cumulative Table: General Format

Let \( p_n, s_n \) and \( s'_n \) be respectively the premise, the input and the output of line \( n \).

Then the rule associated with line \( n \) is:

\[
\frac{p_1 \land \ldots \land p_n}{s_1 \ldots s_n < REL> s'_n}.
\]

For instance, the axioms associated with rows A-2 and A-4 are respectively:

\[
(REL-A-2): \quad \frac{\text{premise2}}{(\text{input1}).(\text{input2})<REL>(\text{output2})},
\]

\[
(REL-A-4): \quad \frac{\text{premise4}}{(\text{input1}).(\text{input2}).(\text{input3}).(\text{input4})<REL>(\text{output4})}.
\]

The tabular format presented avoids the unnecessary repetition of the premises and the input sequences from axiom to axiom. Also, it provides a quick and clear visualization of the behavior for prototypical input sequences.
5.3.2 Non-Cumulative Tables

Another type of table used for representing axioms is a non-cumulative table. In this table, each row is independent of all other rows.

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-5</td>
<td>premise5</td>
<td>input5</td>
<td>{output5}</td>
</tr>
<tr>
<td>A-6</td>
<td>premise6</td>
<td>input6</td>
<td>{output6}</td>
</tr>
<tr>
<td>A-7</td>
<td>premise7</td>
<td>input7</td>
<td>{output7}</td>
</tr>
<tr>
<td>A-8</td>
<td>premise8</td>
<td>input8</td>
<td>{output8}</td>
</tr>
</tbody>
</table>

Table 5.2: Non-Cumulative Table: General Format

The axiom associated with row $n$ is given by:

\[
p_n \quad s_n \triangleleft POTS \triangleright s_n^p.
\]

For instance, the axiom associated to line A-8 is:

\[
(REL-A-8): \quad \frac{premise8}{(input8) \triangleleft REL \triangleright \{output8\}}.
\]

5.3.3 Representation of Rules

Axioms provide the output for basic input sequences and for complex input sequences, rules are used. Reduction and swap rules are presented in the two subsequent sections.

5.3.3.1 Reduction Rules

Reduction rules are used to eliminate symbols from the input sequence.

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-1</td>
<td>premise1</td>
<td>x</td>
<td>(discard1)</td>
<td>(postfix1)</td>
</tr>
<tr>
<td>R-2</td>
<td>premise2</td>
<td>x</td>
<td>(discard2)</td>
<td>(postfix2)</td>
</tr>
<tr>
<td>R-3</td>
<td>premise3</td>
<td>x</td>
<td>(discard3)</td>
<td>(postfix3)</td>
</tr>
<tr>
<td>R-4</td>
<td>premise4</td>
<td>x</td>
<td>(discard4)</td>
<td>(postfix4)</td>
</tr>
</tbody>
</table>

Table 5.3: Reduction Rules: General Format

Table 5.3 is a non-cumulative table where each row represents a reduction rule. Let $p$, $pre$, $discard$, $post$ be respectively the condition, the prefix, the discard and the postfix of row $n$, and let $y$ be a variable with respect to row $n$. 

35
Then the associated axiom is:

\[
p \land \text{pre}.\text{post} \triangleleft \text{REL} \triangleright y \\
\frac{\text{pre}.\text{discard}.\text{post} \triangleleft \text{REL} \triangleright y}{x.(\text{discard2})(\text{postfix2}) \triangleleft \text{REL} \triangleright y}
\]

For instance, the rule associated with rows R-2 and R-4 are respectively:

\[
(\text{REL-R-2}): \frac{\text{premise2} \land x.(\text{postfix2}) \triangleleft \text{REL} \triangleright y}{x.(\text{discard2})(\text{postfix2}) \triangleleft \text{REL} \triangleright y}
\]

\[
(\text{REL-R-4}): \frac{\text{premise4} \land x.(\text{postfix4}) \triangleleft \text{REL} \triangleright y}{x.(\text{discard4})(\text{postfix4}) \triangleleft \text{REL} \triangleright y}
\]

### 5.3.3.2 Swap Rules

Previously, reduction rules were used to reduce complex rules into axioms. Interestingly enough, not all complex sequences can be reduced by applying these reductions rule. By applying swap rules, a complex sequence can be transformed into an equivalent sequence. Swap rules are used for swapping input elements with each other until a reduction rule may be applied.

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Input 1</th>
<th>Input 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-1</td>
<td>premise1</td>
<td>(input1)</td>
<td>(input2)</td>
</tr>
<tr>
<td>S-2</td>
<td>premise2</td>
<td>(input3)</td>
<td>(input4)</td>
</tr>
<tr>
<td>S-3</td>
<td>premise3</td>
<td>(input5)</td>
<td>(input6)</td>
</tr>
<tr>
<td>S-4</td>
<td>premise4</td>
<td>(input7)</td>
<td>(input8)</td>
</tr>
</tbody>
</table>

Table 5.4: Swap Rules: General Format

Again, swap tables are non-cumulative just like reduction tables. Two rules are associated with a line \( n \) in a swap table in the following manner: let \( p, s_1, s_2 \) be respectively the condition, input element 1, and input element 2 of line \( n \), and let \( x, x', y \) be three variables; then the associated rules are:

\[
p \land x' \neq \epsilon \land x.s_1.s_2.x' \triangleleft \text{REL} \triangleright y \\
\frac{p \land x' \neq \epsilon \land x.s_2.s_1.x' \triangleleft \text{REL} \triangleright y}{x.s_2.s_1.x' \triangleleft \text{REL} \triangleright y}
\]

\[
p \land x' \neq \epsilon \land x.s_1.s_2.s_1.x' \triangleleft \text{REL} \triangleright y \\
\frac{x.s_1.s_2.x' \triangleleft \text{REL} \triangleright y}{x.s_1.s_2.x' \triangleleft \text{REL} \triangleright y}
\]

For instance, the two rules associated with row R-3 are respectively:

\[
(\text{REL-S-3} - 1): \frac{\text{premise3} \land x' \neq \epsilon \land x.(\text{input5})(\text{input6}).x' \triangleleft \text{REL} \triangleright y}{x.(\text{input6}).(\text{input5}).x' \triangleleft \text{REL} \triangleright y}
\]

\[
(\text{REL-S-3} - 2): \frac{\text{premise3} \land x' \neq \epsilon \land x.(\text{input5})(\text{input6}).x' \triangleleft \text{REL} \triangleright y}{x.(\text{input5}).(\text{input6}).x' \triangleleft \text{REL} \triangleright y}
\]
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5.4 Specification Validation

Once the axioms and rules have been presented for a relation, we must validate our specifications. This will ensure whether or not our specifications make sense. To establish this, we must prove that the axioms and rules capture all the user requirements (ie. proving completeness) and the axioms and rules capture nothing but the user requirements (ie. proving minimality). Since we want to focus more on the feature interaction problem, we will only check for completeness and not for minimality.

Recall from section 4.1, a specification $R$ is *complete with respect to property* $V$ if and only if $R$ is *more-defined* than $V$. This amounts to proving two clauses:

- $\text{dom}(V) \subseteq \text{dom}(R)$
- $\forall s \in \text{dom}(V), s.R \subseteq s.V$

Rather than deriving a completeness property $V$ and proving that $R$ is more-defined than $V$, we present a theorem $V$ of the form:

$$\text{InputSequence}<R>\text{Output}$$

and then by using the axioms and rules of the relation, we prove that this is a theorem. This amounts to proving that $R$ is valid with respect to $V$ where $V$ is defined as:

$$V = \{(h, y)\}.$$ 

where $h$ is an input sequence and $y$ is the corresponding output. Such a property $V$ is a singleton since it contains a single pair. An example of a property $V$ for the MST specification is presented below:

```plaintext
add_node.num_arc.add_node.num_node.add_node.num_node <MST> 3
```

Proof:

```plaintext
add_node.num_arc.add_node.num_node.add_node.num_node <MST> 3
\Rightarrow (\text{mst-5})
add_node.num_arc.add_node.num_node.num_node <MST> 2
\Rightarrow (\text{mst-8})
add_node.num_arc.add_node.num_node <MST> 2
\Rightarrow (\text{mst-5})
add_node.num_arc.num_node <MST> 1
```
\( \leftarrow (\text{mst-9}) \)

\text{add_node.num_node} \leftarrow \langle MST \rangle 1

\leftarrow (\text{mst-5})

\text{num_node} \leftarrow \langle MST \rangle 0

\leftarrow (\text{mst-1})

\text{true}
Part II

Specification and Feature Interaction Detection
Chapter 6

Specifying Telecommunication Services

In this chapter, we provide a complete specification for POTS and telecommunication features. The technique introduced has been used by [18] however, there are slight differences. In [18], each feature has its own input space and the input space strictly ranges over its respective feature. In our framework, we define one input space \( I \), that ranges over the entire set of features. In addition, for each feature, we define an independent input space \( I_{\text{FEATURE}} \) which is a subset of \( I \). This approach helps us discard unrelated input sequences when validating feature specifications. This notion will become clearer in the succeeding sections. In this chapter, we also provide a complete specification for five telecommunication features as well as POTS. These features are three way calling (TWC), call waiting (CW), originating call screening (OCS), abbreviated dialing (ABD) and call forwarding (CF).

Axioms and rules are presented in a tabular format. This presentation makes the specification simpler to read. Axiom tables contain a Premise, an Input and an Output column. The premise states the condition that must be satisfied in order for the corresponding relation between the input and output to be true. Frequently, we use the premise unique\((n_1, n_2, n_3)\) which implies:

\[
\begin{align*}
  n_1 &\neq n_2 \text{ and } \\
  n_1 &\neq n_3 \text{ and } \\
  n_2 &\neq n_3
\end{align*}
\]

Similarly \( \text{unique}(n_1, n_2, n_3, n_4) \) implies:

\[
\begin{align*}
  n_1 &\neq n_2 \text{ and } \\
  n_1 &\neq n_3 \text{ and }
\end{align*}
\]
\[ n_1 \neq n_4 \text{ and } n_2 \neq n_3 \text{ and } n_2 \neq n_4 \text{ and } n_3 \neq n_4 \]

We begin by presenting a relational specification of POTS. The system is comprised of communication switches and a communication network. Each telephone switch is viewed as a black box. Inputs to the system are sent and outputs are received by telephone units. There is no limit as to the number of users or the number of connections in this system. When the system receives an input, an output is immediately produced before the system receives the next input.

### 6.1 The Specification Space

An input \((\text{OffHook}, n)\) where \(n\) represents the telephone number, is used to uniquely identify the calling party. This input is sent to the switch whenever the user lifts the handset. The identification number, which uniquely identifies a telephone is the same as the telephone number. Input \((\text{OnHook}, n)\) is sent to the switch when user \(n\) hangs up the telephone. All users must be initialized in the system. The first \((\text{OnHook}, n)\) informs the switch that user \(n\) is capable of receiving a call. Therefore an input of \((\text{OnHook}, n_i)\) must be entered for every \(i\) user. This is referred to as the initialization step and is defined as \((\text{Init})\). This input will appear in every rule and it initializes all users in the system. Input \((\text{Dial}, n_1, n_2)\) is sent when user \(n_1\) dials the phone number of user \(n_2\). The input \((\text{FlashHook}, n)\) is used to switch between circuits. This input is used for the TWC and CW features which will be described in more detail later. Other inputs that contain the substring "Act" and "Deact" simply activate and deactivate the corresponding feature respectively. For example, \((\text{CFAct}, n)\) activates the call forward feature for user \(n\) while \((\text{CFDeact}, n)\) deactivates the same feature for user \(n\).

The following is the complete input space for the telephone system:

\[
I \triangleq \{\text{Init}\} \cup \\
\{\text{OffHook}\} \times \text{PhoneId} \cup \\
\{\text{OnHook}\} \times \text{PhoneId} \cup \\
\{\text{Dial}\} \times \text{PhoneId} \times \text{PhoneId} \cup \\
\{\text{FlashHook}\} \times \text{PhoneId} \cup \\
\{\text{TWCAct}\} \times \text{PhoneId} \cup
\]
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\{TWCD\text{Deact}\} \times \text{PhoneId} \cup \\
\{CW\text{Act}\} \times \text{PhoneId} \cup \\
\{CW\text{Deact}\} \times \text{PhoneId} \cup \\
\{ABD\text{Act}\} \times \text{PhoneId} \cup \\
\{ABD\text{Deact}\} \times \text{PhoneId} \cup \\
\{ABD\text{Add}\} \times \text{PhoneId} \times \text{PhoneId} \times \text{PhoneId} \cup \\
\{ABD\text{Del}\} \times \text{PhoneId} \times \text{PhoneId} \cup \\
\{OCS\text{Act}\} \times \text{PhoneId} \cup \\
\{OCS\text{Deact}\} \times \text{PhoneId} \cup \\
\{OCS\text{Add}\} \times \text{PhoneId} \times \text{PhoneId} \cup \\
\{OCS\text{Del}\} \times \text{PhoneId} \times \text{PhoneId} \cup \\
\{CFA\text{ct}\} \times \text{PhoneId} \cup \\
\{CF\text{Deact}\} \times \text{PhoneId} \cup \\
\{CF\text{Ena}\} \times \text{PhoneId} \times \text{PhoneId} \cup \\
\{CF\text{Dis}\} \times \text{PhoneId} \times \text{PhoneId} \\

The complete output space of the telephone system is defined as follows:

\[ O \triangleq \rho(\{\text{DialTone}\} \times \text{PhoneId} \cup \\
\{\text{Ring}\} \times \text{PhoneId} \times \text{PhoneId} \cup \\
\{\text{BusyTone}\} \times \text{PhoneId} \cup \\
\{\text{RingTone}\} \times \text{PhoneId} \cup \\
\{\text{ErrorTone}\} \times \text{PhoneId} \cup \\
\{\text{Conn}\} \times \text{PhoneId} \times \text{PhoneId} \cup \\
\{\text{Disc}\} \times \text{PhoneId} \times \text{PhoneId} \cup \\
\{\text{Hold}\} \times \text{PhoneId} \times \text{PhoneId} \cup \\
\{-\}) \]

Typically, there exists one output for each input sequence. However for some features such as TWC and CW, there are multiple outputs for some input sequences. The \( \rho \) suggests that the output for a given input sequence may be a subset of the output space including the arbitrary output denoted (\( - \)). This output appears when the input for a specific feature is undefined and
hence the system will yield an arbitrary output.

Output element \((\text{DialTone}, n)\) corresponds to the dial tone that user \(n\) receives after the system has processed the input \((\text{OnHook}, n)\). This is received after the user has lifted the handset and is ready to place a call. Output \((\text{Ring}, n_1, n_2)\) causes telephone unit \(n_2\) to produce an audible ring, typically indicating that there is an incoming call while telephone unit \(n_1\) receives a ring tone. The \((\text{BusyTone}, n)\) signal indicates to caller \(n\) that the dialed telephone unit is busy. Output \((\text{RingTone}, n)\) is specific to the CW feature and is received by user \(n\) when there is an incoming call and user \(n\) is engaged in a call. The \((\text{ErrorTone}, n)\) is received by user \(n\) when the switch receives an invalid sequence of inputs. Output \((\text{Conn}, n_1, n_2)\) corresponds to the establishment of a connection between users \(n_1\) and \(n_2\), after which these two users can start a conversation. Output \((\text{Disc}, n_1, n_2)\) terminates a connection between \(n_1\) and \(n_2\), typically after an input \((\text{HangUp}, n_i)\) has been sent by one of the parties. The output \((\text{Hold}, n_1, n_2)\) will suspend the connection between \(n_1\) and \(n_2\), without breaking the connection. This allows for \(n_1\) to connect to another user.

6.2 Relational Specification of POTS

Fundamentally, there are two types of rules when writing specifications. These rules are called basic rules and complex rules. Basic rules are referred to as axioms and complex rules are referred to as rules. Complex rules can be divided into two classes: reduction rules and swap rules. Moreover, each class can be written using a tabular format making the specification more readable than the usual plain mathematical notation of premise over conclusion.

The set of inputs, \(I\), defined in the previous section is the complete set of inputs ranging over the entire system. POTS employs only a subset of \(I\).

\[
I_{\text{POTS}} \triangleq \{\text{Init}\} \cup \\
\{\text{OffHook}\} \times \text{PhoneId} \cup \\
\{\text{OnHook}\} \times \text{PhoneId} \cup \\
\{\text{Dial}\} \times \text{PhoneId} \times \text{PhoneId}
\]

where \(I_{\text{POTS}} \subseteq I\).
6.2.1 POTS Axioms

Two tables for the axioms are presented. Table 6.1 is a cumulative table containing the set axioms when a connection between two users is successful, while Table 6.2 is a non-cumulative table containing axioms when the connection is unsuccessful.

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-1</td>
<td>(Init)</td>
<td>∅</td>
<td></td>
</tr>
<tr>
<td>A-2</td>
<td>(OffHook, n₁)</td>
<td>{(DialTone, n₁)}</td>
<td></td>
</tr>
<tr>
<td>A-3</td>
<td>n₁ ≠ n₂</td>
<td>(Dial, n₁, n₂)</td>
<td>{(Ring, n₁, n₂)}</td>
</tr>
<tr>
<td>A-4</td>
<td>(OffHook, n₂)</td>
<td>{(Conn, n₁, n₂)}</td>
<td></td>
</tr>
<tr>
<td>A-5</td>
<td>n ∈ {n₁, n₂}</td>
<td>(OnHook, n)</td>
<td>{(Disc, n₁, n₂)}</td>
</tr>
<tr>
<td>A-6</td>
<td>n’ ∈ {n₁, n₂} ∧ n’ ≠ n</td>
<td>(OnHook, n’)</td>
<td>∅</td>
</tr>
</tbody>
</table>

Table 6.1: POTS Axioms: Cumulative Table for a Successful Connection

Recall that the rule associated with line n is:

\[
\frac{p₁ \land \ldots \land pₙ}{s₁ \ldots sₙ \triangleleft POTS \triangleright s’ₙ}.
\]

For instance, the axioms associated with lines A-3 and A-5 are respectively:

\[
(POTS-A-3): \frac{n₁ ≠ n₂}{(Init). (OffHook, n₁). (Dial, n₁, n₂) \triangleright POTS \triangleright \{(Ring, n₁, n₂)\}}.
\]

\[
(POTS-A-5): \frac{n₁ ≠ n₂ \land n \in \{n₁, n₂\}}{(Init). (OffHook, n₁). (Dial, n₁, n₂). (OffHook, n₂). (dieOnHook, n) \triangleright POTS \triangleright \{(Disc, n₁, n₂)\}}.
\]

Next, we present the non-cumulative table for POTS axioms for unsuccessful connection attempts.

\[
c₁ \triangleq (Init). (OffHook, n₁)
\]

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-7</td>
<td>n₁ ≠ n₂</td>
<td>c₁.(OffHook, n₂). (Dial, n₁, n₂)</td>
<td>{(BusyTone, n₁)}</td>
</tr>
<tr>
<td>A-8</td>
<td>(Dial, n₁, n₂)</td>
<td></td>
<td>{(BusyTone, n₁)}</td>
</tr>
<tr>
<td>A-9</td>
<td>unique(n₁, n₂, n₃)</td>
<td>c₁.(OffHook, n₂). (Dial, n₁, n₃). (Dial, n₂, n₃)</td>
<td>{(BusyTone, n₂)}</td>
</tr>
<tr>
<td>A-10</td>
<td>(OnHook, n₁)</td>
<td></td>
<td>∅</td>
</tr>
<tr>
<td>A-11</td>
<td>unique(n₁, n₂, n₃)</td>
<td>c₁.(Dial, n₁, n₂). (Dial, n₁, n₃)</td>
<td>∅</td>
</tr>
<tr>
<td>A-12</td>
<td>k \notin POTS ∧ x ∈ I</td>
<td>x.k</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.2: POTS Axioms: Non-Cumulative Table For Unsuccessful Connection Attempts
The axiom associated with line $n$ is given by:

$$\frac{p_n}{s_n \triangleleft POTS \triangleright s_n^n}.$$

For instance, the axiom associated to line A-8 is:

(POTS-A-8): \((\text{Init}).(\text{OffHook}, n_1).((\text{Dial}, n_1, n_1) \triangleleft POTS \triangleright \{\text{BusyTone}, n_1\})\)

6.2.2 POTS Rules

POTS reduction and swap rules are presented in the two subsequent sections.

6.2.2.1 POTS Reduction Rules

Reduction rules are used to eliminate symbols from the input sequence. Two reduction tables are provided: Table 6.3 illustrates how complete connection cycles are removed from the input sequence, while Table 6.4 describes the removal of connections in progress.

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-1</td>
<td>$k \notin I_{POTS} \land x' \notin \varepsilon$</td>
<td>$x$</td>
<td>$k$</td>
<td>$x'$</td>
</tr>
<tr>
<td>R-2</td>
<td>$x' \neq \varepsilon$</td>
<td>$x$</td>
<td>$(\text{OffHook}, n_1).((\text{OnHook}, n_1)$</td>
<td>$x'$</td>
</tr>
<tr>
<td>R-3</td>
<td>$x' \neq \varepsilon$</td>
<td>$x$</td>
<td>$(\text{OffHook}, n_1).((\text{Dial}, n_1, n_2).((\text{OnHook}, n_1)$</td>
<td>$x'$</td>
</tr>
<tr>
<td>R-4</td>
<td>$x' \neq \varepsilon$</td>
<td>$x.((\text{Dial}, n_1, n_2)$</td>
<td>$(\text{Dial}, n_1, n_2)$</td>
<td>$x'$</td>
</tr>
<tr>
<td>R-5</td>
<td>$x' \neq \varepsilon$</td>
<td>$x.((\text{Dial}, n_1, n_2)$</td>
<td>$(\text{Dial}, n_1, n_2)$</td>
<td>$x'$</td>
</tr>
</tbody>
</table>

Table 6.3: POTS Reduction Rules: Non-Cumulative Table For Complete Connection Cycle

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-6</td>
<td>$n_2 \neq n_3$</td>
<td>$x$</td>
<td>$(\text{OffHook}, n_2)$</td>
<td>$(\text{OffHook}, n_1)$</td>
</tr>
<tr>
<td>R-7</td>
<td>$n_1 \neq n_3$</td>
<td>$x$</td>
<td>$(\text{Dial}, n_1, n_2)$</td>
<td>$(\text{OffHook}, n_3)$</td>
</tr>
<tr>
<td>R-8</td>
<td>$n_1 \neq n_2 \land n_1 \neq n_3$</td>
<td>$x$</td>
<td>$(\text{OffHook}, n_1)$</td>
<td>$(\text{Dial}, n_2, n_3)$</td>
</tr>
<tr>
<td>R-9</td>
<td>$n_1 \neq n_2 \neq n_4$</td>
<td>$x$</td>
<td>$(\text{Dial}, n_1, n_2)$</td>
<td>$(\text{Dial}, n_3, n_4)$</td>
</tr>
<tr>
<td>R-10</td>
<td>$n_1 \neq n_2$</td>
<td>$x$</td>
<td>$(\text{OffHook}, n_1)$</td>
<td>$(\text{OnHook}, n_2)$</td>
</tr>
<tr>
<td>R-11</td>
<td>$n_1 \neq n_2$</td>
<td>$x$</td>
<td>$(\text{Dial}, n_1, n_2)$</td>
<td>$(\text{OffHook}, n_3)$</td>
</tr>
</tbody>
</table>

Table 6.4: POTS Reduction Rules: Non-Cumulative Table For Connection in Progress

Tables 6.3 and 6.4 are interpreted in terms of axioms in the same manner. Let $p$, $pre$, $discard$, $post$ be respectively the condition, the prefix, the discard and the postfix of line $n$, and let $y$ be a variable with respect to line $n$. 
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Then the associated axiom is:

\[ p \land \text{pre.post}\langle POTS \triangleright y \rangle \]
\[ \text{prediscard.post}\langle POTS \triangleright y \rangle . \]

For instance, the rule associated with lines R-3 and R-10 are respectively:

\[ (POTS-R-3): \quad \frac{x \neq e \land x.x'\langle POTS \triangleright y \rangle}{x.(\text{OffHook},n1).(\text{Dial},n1,n2)(\text{OnHook},n1).x'\langle POTS \triangleright y \rangle} . \]

\[ (POTS-R-10): \quad \frac{n_1 \neq n_2 \land x.(\text{OffHook},n_2)\langle POTS \triangleright y \rangle}{x.(\text{OffHook},n_1).(\text{OffHook},n_2)\langle POTS \triangleright y \rangle} . \]

To illustrate the application of reduction axioms, suppose we want to prove the following sequence:

\[ (\text{Init}).(\text{OffHook},a_1).(\text{FlashHook},a_1)(\text{OffHook},a_2). \]
\[ (\text{Dial},a_2,a_3).(\text{Dial},a_1,a_4)\langle POTS \triangleright \{(\text{Ring},a_1,a_4)\}\]

**Proof.**

\[ (\text{Init}).(\text{OffHook},a_1).(\text{FlashHook},a_1). \]
\[ (\text{OffHook},a_2).(\text{Dial},a_2,a_3).(\text{Dial},a_1,a_4)\langle POTS \triangleright \{(\text{Ring},a_1,a_4)\}\]

\[ \Leftarrow (POTS-R-9) \]

\[ (\text{Init}).(\text{OffHook},a_1).(\text{FlashHook},a_1).(\text{OffHook},a_2).(\text{Dial},a_1,a_4)\langle POTS \triangleright \{(\text{Ring},a_1,a_4)\}\]

\[ \Leftarrow (POTS-R-1) \]

\[ (\text{Init}).(\text{OffHook},a_1).(\text{OffHook},a_2).(\text{Dial},a_1,a_4)\langle POTS \triangleright \{(\text{Ring},a_1,a_4)\}\]

\[ \Leftarrow (POTS-R-6) \]

\[ (\text{Init}).(\text{OffHook},a_1).(\text{Dial},a_1,a_4)\langle POTS \triangleright \{(\text{Ring},a_1,a_4)\}\]

\[ \Leftarrow (POTS-A-3) \]

true
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6.2.2.2 Swap Rules

By applying swap rules, a complex sequence can be transformed into an equivalent sequence. Swap rules are used for swapping input elements with each other until a reduction rule may be applied. Table 6.5 provides the list of swap axioms for POTS.

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Input 1</th>
<th>Input 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-1</td>
<td>( n_1 \neq n_2 \land n_2 \neq n_4 )</td>
<td>(OffHook, ( n_1 ))</td>
<td>(OffHook, ( n_2 ))</td>
</tr>
<tr>
<td>S-2</td>
<td>( n_1 \neq n_2 \land n_2 \neq n_4 )</td>
<td>(Dial, ( n_1, n_2 ))</td>
<td>(Dial, ( n_2, n_3 ))</td>
</tr>
<tr>
<td>S-3</td>
<td>( n_1 \neq n_2 \land n_1 \neq n_3 )</td>
<td>(OnHook, ( n_1 ))</td>
<td>(OnHook, ( n_2 ))</td>
</tr>
<tr>
<td>S-4</td>
<td>( n_1 \neq n_2 \land n_1 \neq n_3 )</td>
<td>(OffHook, ( n_1 ))</td>
<td>(Dial, ( n_2, n_3 ))</td>
</tr>
<tr>
<td>S-5</td>
<td>( n_1 \neq n_2 )</td>
<td>(OffHook, ( n_1 ))</td>
<td>(OnHook, ( n_2 ))</td>
</tr>
<tr>
<td>S-6</td>
<td>( n_1 \neq n_2 \land n_1 \neq n_3 )</td>
<td>(OnHook, ( n_1 ))</td>
<td>(Dial, ( n_2, n_3 ))</td>
</tr>
</tbody>
</table>

Table 6.5: POTS Swap Rules: Non-Cumulative Table

Two rules are associated to a line \( n \) in a swap table in the following manner: let \( p, s_1, s_2 \) be respectively the condition, input element 1, and input element 2 of line \( n \), and let \( x, x', y \) be three variables; then the associated rules are:

\[
\frac{p \land x' \neq s \land x.s_2.x' \neq y}{x.s_2.x' \neq y} \quad \frac{p \land x' \neq s \land x.s_1.x' \neq y}{x.s_1.x' \neq y}.
\]

\[
(POTS-S-6 - 1): \quad \frac{n_1 \neq n_2 \land n_1 \neq n_3 \land x' \neq s}{x.(OnHook, n_1).(Dial, n_2, n_3).x' \neq y}.
\]

\[
(POTS-S-6 - 2): \quad \frac{n_1 \neq n_2 \land n_1 \neq n_3 \land x' \neq s}{x.(OnHook, n_1).(Dial, n_2, n_3).x' \neq y}.
\]

The above rules state that OnHook and Dial may be swapped interchangeably as long as they do not occur at the end of the input sequence. To illustrate the application of the swap rules, suppose we want to prove the following sequence:

\[
(Init).(OffHook, a_1).(OffHook, a_2).(Dial, a_1, a_4).
\]

\[
(OffHook, a_3).(Dial, a_2, a_6).(Dial, a_3, a_5) \ll POTS \gg (Ring, a_3, a_5)
\]

**PROOF.**

\[
(Init).(OffHook, a_1).(OffHook, a_2).(Dial, a_1, a_4).
\]

\[
(OffHook, a_3).(Dial, a_2, a_6).(Dial, a_3, a_5) \ll POTS \gg \{(Ring, a_3, a_5)\}
\]
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\[\Rightarrow (POTS-S-4)\]

\[(\text{Init}).(\text{OffHook, } a_1).(\text{OffHook, } a_2).(\text{Dial, } a_1, a_4).(\text{Dial, } a_2, a_6). \]

\[(\text{OffHook, } a_3).(\text{Dial, } a_3, a_5) \downarrow POTS \triangleright ((\text{Ring, } a_3, a_5))\]

\[\Rightarrow (POTS-R-11)\]

\[(\text{Init}).(\text{OffHook, } a_1).(\text{OffHook, } a_2).(\text{Dial, } a_1, a_4). \]

\[(\text{OffHook, } a_3).(\text{Dial, } a_3, a_5) \downarrow POTS \triangleright ((\text{Ring, } a_3, a_5))\]

\[\Rightarrow (POTS-S-4)\]

\[(\text{Init}).(\text{OffHook, } a_1).(\text{Dial, } a_1, a_4).(\text{OffHook, } a_2). \]

\[(\text{OffHook, } a_3).(\text{Dial, } a_3, a_5) \downarrow POTS \triangleright ((\text{Ring, } a_3, a_5))\]

\[\Rightarrow (POTS-R-11)\]

\[(\text{Init}).(\text{OffHook, } a_1).(\text{OffHook, } a_2).(\text{OffHook, } a_3).(\text{Dial, } a_3, a_5) \downarrow POTS \triangleright ((\text{Ring, } a_3, a_5))\]

\[\Rightarrow (POTS-R-6)\]

\[(\text{Init}).(\text{OffHook, } a_1).(\text{OffHook, } a_3).(\text{Dial, } a_3, a_5) \downarrow POTS \triangleright ((\text{Ring, } a_3, a_5))\]

\[\Rightarrow (POTS-R-6)\]

\[(\text{Init}).(\text{OffHook, } a_3).(\text{Dial, } a_3, a_5) \downarrow POTS \triangleright ((\text{Ring, } a_3, a_5))\]

\[\Rightarrow (POTS-A-3)\]

\[true\]

### 6.3 Three Way Calling

The Three Way Calling feature (TWC) allows a subscriber to place a call on hold, dial a second user and establish a second connection with another user. The subscriber is then capable of establishing a three way call between all active parties. The feature is activated when the subscriber \(n_1\) presses FlashHook to which the black box replies by putting user \(n_2\) on Hold and informs \(n_1\) to dial the number of the third party \(n_3\) by sending a DialTone to \(n_1\). If the dialed party answers, it is joined into a two way call with \(n_1\), while the other party is still on Hold. If \(n_1\) presses FlashHook, a three way call is formed between \(n_1, n_2\) and \(n_3\).
\[ I_{TW}C \triangleq \{ \text{Init} \} \cup \\
\{ \text{OffHook} \} \times \text{PhoneId} \cup \\
\{ \text{OnHook} \} \times \text{PhoneId} \cup \\
\{ \text{Dial} \} \times \text{PhoneId} \times \text{PhoneId} \cup \\
\{ \text{FlashHook} \} \times \text{PhoneId} \cup \\
\{ \text{TWCAct} \} \times \text{PhoneId} \cup \\
\{ \text{TWCDeact} \} \times \text{PhoneId} \]

where \( I_{TW}C \subseteq I. \)

6.3.1 Three Way Calling Axioms

In this section, we present a definition of TWC axioms. Note that Axioms POTS-A-1 to POTS-A-12 also apply as part of TWC axioms. Therefore, there is no need to repeat these axioms. There is however one axiom that must be modified, namely axiom POTS-A-12. We must substitute \( I_{TW}C \) for \( I_{POTS} \). Therefore the new A-12 for TWC is presented in table 6.6.

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-12</td>
<td>( k \notin I_{TW}C \land z \in I )</td>
<td>( x.k )</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.6: TWC Axiom for Invalid Input

Let

\[ c_2 \triangleq (\text{Init}).(\text{TWCAct}, n_1).(\text{OffHook}, n_1) \]

\[ c_3 \triangleq (\text{Dial}, n_1, n_2).(\text{OffHook}, n_2) \]

\[ c_4 \triangleq (\text{FlashHook}, n_1).(\text{Dial}, n_1, n_2).(\text{OffHook}, n_2) \]
<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-13</td>
<td>((\text{Init}) (\text{TWCAct}, n_1))</td>
<td>(\emptyset)</td>
<td></td>
</tr>
<tr>
<td>A-14</td>
<td>(n_1 \neq n_2)</td>
<td>((\text{FlashHook}, n_1))</td>
<td>((\text{DialTone}, n_1), (\text{Hold}, n_1, n_2))</td>
</tr>
<tr>
<td>A-15</td>
<td>(n_1 \neq n_3)</td>
<td>((\text{Dial}, n_1, n_3))</td>
<td>((\text{Ring}, n_1, n_3))</td>
</tr>
<tr>
<td>A-16</td>
<td>((\text{OffHook}, n_3))</td>
<td>((\text{Conn}, n_1, n_3))</td>
<td></td>
</tr>
<tr>
<td>A-17</td>
<td>((\text{FlashHook}, n_1))</td>
<td>((\text{Conn}, n_1, n_2), (\text{Conn}, n_2, n_3))</td>
<td></td>
</tr>
<tr>
<td>A-18</td>
<td>(z \in {2, 3} \land w \in {2, 3} \land z \neq w)</td>
<td>((\text{OnHook}, n_z))</td>
<td>((\text{Disc}, n_1, n_z), (\text{Disc}, n_w, n_2))</td>
</tr>
<tr>
<td>A-19</td>
<td>((\text{OnHook}, n_w))</td>
<td>((\text{Disc}, n_1, n_w))</td>
<td></td>
</tr>
<tr>
<td>A-20</td>
<td>((\text{OnHook}, n_1))</td>
<td>(\emptyset)</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.7: TWC Axioms: Cumulative Table for a Successful Connection

Axiom TWC-A-14 describes when user \(n_1\) is engaged in a conversation with \(n_2\) and wants to initiate a call to a third party. User \(n_1\) will receive a DialTone while user \(n_2\) will be placed on Hold. Axiom TWC-A-18 looks more complex than it really is. It describes the case when \(n_1\) has initiated a three way call with \(n_2\) and \(n_3\). If \(n_2\) hangs up, then \(n_3\) will be disconnected from \(n_1\) and \(n_3\). Similarly if \(n_3\) hangs up, then \(n_3\) will be disconnected from \(n_1\) and \(n_2\).

Table 6.8 describes the axioms for unsuccessful TWC connection attempts.

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-21</td>
<td>unique((n_1, n_2, n_3))</td>
<td>(c_2(\text{OffHook}, n_2))</td>
<td>((\text{BusyTone}, n_2))</td>
</tr>
<tr>
<td>A-22</td>
<td>unique((n_1, n_2, n_3))</td>
<td>((\text{Dial}, n_1, n_3))</td>
<td>((\text{BusyTone}, n_1))</td>
</tr>
<tr>
<td>A-23</td>
<td>((\text{OnHook}, n_1))</td>
<td>((\text{Disc}, n_1, n_3))</td>
<td>(\emptyset)</td>
</tr>
</tbody>
</table>

Table 6.8: TWC Axioms: Non-Cumulative Table For Unsuccessful Connection Attempts

### 6.3.2 Three Way Calling Rules

In this section, we present the reduction and swap rules for the three way calling feature.

#### 6.3.2.1 Three Way Calling Reduction Rules

The reduction rules for TWC include the reduction rules for POTS. Again, there is one rule that must be modified, namely POTS-R-1. The new R-1 for TWC is:

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-1</td>
<td>(k \notin I_{\text{TWC}})</td>
<td>(x)</td>
<td>(k)</td>
<td>(x')</td>
</tr>
</tbody>
</table>

Table 6.9: TWC Reduction Rule for Invalid Input
<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-12</td>
<td>(x' \neq \epsilon \land n_1 \neq n_2)</td>
<td>(x)</td>
<td>(c_2.(\text{OnHook}, n_2))</td>
<td>(x')</td>
</tr>
<tr>
<td>R-13</td>
<td>(x' \neq \epsilon \land n_1 \neq n_2)</td>
<td>(x)</td>
<td>(c_2.(\text{FlashHook}, n_1).(\text{OnHook}, n_2))</td>
<td>(x')</td>
</tr>
<tr>
<td>R-14</td>
<td>(x' \neq \epsilon)</td>
<td>(x.(\text{OffHook}, n_1))</td>
<td>(\text{(FlashHook}, n_2))</td>
<td>(x')</td>
</tr>
<tr>
<td>R-15</td>
<td>(x' \neq \epsilon)</td>
<td>(x)</td>
<td>(\text{(TWCAct, n_1)}.(\text{TWCDact}, n_1))</td>
<td>(x')</td>
</tr>
</tbody>
</table>

Table 6.10: TWC Reduction Axioms: Non-Cumulative Table For Complete Connection Cycle

Rule TWC-R-14 describes when user \(n_1\) lifts the handset and presses FlashHook, the state of the system will not change. Similarly rule TWC-R-15 simply states if the three way calling feature is activated, and then immediately afterwards deactivated, the state of the system remains unchanged.

Next, we present the TWC reduction rules for connections in progress.

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-16</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(TWCAct, n_1)})</td>
<td>(\text{(OffHook, n_2)})</td>
</tr>
<tr>
<td>R-17</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(TWCAct, n_1)})</td>
<td>(\text{(Dial, n_2, n_3)})</td>
</tr>
<tr>
<td>R-18</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(TWCAct, n_1)})</td>
<td>(\text{(OnHook, n_2)})</td>
</tr>
<tr>
<td>R-19</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(TWCAct, n_1)})</td>
<td>(\text{(FlashHook, n_2)})</td>
</tr>
<tr>
<td>R-20</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(TWCAct, n_1)})</td>
<td>(\text{(TWCAct, n_2)})</td>
</tr>
<tr>
<td>R-21</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(TWCAct, n_1)})</td>
<td>(\text{(TWCDact, n_1)})</td>
</tr>
<tr>
<td>R-22</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(TWCDact, n_1)})</td>
<td>(\text{(OffHook, n_2)})</td>
</tr>
<tr>
<td>R-23</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(OffHook, n_1)})</td>
<td>(\text{(FlashHook, n_2)})</td>
</tr>
<tr>
<td>R-24</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(OffHook, n_1)})</td>
<td>(\text{(TWCAct, n_2)})</td>
</tr>
<tr>
<td>R-25</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(OffHook, n_1)})</td>
<td>(\text{(TWCDact, n_1)})</td>
</tr>
<tr>
<td>R-26</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(Dial, n_1, n_2)})</td>
<td>(\text{(FlashHook, n_2)})</td>
</tr>
<tr>
<td>R-27</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(Dial, n_1, n_2)})</td>
<td>(\text{(TWCAct, n_3)})</td>
</tr>
<tr>
<td>R-28</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(Dial, n_1, n_2)})</td>
<td>(\text{(TWCDact, n_1)})</td>
</tr>
<tr>
<td>R-29</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(FlashHook, n_1)})</td>
<td>(\text{(OffHook, n_2)})</td>
</tr>
<tr>
<td>R-30</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(FlashHook, n_1)})</td>
<td>(\text{(Dial, n_2, n_3)})</td>
</tr>
<tr>
<td>R-31</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(FlashHook, n_1)})</td>
<td>(\text{(FlashHook, n_2)})</td>
</tr>
<tr>
<td>R-32</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(FlashHook, n_1)})</td>
<td>(\text{(TWCAct, n_2)})</td>
</tr>
<tr>
<td>R-33</td>
<td>(n_1 \neq n_2)</td>
<td>(x)</td>
<td>(\text{(FlashHook, n_1)})</td>
<td>(\text{(TWCDact, n_2)})</td>
</tr>
</tbody>
</table>

Table 6.11: TWC Reduction Rules: Non-Cumulative Table For Connection in Progress

6.3.2.2 Three Way Calling Swap Rules

The following table describes the swap rules for TWC. The swap rules for POTS are valid swap rules for TWC and therefore need not be repeated.
Table 6.12: TWC Swap Rules: Non-Cumulative Table

The following sequence is reduced and proven using the axioms and rules defined for TWC.

**Proof.**

\[
\begin{align*}
&\text{(Init).}(\text{TWCAct}, a_1).\text{(OffHook, }a_1).\text{(Dial, }a_1, a_2).\text{(TWCAct, }a_3).\text{(OffHook, }a_3). \\
&\text{(FlashHook, }a_1).\text{(Dial, }a_1, a_4).\text{(OffHook, }a_4)\triangleq TWC \bowtie \{(\text{Conn, }a_1, a_4)\}
\end{align*}
\]

\[\Leftarrow \text{(TWC-S-8)}\]

\[
\begin{align*}
&\text{(Init).}(\text{TWCAct}, a_1).\text{(OffHook, }a_1).\text{(TWCAct, }a_3).\text{(Dial, }a_1, a_2).\text{(OffHook, }a_3). \\
&\text{(FlashHook, }a_1).\text{(Dial, }a_1, a_4).\text{(OffHook, }a_4)\triangleq TWC \bowtie \{(\text{Conn, }a_1, a_4)\}
\end{align*}
\]

\[\Leftarrow \text{(TWC-R-17)}\]

\[
\begin{align*}
&\text{(Init).}(\text{TWCAct}, a_1).\text{(OffHook, }a_1).\text{(Dial, }a_1, a_2).\text{(OffHook, }a_3). \\
&\text{(FlashHook, }a_1).\text{(Dial, }a_1, a_4).\text{(OffHook, }a_4)\triangleq TWC \bowtie \{(\text{Conn, }a_1, a_4)\}
\end{align*}
\]

\[\Leftarrow \text{(TWC-R-23)}\]

\[
\begin{align*}
&\text{(Init).}(\text{TWCAct}, a_1).\text{(OffHook, }a_1).\text{(Dial, }a_1, a_2). \\
&\text{(FlashHook, }a_1).\text{(Dial, }a_1, a_4).\text{(OffHook, }a_4)\triangleq TWC \bowtie \{(\text{Conn, }a_1, a_4)\}
\end{align*}
\]

\[\Leftarrow \text{(TWC-A-16)}\]

true
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6.4 Call Waiting

The Call Waiting features allows a subscriber who is already engaged in a conversation with another party to receive a call from a third party. If the subscriber receives a tone from the third party, the incoming call can be enabled by pressing FlashHook. Note that the initial calling party is put on Hold allowing only one conversation to be active at a given time. The subscriber may toggle between the two parties by consecutively pressing FlashHook.

\[ I_{CW} \triangleq \{\text{Init}\} \cup \{\text{OffHook}\} \times \text{PhoneId} \cup \{\text{OnHook}\} \times \text{PhoneId} \cup \{\text{Dial}\} \times \text{PhoneId} \times \text{PhoneId} \cup \{\text{FlashHook}\} \times \text{PhoneId} \cup \{\text{CWA}\text{ct}\} \times \text{PhoneId} \cup \{\text{CWD}\text{eact}\} \times \text{PhoneId} \]

where \( I_{CW} \subseteq I \).

6.4.1 Call Waiting Axioms

In this section, we present a definition of CW axioms. Again, axioms POTS-A-1 to POTS-A-12 also apply as part of CW axioms. Therefore, we won't repeat them. The new A-12 for CW is presented in table 6.13.

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-12</td>
<td>(k \notin I_{CW} \land z \in I)</td>
<td>(x.k)</td>
<td>_</td>
</tr>
</tbody>
</table>

Table 6.13: CW Axiom for Invalid Input

\[ c5 \triangleq (\text{OffHook}, n_1). (\text{Dial}, n_1, n_2). (\text{OffHook}, n_2). (\text{OffHook}, n_3). (\text{Dial}, n_3, n_1) \]
Table 6.14: CW Axioms: Cumulative Table for a Successful Connection

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-12</td>
<td>Init(CWAct, n1)</td>
<td>∅</td>
<td>{(RingTone, n3), (WaitTone, n1)}</td>
</tr>
<tr>
<td>A-13</td>
<td>unique(n1, n2, n3)</td>
<td>c5</td>
<td>{(Disc, n1, n2), (Conn, n1, n3)}</td>
</tr>
<tr>
<td>A-14</td>
<td>(FlashHook, n1)</td>
<td>{(Disc, n1, n2), (Conn, n1, n3)}</td>
<td></td>
</tr>
<tr>
<td>A-15</td>
<td>(FlashHook, n1)</td>
<td>{(Conn, n1, n2), (Disc, n1, n3)}</td>
<td></td>
</tr>
<tr>
<td>A-16</td>
<td>(OnHook, n3)</td>
<td>∅</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.15: CW Axioms: Non-Cumulative Table For Unsuccessful Connection Attempts

Axiom CW-A-13 describes when user n1 is engaged in a conversation with user n2 and has an incoming call initiated by n3 at the same time. User n3 will receive RingTone as an output while user n2 will receive the WaitTone output. To enable n3’s call n1 must press FlashHook. An output of Disc is received by n1 and n2 while an output of Conn is received by n1 and n3 as described by axiom CW-A-14.

6.4.2 Call Waiting Rules

In this section, we present the reduction and swap rules for the call waiting feature.

6.4.2.1 Call Waiting Reduction Rules

The reduction rules for CW include the reduction rules for POTS. Again, there is one rule that must be modified, namely POTS-R-1. The new R-1 for TWC is described in table 6.16.

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-1</td>
<td>k ∉ CW</td>
<td>z</td>
<td>k</td>
<td>x’</td>
</tr>
</tbody>
</table>

Table 6.16: CW Reduction Rule for Invalid Input

c6 ⊑ (Dial, n1, n2),(FlashHook, n1),(OffHook, n2)
<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
</table>
| R-12 | $z' 
eq e \land n_1 \neq n_2$ | $z$ | $c_6 \cdot (\text{OnHook}, n_2)$ | $z'$ |
| R-13 | $z' 
eq e \land n_3 \neq n_2$ | $z$ | $c_6 \cdot (\text{FlashHook}, n_1), (\text{OnHook}, n_2)$ | $z'$ |
| R-14 | $z' 
eq e$ | $z \cdot (\text{OffHook}, n_1)$ | $c_6 \cdot (\text{FlashHook}, n_1)$ | $z'$ |
| R-15 | $z' 
eq e$ | $z \cdot (\text{FlashHook}, n_1), (\text{FlashHook}, n_3)$ | $z'$ |
| R-16 | $z' 
eq e$ | $z \cdot (\text{CWA}, n_1), (\text{CWD}, n_1)$ | $z'$ |

Table 6.17: CW Reduction Axioms: Non-Cumulative Table For Complete Connection Cycle

Rule CW-R-15 describes when user $n_1$ presses FlashHook two consecutive times, the state of the system remains unchanged. Similarly, rule CW-R-16 describes when an input of CWA followed immediately by an input of CWD will also keep the system unchanged.

Next, we present the CW reduction rules for connections in progress.

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-17</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{CWA}, n_1)$</td>
<td>$(\text{OffHook}, n_2)$</td>
</tr>
<tr>
<td>R-18</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{CWA}, n_1)$</td>
<td>$(\text{Dial}, n_2, n_3)$</td>
</tr>
<tr>
<td>R-19</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{CWA}, n_1)$</td>
<td>$(\text{OnHook}, n_2)$</td>
</tr>
<tr>
<td>R-20</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{CWA}, n_1)$</td>
<td>$(\text{FlashHook}, n_2)$</td>
</tr>
<tr>
<td>R-21</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{CWA}, n_1)$</td>
<td>$(\text{CWA}, n_2)$</td>
</tr>
<tr>
<td>R-22</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{CWA}, n_1)$</td>
<td>$(\text{CWD}, n_2)$</td>
</tr>
<tr>
<td>R-23</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{OffHook}, n_1)$</td>
<td>$(\text{FlashHook}, n_2)$</td>
</tr>
<tr>
<td>R-24</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{OffHook}, n_1)$</td>
<td>$(\text{CWA}, n_2)$</td>
</tr>
<tr>
<td>R-25</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{OffHook}, n_1)$</td>
<td>$(\text{CWD}, n_2)$</td>
</tr>
<tr>
<td>R-26</td>
<td>$n_1 \neq n_3$</td>
<td>$z$</td>
<td>$(\text{Dial}, n_1, n_2)$</td>
<td>$(\text{FlashHook}, n_3)$</td>
</tr>
<tr>
<td>R-27</td>
<td>$n_1 \neq n_3$</td>
<td>$z$</td>
<td>$(\text{Dial}, n_1, n_2)$</td>
<td>$(\text{CWA}, n_3)$</td>
</tr>
<tr>
<td>R-28</td>
<td>$n_1 \neq n_3$</td>
<td>$z$</td>
<td>$(\text{Dial}, n_1, n_2)$</td>
<td>$(\text{CWD}, n_3)$</td>
</tr>
<tr>
<td>R-29</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{FlashHook}, n_1)$</td>
<td>$(\text{OnHook}, n_2)$</td>
</tr>
<tr>
<td>R-30</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{FlashHook}, n_1)$</td>
<td>$(\text{OffHook}, n_2)$</td>
</tr>
<tr>
<td>R-31</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{FlashHook}, n_1)$</td>
<td>$(\text{Dial}, n_2, n_3)$</td>
</tr>
<tr>
<td>R-32</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{FlashHook}, n_1)$</td>
<td>$(\text{FlashHook}, n_2)$</td>
</tr>
<tr>
<td>R-33</td>
<td>$n_1 \neq n_2$</td>
<td>$z$</td>
<td>$(\text{FlashHook}, n_1)$</td>
<td>$(\text{CWD}, n_2)$</td>
</tr>
</tbody>
</table>

Table 6.18: CW Reduction Rules: Non-Cumulative Table For Connection in Progress

6.4.2.2 Call Waiting Swap Rules

The following table describes the swap rules for CW. The swap rules for POTS are valid swap rules for CW and therefore need not be repeated.
<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Input 1</th>
<th>Input 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-7</td>
<td>$n_1 \neq n_2$</td>
<td>(CWAct, $n_1$)</td>
<td>(OffHook, $n_2$)</td>
</tr>
<tr>
<td>S-8</td>
<td>$n_1 \neq n_2$</td>
<td>(CWAct, $n_1$)</td>
<td>(Dial, $n_2$, $n_3$)</td>
</tr>
<tr>
<td>S-9</td>
<td>$n_1 \neq n_2$</td>
<td>(CWAct, $n_1$)</td>
<td>(OnHook, $n_2$)</td>
</tr>
<tr>
<td>S-10</td>
<td>$n_1 \neq n_2$</td>
<td>(CWAct, $n_1$)</td>
<td>(FlashHook, $n_2$)</td>
</tr>
<tr>
<td>S-11</td>
<td>$n_1 \neq n_2$</td>
<td>(CWAct, $n_1$)</td>
<td>(CWAct, $n_2$)</td>
</tr>
<tr>
<td>S-12</td>
<td>$n_1 \neq n_2$</td>
<td>(CWAct, $n_1$)</td>
<td>(CWDect, $n_2$)</td>
</tr>
<tr>
<td>S-13</td>
<td>$n_1 \neq n_2$</td>
<td>(CWDect, $n_1$)</td>
<td>(OffHook, $n_2$)</td>
</tr>
<tr>
<td>S-14</td>
<td>$n_1 \neq n_2$</td>
<td>(CWDect, $n_1$)</td>
<td>(Dial, $n_2$, $n_3$)</td>
</tr>
<tr>
<td>S-15</td>
<td>$n_1 \neq n_2$</td>
<td>(CWDect, $n_1$)</td>
<td>(OnHook, $n_2$)</td>
</tr>
<tr>
<td>S-16</td>
<td>$n_1 \neq n_2$</td>
<td>(CWDect, $n_1$)</td>
<td>(FlashHook, $n_2$)</td>
</tr>
<tr>
<td>S-17</td>
<td>$n_1 \neq n_2$</td>
<td>(CWDect, $n_1$)</td>
<td>(CWDect, $n_2$)</td>
</tr>
<tr>
<td>S-18</td>
<td>$n_1 \neq n_2$</td>
<td>(FlashHook, $n_1$)</td>
<td>(OnHook, $n_2$)</td>
</tr>
<tr>
<td>S-19</td>
<td>$n_1 \neq n_2$</td>
<td>(FlashHook, $n_1$)</td>
<td>(OffHook, $n_2$)</td>
</tr>
<tr>
<td>S-20</td>
<td>$n_1 \neq n_2$</td>
<td>(FlashHook, $n_1$)</td>
<td>(Dial, $n_2$, $n_3$)</td>
</tr>
<tr>
<td>S-21</td>
<td>$n_1 \neq n_2$</td>
<td>(FlashHook, $n_1$)</td>
<td>(FlashHook, $n_2$)</td>
</tr>
</tbody>
</table>

Table 6.19: CW Swap Rules: Non-Cumulative Table

The following sequence is reduced and proven using the axioms and rules defined for TWC.

**Proof.**

$$
(\text{Init}).(\text{CWAct}, a_1).(\text{OffHook}, a_1).(\text{Dial}, a_1, a_2). (\text{OffHook}, a_2). (\text{CWAct}, a_4). (\text{OffHook}, a_4). \\
(\text{OffHook}, a_3). (\text{Dial}, a_3, a_1). (\text{FlashHook}, a_1) \triangleright CW \triangleright (\text{Disc}, a_1, a_2), (\text{Conn}, a_1, a_3))
$$

$\Leftarrow$ (CW-S-7)

$$
(\text{Init}).(\text{CWAct}, a_1).(\text{OffHook}, a_1).(\text{Dial}, a_1, a_2). (\text{CWAct}, a_4). (\text{OffHook}, a_2). (\text{OffHook}, a_4). \\
(\text{OffHook}, a_3). (\text{Dial}, a_3, a_1). (\text{FlashHook}, a_1) \triangleright CW \triangleright (\text{Disc}, a_1, a_2), (\text{Conn}, a_1, a_3))
$$

$\Leftarrow$ (CW-R-17)

$$
(\text{Init}).(\text{CWAct}, a_1).(\text{OffHook}, a_1).(\text{Dial}, a_1, a_2). (\text{OffHook}, a_2). (\text{OffHook}, a_4). \\
(\text{OffHook}, a_3). (\text{Dial}, a_3, a_1). (\text{FlashHook}, a_1) \triangleright CW \triangleright (\text{Disc}, a_1, a_2), (\text{Conn}, a_1, a_3))
$$

$\Leftarrow$ (POTS-R-6)

$$
(\text{Init}).(\text{CWAct}, a_1).(\text{OffHook}, a_1).(\text{Dial}, a_1, a_2). (\text{OffHook}, a_2). \\
(\text{OffHook}, a_3). (\text{Dial}, a_3, a_1). (\text{FlashHook}, a_1) \triangleright CW \triangleright (\text{Disc}, a_1, a_2), (\text{Conn}, a_1, a_3))
$$

$\Leftarrow$ (CW-A-13)

true
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6.5 Originating Call Screening

The Originating Call Screening feature (OCS) prevents a specified number from being dialed by a subscriber. The disallowed number is added to the database of the black box by initiating a OCSAdd. Similarly, the number is removed from the database by the subscriber when a OCSDel is initiated.

\[ I_{OCS} = \{\text{Init}\} \cup \{\text{OffHook}\} \times \text{PhoneId} \cup \{\text{OnHook}\} \times \text{PhoneId} \cup \{\text{Dial}\} \times \text{PhoneId} \times \text{PhoneId} \cup \{\text{OCSAct}\} \times \text{PhoneId} \cup \{\text{OCSDeact}\} \times \text{PhoneId} \cup \{\text{OCSAdd}\} \times \text{PhoneId} \times \text{PhoneId} \cup \{\text{OCSDel}\} \times \text{PhoneId} \]

where \( I_{OCS} \subseteq I \).

6.5.1 Originating Call Screening Axioms

In this section, we present a definition of OCS axioms. Again, axioms POTS-A-1 to POTS-A-12 also apply as part of OCS axioms. Therefore, we won’t repeat them. The new A-12 for OCS is:

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-12</td>
<td>( k \notin I_{OCS} \land x \in I )</td>
<td>( x.k )</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.20: OCS Axiom for Invalid Input

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-13</td>
<td>(Init),(OCSAct,( n_1 ))</td>
<td>( \emptyset )</td>
<td></td>
</tr>
<tr>
<td>A-14</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSAdd,( n_1, n_2 ))</td>
<td>( \emptyset )</td>
</tr>
<tr>
<td>A-15</td>
<td>(OffHook,( n_1 ))</td>
<td>{{DialTone,( n_1 }}}</td>
<td></td>
</tr>
<tr>
<td>A-16</td>
<td>(Dial,( n_1, n_2 ))</td>
<td>{{ErrorTone,( n_1 }}}</td>
<td></td>
</tr>
<tr>
<td>A-17</td>
<td>(OnHook,( n_1 ))</td>
<td>( \emptyset )</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.21: OCS Axioms: Cumulative Table for a Successful Connection
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Axiom OCS-A-16 describes when user \( n_1 \) has number \( n_2 \) as one of the numbers to be screened. When \( n_1 \) attempts to dial \( n_2 \), an output of ErrorTone is received.

\[
c7 \triangleq (\text{init}).(\text{OCSAct}, n_1).(\text{OffHook}, n_1).(\text{OCSAdd}, n_1, n_2)
\]

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-18</td>
<td>unique((n_1, n_2, n_3))</td>
<td>(c7.(\text{Dial}, n_1, n_2))</td>
<td>((\text{ErrorTone}, n_1))</td>
</tr>
<tr>
<td>A-19</td>
<td>((\text{init}).(\text{OCSAct}, n_1).(\text{OCSAdd}, n_1, n_1))</td>
<td>((\text{ErrorTone}, n_1))</td>
<td></td>
</tr>
<tr>
<td>A-20</td>
<td>((\text{OCSAdd}, n_1, n_2) \in x)</td>
<td>(x.(\text{OCSDel}, n_1, n_2))</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>A-21</td>
<td>((\text{OCSAct}, n_1) \in x)</td>
<td>(x.(\text{OCSDeact}, n_1))</td>
<td>(\emptyset)</td>
</tr>
</tbody>
</table>

Table 6.22: OCS Axioms: Non-Cumulative Table For Unsuccessful Connection Attempts

### 6.5.2 Originating Call Screening Rules

In this section, we present the reduction and swap rules for the originating call screening feature.

#### 6.5.2.1 Originating Call Screening Reduction Rules

The reduction rules for OCS include the reduction rules for POTS. Again, there is one rule that must be modified, namely POTS-R-1. The new R-1 for OCS is described in table 6.23.

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-1</td>
<td>(k \notin I_{\text{OCS}})</td>
<td>(x)</td>
<td>(k)</td>
<td>(x')</td>
</tr>
</tbody>
</table>

Table 6.23: OCS Reduction Rule for Invalid Input

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-12</td>
<td>(x' \neq x \land n_1 \neq n_2)</td>
<td>(x)</td>
<td>((\text{OCSAdd}, n_1, n_2). (\text{OCSDel}, n_1, n_2))</td>
<td>(x')</td>
</tr>
<tr>
<td>R-13</td>
<td>(x' \neq x \land w \geq 0)</td>
<td>(x)</td>
<td>((\text{OCSAct}, n_1).(\text{OCSAdd}, n_1, ?)^w.(\text{OCSDeact}, n_1))</td>
<td>(x')</td>
</tr>
</tbody>
</table>

Table 6.24: OCS Reduction Axioms: Non-Cumulative Table For Complete Connection Cycle

Rule OCS-R-12 describes when user \( n_1 \) adds \( n_2 \) to the screening list and immediately removes it. The state of the system does not change when this sequence is encountered, therefore OCSAdd and OCSDel can be discarded. Similarly, when \( n_1 \) adds several numbers to the screening list (the "?" means any valid number) and OCS is deactivated immediately after the last OCSAdd, the system remains unchanged as described by OCS-R-13.

Next, we present the OCS reduction rules for connections in progress.
<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-14</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OCSAct, n₁)</td>
<td>(OffHook, n₂)</td>
</tr>
<tr>
<td>R-15</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OCSAct, n₁)</td>
<td>(Dial, n₂, n₃)</td>
</tr>
<tr>
<td>R-16</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OCSAct, n₁)</td>
<td>(OnHook, n₂)</td>
</tr>
<tr>
<td>R-17</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OCSAct, n₁)</td>
<td>(OCSAdd, n₂, n₃)</td>
</tr>
<tr>
<td>R-18</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OCSAct, n₁)</td>
<td>(OCSAct, n₂)</td>
</tr>
<tr>
<td>R-19</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OCSAct, n₁)</td>
<td>(OCSDeact, n₂)</td>
</tr>
<tr>
<td>R-20</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OffHook, n₁)</td>
<td>(OCSAdd, n₂, n₃)</td>
</tr>
<tr>
<td>R-21</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OffHook, n₁)</td>
<td>(OCSDel, n₂, n₃)</td>
</tr>
<tr>
<td>R-22</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OffHook, n₁)</td>
<td>(OCSAct, n₂)</td>
</tr>
<tr>
<td>R-23</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OffHook, n₁)</td>
<td>(OCSDeact, n₂)</td>
</tr>
<tr>
<td>R-24</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OnHook, n₁)</td>
<td>(OCSAdd, n₂, n₃)</td>
</tr>
<tr>
<td>R-25</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(Dial, n₁, n₂)</td>
<td>(OffHook, n₃)</td>
</tr>
<tr>
<td>R-26</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(Dial, n₁, n₂)</td>
<td>(OCSAdd, n₃, n₄)</td>
</tr>
<tr>
<td>R-27</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(Dial, n₁, n₂)</td>
<td>(OCSDel, n₃, n₄)</td>
</tr>
<tr>
<td>R-28</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(Dial, n₁, n₂)</td>
<td>(OCSAct, n₃)</td>
</tr>
<tr>
<td>R-29</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(Dial, n₁, n₂)</td>
<td>(OCSDeact, n₃)</td>
</tr>
<tr>
<td>R-30</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OCSAdd, n₁, n₂)</td>
<td>(OffHook, n₃)</td>
</tr>
<tr>
<td>R-31</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OCSAdd, n₁, n₂)</td>
<td>(Dial, n₃, n₄)</td>
</tr>
<tr>
<td>R-32</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OCSAdd, n₁, n₂)</td>
<td>(OnHook, n₃)</td>
</tr>
<tr>
<td>R-33</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OCSAdd, n₁, n₂)</td>
<td>(OCSAdd, n₃, n₄)</td>
</tr>
<tr>
<td>R-34</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OCSAdd, n₁, n₂)</td>
<td>(OCSDel, n₃, n₄)</td>
</tr>
<tr>
<td>R-35</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OCSAdd, n₁, n₂)</td>
<td>(OCSAct, n₃)</td>
</tr>
<tr>
<td>R-36</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OCSAdd, n₁, n₂)</td>
<td>(OCSDeact, n₃)</td>
</tr>
</tbody>
</table>

Table 6.25: OCS Reduction Rules: Non-Cumulative Table For Connection in Progress

6.5.2.2 Originating Call Screening Swap Rules

The following table describes the swap rules for OCS. The swap rules for POTS are valid swap rules for OCS and therefore need not be repeated.
<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Input 1</th>
<th>Input 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-7</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSAct, ( n_1 ))</td>
<td>(OffHook, ( n_2 ))</td>
</tr>
<tr>
<td>S-8</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSAct, ( n_1 ))</td>
<td>(Dial, ( n_2, n_3 ))</td>
</tr>
<tr>
<td>S-9</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSAct, ( n_1 ))</td>
<td>(OnHook, ( n_2 ))</td>
</tr>
<tr>
<td>S-10</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSAct, ( n_1 ))</td>
<td>(OCSAdd, ( n_2, n_3 ))</td>
</tr>
<tr>
<td>S-11</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSAct, ( n_1 ))</td>
<td>(OCSAct, ( n_2 ))</td>
</tr>
<tr>
<td>S-12</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSAct, ( n_1 ))</td>
<td>(OCSDel, ( n_2 ))</td>
</tr>
<tr>
<td>S-13</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSDel, ( n_1 ))</td>
<td>(OffHook, ( n_2 ))</td>
</tr>
<tr>
<td>S-14</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSDel, ( n_1 ))</td>
<td>(Dial, ( n_3, n_4 ))</td>
</tr>
<tr>
<td>S-15</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSDel, ( n_1 ))</td>
<td>(OnHook, ( n_2 ))</td>
</tr>
<tr>
<td>S-16</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSDel, ( n_1 ))</td>
<td>(OCSAdd, ( n_2, n_3 ))</td>
</tr>
<tr>
<td>S-17</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSDel, ( n_1 ))</td>
<td>(OCSDel, ( n_2 ))</td>
</tr>
<tr>
<td>S-18</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSDel, ( n_1 ))</td>
<td>(OCSDel, ( n_2 ))</td>
</tr>
<tr>
<td>S-19</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSAdd, ( n_1, n_2 ))</td>
<td>(OffHook, ( n_3 ))</td>
</tr>
<tr>
<td>S-20</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSAdd, ( n_1, n_2 ))</td>
<td>(Dial, ( n_3, n_4 ))</td>
</tr>
<tr>
<td>S-21</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSAdd, ( n_1, n_2 ))</td>
<td>(OnHook, ( n_3 ))</td>
</tr>
<tr>
<td>S-22</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSAdd, ( n_1, n_2 ))</td>
<td>(OCSAdd, ( n_3, n_4 ))</td>
</tr>
<tr>
<td>S-23</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSAdd, ( n_1, n_2 ))</td>
<td>(OCSDel, ( n_3, n_4 ))</td>
</tr>
<tr>
<td>S-24</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSDel, ( n_1, n_2 ))</td>
<td>(OffHook, ( n_3 ))</td>
</tr>
<tr>
<td>S-25</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSDel, ( n_1, n_2 ))</td>
<td>(Dial, ( n_3, n_4 ))</td>
</tr>
<tr>
<td>S-26</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSDel, ( n_1, n_2 ))</td>
<td>(OnHook, ( n_3 ))</td>
</tr>
<tr>
<td>S-27</td>
<td>( n_1 \neq n_2 )</td>
<td>(OCSDel, ( n_1, n_2 ))</td>
<td>(OCSDel, ( n_3, n_4 ))</td>
</tr>
</tbody>
</table>

Table 6.26: OCS Swap Rules: Non-Cumulative Table

The following sequence is reduced and proven using the axioms and rules defined for OCS.

PROOF.

\[
(\text{Init}).(\text{OCSAct}, a_1).(\text{OffHook}, a_1).(\text{OCSAdd}, a_1, a_2).(\text{OCSAct}, a_3).(\text{OffHook}, a_3). (\text{Dial}, a_1, a_2). <POTS>\{(\text{ErrorTone}, a_1)\}
\]

\[
\Leftarrow (\text{OCS-S-10})
\]

\[
(\text{Init}).(\text{OCSAct}, a_1).(\text{OffHook}, a_1).(\text{OCSAct}, a_3).(\text{OCSAdd}, a_1, a_2).(\text{OffHook}, a_3). (\text{Dial}, a_1, a_2). <POTS>\{(\text{ErrorTone}, a_1)\}
\]

\[
\Leftarrow (\text{OCS-R-17})
\]

\[
(\text{Init}).(\text{OCSAct}, a_1).(\text{OffHook}, a_1).(\text{OCSAdd}, a_1, a_2).(\text{OffHook}, a_3). (\text{Dial}, a_1, a_2). <POTS>\{(\text{ErrorTone}, a_1)\}
\]

\[
\Leftarrow (\text{OCS-S-19})
\]

\[
(\text{Init}).(\text{OCSAct}, a_1).(\text{OffHook}, a_1).(\text{OffHook}, a_3).(\text{OCSAdd}, a_1, a_2). (\text{Dial}, a_1, a_2). <POTS>\{(\text{ErrorTone}, a_1)\}
\]
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\( \Leftarrow (OCS-R-20) \)

\( (Init). (OCSAct, a_1). (OffHook, a_1). (OCSAdd, a_1, a_2). \\
(Dial, a_1, a_2). <POTS> \{ (ErrorTone, a_1) \} \)

\( \Leftarrow (OCS-A-18) \)

\textit{true}

### 6.6 Abbreviated Dialing

The Abbreviated Dialing feature (ABD) allows a subscriber to create an alias for a number which is often used. The alias is typically an abbreviation of the actual dialed number. The alias is added to the database by the subscriber by initiating a ABDAdd. Similarly, the alias is removed from the database by the subscriber when a ABDDel is initiated.

\[
I_{ABD} \triangleq \{ \text{Init} \} \cup \\
\{ \text{OffHook} \} \times \text{PhoneId} \cup \\
\{ \text{OnHook} \} \times \text{PhoneId} \cup \\
\{ \text{Dial} \} \times \text{PhoneId} \times \text{PhoneId} \cup \\
\{ \text{ABDAct} \} \times \text{PhoneId} \cup \\
\{ \text{ABDDeact} \} \times \text{PhoneId} \cup \\
\{ \text{ABDAdd} \} \times \text{PhoneId} \times \text{PhoneId} \times \text{PhoneId} \cup \\
\{ \text{ABDDel} \} \times \text{PhoneId}
\]

where \( I_{ABD} \subseteq I \).

#### 6.6.1 Abbreviated Dialing Axioms

In this section, we present a definition of ABD axioms. Again, axioms POTS-A-1 to POTS-A-12 also apply as part of ABD axioms. Therefore, we won't repeat them. The new A-12 for ABD is presented in table 6.27.

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-12</td>
<td>( k \not\in I_{ABD} \land x \in I )</td>
<td>( x.k )</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.27: ABD Axiom for Invalid Input
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Table 6.28: ABD Axioms: Cumulative Table for a Successful Connection

\[ c_8 \triangleq (\text{Init} \cdot (\text{ABDAct}, n_1) \cdot (\text{OffHook}, n_1) \cdot (\text{ABDAdd}, n_1, n_2, n_3) \]

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-13</td>
<td>(Init)(ABDAct, n_1)</td>
<td>Ø</td>
<td></td>
</tr>
<tr>
<td>A-14</td>
<td>(OffHook, n_1)</td>
<td>(DialTone, n_1)</td>
<td></td>
</tr>
<tr>
<td>A-15</td>
<td>unique(n_1, n_2, n_3) (ABDAdd, n_1, n_2, n_3)</td>
<td>Ø</td>
<td></td>
</tr>
<tr>
<td>A-16</td>
<td>(Dial, n_1, n_2)</td>
<td>(Ring, n_1, n_3)</td>
<td></td>
</tr>
<tr>
<td>A-17</td>
<td>(OffHook, n_3)</td>
<td>(Conn, n_1, n_3)</td>
<td></td>
</tr>
<tr>
<td>A-18</td>
<td>n \in {n_1, n_2}</td>
<td>(OnHook, n)</td>
<td>(Disc, n_1, n_3)</td>
</tr>
<tr>
<td>A-19</td>
<td>n' \in {n_1, n_2} \land n' \neq n</td>
<td>(OnHook, n')</td>
<td>Ø</td>
</tr>
</tbody>
</table>

Table 6.29: ABD Axioms: Non-Cumulative Table For Unsuccessful Connection Attempts

Axiom ABD-A-16 describes when user n_1 has created an alias for n_3 and called it n_2. When n_1 dials n_2, telephone number n_3 will be dialed and an output of \{(\text{Ring}, n_1, n_3)\} will be received.

### 6.6.2 Abbreviated Dialing Rules

In this section, we present the reduction and swap rules for the abbreviated dialing feature.

#### 6.6.2.1 Abbreviated Dialing Reduction Rules

The reduction rules for ABD include the reduction rules for POTS. Again, there is one rule that must be modified, namely POTS-R-1. The new R-1 for ABD is described in table 6.30.

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-1</td>
<td>k \notin I_{ABD}</td>
<td>x</td>
<td>k</td>
<td>x'</td>
</tr>
</tbody>
</table>

Table 6.30: ABD Reduction Rule for Invalid Input
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Table 6.31: ABD Reduction Axioms: Non-Cumulative Table For Complete Connection Cycle

Rule ABD-R-12 describes when user \( n_1 \) creates an alias for \( n_3 \) and deletes it immediately after. The state of the system does not change when this sequence is encountered, therefore ABDAdd and ABDDel can be discarded. Similarly, when \( n_1 \) creates several aliases and ABD is deactivated immediately after the last ABDAdd, the system remains unchanged as described by ABD-R-13.

Next, we present the ABD reduction rules for connections in progress.

Table 6.32: ABD Reduction Rules: Non-Cumulative Table For Connection in Progress

6.6.2.2 Abbreviated Dialing Swap Rules

The following table describes the swap rules for ABD. The swap rules for POTS are valid swap rules for ABD and therefore need not be repeated.
<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Input 1</th>
<th>Input 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-7</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDAct, n_1)$</td>
<td>$(OffHook, n_2)$</td>
</tr>
<tr>
<td>S-8</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDAct, n_1)$</td>
<td>$(Dial, n_2, n_3)$</td>
</tr>
<tr>
<td>S-9</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDAct, n_1)$</td>
<td>$(OnHook, n_2)$</td>
</tr>
<tr>
<td>S-10</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDAct, n_1)$</td>
<td>$(ABDDed, n_2, n_3, n_4)$</td>
</tr>
<tr>
<td>S-11</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDAct, n_1)$</td>
<td>$(ABDDAct, n_3)$</td>
</tr>
<tr>
<td>S-12</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDAct, n_1)$</td>
<td>$(ABDDDeact, n_2)$</td>
</tr>
<tr>
<td>S-13</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDDeact, n_1)$</td>
<td>$(OffHook, n_2)$</td>
</tr>
<tr>
<td>S-14</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDDeact, n_1)$</td>
<td>$(Dial, n_2, n_3)$</td>
</tr>
<tr>
<td>S-15</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDDeact, n_1)$</td>
<td>$(OnHook, n_2)$</td>
</tr>
<tr>
<td>S-16</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDDeact, n_1)$</td>
<td>$(ABDDAct, n_2, n_3, n_4)$</td>
</tr>
<tr>
<td>S-17</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDDeact, n_1)$</td>
<td>$(ABDDDeact, n_2, n_3)$</td>
</tr>
<tr>
<td>S-18</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDDeact, n_1)$</td>
<td>$(ABDDDeact, n_2)$</td>
</tr>
<tr>
<td>S-19</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDAdd, n_1, n_2, n_3)$</td>
<td>$(OffHook, n_4)$</td>
</tr>
<tr>
<td>S-20</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDAdd, n_1, n_2, n_3)$</td>
<td>$(Dial, n_4, n_5)$</td>
</tr>
<tr>
<td>S-21</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDAdd, n_1, n_2, n_3)$</td>
<td>$(OnHook, n_4)$</td>
</tr>
<tr>
<td>S-22</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDAdd, n_1, n_2, n_3)$</td>
<td>$(ABDDAdd, n_4, n_5, n_6)$</td>
</tr>
<tr>
<td>S-23</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDAdd, n_1, n_2, n_3)$</td>
<td>$(ABDDDeact, n_4, n_5)$</td>
</tr>
<tr>
<td>S-24</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDDeact, n_1, n_2)$</td>
<td>$(OffHook, n_3)$</td>
</tr>
<tr>
<td>S-25</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDDeact, n_1, n_2)$</td>
<td>$(Dial, n_3, n_4)$</td>
</tr>
<tr>
<td>S-26</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDDeact, n_1, n_2)$</td>
<td>$(OnHook, n_3)$</td>
</tr>
<tr>
<td>S-27</td>
<td>$n_1 \neq n_2$</td>
<td>$(ABDDDeact, n_1, n_2)$</td>
<td>$(ABDDDeact, n_3, n_4)$</td>
</tr>
</tbody>
</table>

Table 6.33: ABD Swap Rules: Non-Cumulative Table

The following sequence is reduced and proven using the axioms and rules defined for ABD.

**Proof.**

$$\text{(Init).}(ABDAct, a_1).\text{(OffHook, a_1).}(ABDDAdd, a_1, a_2, a_3).\text{(ABDDDeact, a_4).}(OffHook, a_5).\text{(Dial, a_5, a_6).}(ABDDDeact, a_3).\text{Pair POTS}\{\text{(Ring, a_1, a_3)}\}$$

$\Leftarrow (ABD-S-13)$

$$\text{(Init).}(ABDAct, a_1).\text{(OffHook, a_1).}(ABDDAdd, a_1, a_2, a_3).\text{(OffHook, a_5).}(ABDeact, a_4).\text{(Dial, a_5, a_6).}(ABDDDeact, a_3).\text{Pair POTS}\{\text{(Ring, a_1, a_3)}\}$$

$\Leftarrow (ABD-R-25)$

$$\text{(Init).}(ABDAct, a_1).\text{(OffHook, a_1).}(ABDDAdd, a_1, a_2, a_3).\text{(ABDeact, a_4).}\text{(Dial, a_5, a_6).}(ABDDDeact, a_3).\text{Pair POTS}\{\text{(Ring, a_1, a_3)}\}$$

$\Leftarrow (ABD-R-30)$

$$\text{(Init).}(ABDAct, a_1).\text{(OffHook, a_1).}(ABDDAdd, a_1, a_2, a_3).\text{(ABDeact, a_4).}\text{(Dial, a_1, a_2).}\text{Pair POTS}\{\text{(Ring, a_1, a_3)}\}$$
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\( \leftarrow (\text{ABD-R-21}) \)

\((\text{Init})(\text{ABDAct}, a_1)(\text{OffHook}, a_2)(\text{ABDAdd}, a_3, a_4)(\text{ABDeact}, a_4)\).
\((\text{Dial}, a_1, a_2) \circ \text{POTS} \triangleright \{(\text{Ring}, a_1, a_3)\} \)

\( \leftarrow (\text{ABD-S-16}) \)

\((\text{Init})(\text{ABDAct}, a_1)(\text{OffHook}, a_2)(\text{ABDDeact}, a_4)(\text{ABDAdd}, a_1, a_2, a_3)\).
\((\text{Dial}, a_1, a_2) \circ \text{POTS} \triangleright \{(\text{Ring}, a_1, a_3)\} \)

\( \leftarrow (\text{ABD-R-23}) \)

\((\text{Init})(\text{ABDAct}, a_1)(\text{OffHook}, a_2)(\text{ABDAdd}, a_1, a_2, a_3)\).
\((\text{Dial}, a_1, a_2) \circ \text{POTS} \triangleright \{(\text{Ring}, a_1, a_3)\} \)

\( \leftarrow (\text{ABD-A-16}) \)

\text{true} \)

### 6.7 Call Forward

The Call Forward feature (CF) allows the subscriber to redirect incoming calls to another directory number. The redirection is enabled by initiating an input sequence of CFEna. Similarly, the redirection is disabled by initiating an input sequence of CFDis.

\[ I_{\text{CF}} \triangleq \{\text{Init}\} \cup \{\text{OffHook}\} \times \text{PhoneId} \cup \{\text{OnHook}\} \times \text{PhoneId} \cup \{\text{Dial}\} \times \text{PhoneId} \times \text{PhoneId} \cup \{\text{CFAct}\} \times \text{PhoneId} \cup \{\text{CFDeact}\} \times \text{PhoneId} \cup \{\text{CFEna}\} \times \text{PhoneId} \times \text{PhoneId} \cup \{\text{CFDis}\} \times \text{PhoneId} \]

where \( I_{\text{CF}} \subseteq I \).
6.7.1 Call Forward Axioms

In this section, we present a definition of CF axioms. Again, axioms POTS-A-1 to POTS-A-12 also apply as part of CF axioms. Therefore, we won’t repeat them. The new A-12 for CF is:

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-12</td>
<td>( k \notin I_{CF} \land z \in I )</td>
<td>( x.k )</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.34: CF Axiom for Invalid Input

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-13</td>
<td>((\text{Init}),(\text{CFAct}, n_1))</td>
<td>(\emptyset)</td>
<td></td>
</tr>
<tr>
<td>A-14</td>
<td>((\text{OffHook}, n_1))</td>
<td>{(\text{DialTone}, n_1)}</td>
<td></td>
</tr>
<tr>
<td>A-15</td>
<td>( n_1 \neq n_2 )</td>
<td>((\text{CFEna}, n_1, n_2))</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>A-16</td>
<td>((\text{OnHook}, n_1))</td>
<td>(\emptyset)</td>
<td></td>
</tr>
<tr>
<td>A-17</td>
<td>((\text{OffHook}, n_3))</td>
<td>{(\text{DialTone}, n_3)}</td>
<td></td>
</tr>
<tr>
<td>A-18</td>
<td>((\text{Dial}, n_3, n_1))</td>
<td>{(\text{Ring}, n_3, n_2)}</td>
<td></td>
</tr>
<tr>
<td>A-19</td>
<td>((\text{OffHook}, n_2))</td>
<td>{(\text{Conn}, n_3, n_2)}</td>
<td></td>
</tr>
<tr>
<td>A-20</td>
<td>( n \in {n_2, n_3} )</td>
<td>((\text{OffHook}, n))</td>
<td>{(\text{Disc}, n_3, n_2)}</td>
</tr>
<tr>
<td>A-21</td>
<td>( n' \in {n_2, n_3} \land n' \neq n )</td>
<td>((\text{OnHook}, n'))</td>
<td>(\emptyset)</td>
</tr>
</tbody>
</table>

Table 6.35: CF Axioms: Cumulative Table for a Successful Connection

Axiom CF-A-18 describes when user \( n_1 \) has forwarded all incoming calls to \( n_2 \). When \( n_3 \) attempts to call \( n_1 \), an output of \{\( \text{Ring}, n_3, n_2 \)\} is received.

\[
\text{c9} \triangleq (\text{Init}).(\text{CFAct}, n_1).(\text{OffHook}, n_1).(\text{CFEna}, n_1, n_2).(\text{OnHook}, n_1).(\text{OffHook}, n_3)
\]

<table>
<thead>
<tr>
<th>No</th>
<th>Premise</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-22</td>
<td>( \text{unique}(n_1, n_2, n_3) )</td>
<td>( \text{c9.OffHook}, n_3 )</td>
<td>{( \text{BusyTone}, n_2 )}</td>
</tr>
<tr>
<td>A-23</td>
<td>( n_1 \neq n_3 )</td>
<td>( \text{c9.OffHook}, n_1 )</td>
<td>{( \text{BusyTone}, n_2 )}</td>
</tr>
<tr>
<td>A-24</td>
<td>( \text{unique}(n_1, n_2, n_3, n_4) )</td>
<td>( \text{c9.OffHook}, n_4 )</td>
<td>{( \text{BusyTone}, n_2 )}</td>
</tr>
<tr>
<td>A-25</td>
<td>( \text{unique}(n_1, n_2, n_3, n_4) )</td>
<td>( \text{c9.OffHook}, n_4 )</td>
<td>{( \text{BusyTone}, n_2 )}</td>
</tr>
<tr>
<td>A-26</td>
<td>((\text{CFEna}, n_1, n_3) \in x)</td>
<td>( x.\text{CFDis}, n_1 )</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>A-27</td>
<td>((\text{CFAct}, n_1) \in x)</td>
<td>( x.\text{CFDeact}, n_1 )</td>
<td>(\emptyset)</td>
</tr>
</tbody>
</table>

Table 6.36: CF Axioms: Non-Cumulative Table For Unsuccessful Connection Attempts

6.7.2 Call Forward Rules

In this section, we present the reduction and swap rules for the call forward feature.
6.7.2.1 Call Forward Reduction Rules

The reduction rules for CF include the reduction rules for POTS. Again, there is one rule that must be modified, namely POTS-R-1. The new R-1 for CF is described in table 6.37.

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-1</td>
<td>$k \notin I_{CF}$</td>
<td>$z$</td>
<td>$k$</td>
<td>$z'$</td>
</tr>
</tbody>
</table>

Table 6.37: CF Reduction Rule for Invalid Input

<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-12</td>
<td>$z' \neq \varepsilon \land n_1 \neq n_2$</td>
<td>$x$</td>
<td>(CFEna, $n_1$, $n_2$).$(CFDis, n_1)$</td>
<td>$z'$</td>
</tr>
<tr>
<td>R-13</td>
<td>$z' \neq \varepsilon \land w \geq 0$</td>
<td>$x$</td>
<td>(CFAct, $n_1$).$(CFEna, n_1, ?)^w$.$(CFDeact, n_1)$</td>
<td>$z'$</td>
</tr>
</tbody>
</table>

Table 6.38: CF Reduction Axioms: Non-Cumulative Table For Complete Connection Cycle

Rule CF-R-12 describes when user $n_1$ redirects all incoming calls to $n_2$ and immediately after disables the redirection. The state of the system does not change when this sequence is encountered, therefore CFEna and CFDis can be discarded. Similarly, when $n_1$ redirects several incoming calls (the "?" means any valid number) and CF is deactivated immediately after the last CFEna, the system remains unchanged as described by CF-R-13.

Next, we present the CF reduction rules for connections in progress.
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<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Prefix</th>
<th>Discard</th>
<th>Postfix</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-14</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(CFAct, n₁)</td>
<td>(OffHook, n₂)</td>
</tr>
<tr>
<td>R-15</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(CFAct, n₁)</td>
<td>(Dial, n₁, n₃)</td>
</tr>
<tr>
<td>R-16</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(CFAct, n₁)</td>
<td>(OnHook, n₂)</td>
</tr>
<tr>
<td>R-17</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(CFAct, n₁)</td>
<td>(CFEna, n₂, n₃)</td>
</tr>
<tr>
<td>R-18</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(CFAct, n₁)</td>
<td>(CFAct, n₂)</td>
</tr>
<tr>
<td>R-19</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(CFAct, n₁)</td>
<td>(CFDect, n₂)</td>
</tr>
<tr>
<td>R-20</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OffHook, n₁)</td>
<td>(CFEna, n₂, n₃)</td>
</tr>
<tr>
<td>R-21</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OffHook, n₁)</td>
<td>(CFDIs, n₂)</td>
</tr>
<tr>
<td>R-22</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OffHook, n₁)</td>
<td>(CFAct, n₂)</td>
</tr>
<tr>
<td>R-23</td>
<td>n₁ ≠ n₂</td>
<td>x</td>
<td>(OffHook, n₁)</td>
<td>(CFDect, n₂)</td>
</tr>
<tr>
<td>R-24</td>
<td>n₁ ≠ n₃</td>
<td>x</td>
<td>(Dial, n₁, n₃)</td>
<td>(CFEna, n₃, n₄)</td>
</tr>
<tr>
<td>R-25</td>
<td>n₁ ≠ n₃</td>
<td>x</td>
<td>(Dial, n₁, n₃)</td>
<td>(CFDIs, n₃)</td>
</tr>
<tr>
<td>R-26</td>
<td>n₁ ≠ n₃</td>
<td>x</td>
<td>(Dial, n₁, n₃)</td>
<td>(CFAct, n₃)</td>
</tr>
<tr>
<td>R-27</td>
<td>n₁ ≠ n₃</td>
<td>x</td>
<td>(Dial, n₁, n₃)</td>
<td>(CFDect, n₃)</td>
</tr>
<tr>
<td>R-28</td>
<td>n₁ ≠ n₃</td>
<td>x</td>
<td>(CFEna, n₁, n₃)</td>
<td>(OffHook, n₃)</td>
</tr>
<tr>
<td>R-29</td>
<td>n₁ ≠ n₃</td>
<td>x</td>
<td>(CFEna, n₁, n₃)</td>
<td>(Dial, n₃, n₄)</td>
</tr>
<tr>
<td>R-30</td>
<td>n₁ ≠ n₃</td>
<td>x</td>
<td>(CFEna, n₁, n₃)</td>
<td>(OnHook, n₃)</td>
</tr>
<tr>
<td>R-31</td>
<td>n₁ ≠ n₃</td>
<td>x</td>
<td>(CFEna, n₁, n₃)</td>
<td>(CFEna, n₃, n₄)</td>
</tr>
<tr>
<td>R-32</td>
<td>n₁ ≠ n₃</td>
<td>x</td>
<td>(CFEna, n₁, n₃)</td>
<td>(CFDIs, n₃)</td>
</tr>
<tr>
<td>R-33</td>
<td>n₁ ≠ n₃</td>
<td>x</td>
<td>(CFEna, n₁, n₃)</td>
<td>(CFAct, n₃)</td>
</tr>
<tr>
<td>R-34</td>
<td>n₁ ≠ n₃</td>
<td>x</td>
<td>(CFEna, n₁, n₃)</td>
<td>(CFDect, n₃)</td>
</tr>
</tbody>
</table>

Table 6.39: CF Reduction Rules: Non-Cumulative Table For Connection in Progress

6.7.2.2 Call Forward Swap Rules

The following table describes the swap rules for CF. The swap rules for POTS are valid swap rules for CF and therefore need not be repeated.
<table>
<thead>
<tr>
<th>No</th>
<th>Condition</th>
<th>Input 1</th>
<th>Input 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-7</td>
<td>$n_1 \neq n_2$</td>
<td>CFAct, $n_1$</td>
<td>(OffHook, $n_2$)</td>
</tr>
<tr>
<td>S-8</td>
<td>$n_1 \neq n_2$</td>
<td>CFAct, $n_1$</td>
<td>(Dial, $n_2$, $n_3$)</td>
</tr>
<tr>
<td>S-9</td>
<td>$n_1 \neq n_2$</td>
<td>CFAct, $n_1$</td>
<td>(OnHook, $n_2$)</td>
</tr>
<tr>
<td>S-10</td>
<td>$n_1 \neq n_2$</td>
<td>CFAct, $n_1$</td>
<td>(CFEna, $n_2$, $n_3$)</td>
</tr>
<tr>
<td>S-11</td>
<td>$n_1 \neq n_2$</td>
<td>CFAct, $n_1$</td>
<td>(CFAct, $n_2$)</td>
</tr>
<tr>
<td>S-12</td>
<td>$n_1 \neq n_2$</td>
<td>CFAct, $n_1$</td>
<td>(CFDeact, $n_2$)</td>
</tr>
<tr>
<td>S-13</td>
<td>$n_1 \neq n_2$</td>
<td>CFDeact, $n_1$</td>
<td>(OffHook, $n_2$)</td>
</tr>
<tr>
<td>S-14</td>
<td>$n_1 \neq n_2$</td>
<td>CFDeact, $n_1$</td>
<td>(Dial, $n_2$, $n_3$)</td>
</tr>
<tr>
<td>S-15</td>
<td>$n_1 \neq n_2$</td>
<td>CFDeact, $n_1$</td>
<td>(OnHook, $n_2$)</td>
</tr>
<tr>
<td>S-16</td>
<td>$n_1 \neq n_2$</td>
<td>CFDeact, $n_1$</td>
<td>(CFEna, $n_2$, $n_3$)</td>
</tr>
<tr>
<td>S-17</td>
<td>$n_1 \neq n_2$</td>
<td>CFDeact, $n_1$</td>
<td>(CFDis, $n_2$)</td>
</tr>
<tr>
<td>S-18</td>
<td>$n_1 \neq n_2$</td>
<td>CFDeact, $n_1$</td>
<td>(CFDeact, $n_2$)</td>
</tr>
<tr>
<td>S-19</td>
<td>$n_1 \neq n_2$</td>
<td>CFEna, $n_1$, $n_2$</td>
<td>(OffHook, $n_2$)</td>
</tr>
<tr>
<td>S-20</td>
<td>$n_1 \neq n_2$</td>
<td>CFEna, $n_1$, $n_2$</td>
<td>(Dial, $n_3$, $n_4$)</td>
</tr>
<tr>
<td>S-21</td>
<td>$n_1 \neq n_2$</td>
<td>CFEna, $n_1$, $n_2$</td>
<td>(OnHook, $n_3$)</td>
</tr>
<tr>
<td>S-22</td>
<td>$n_1 \neq n_2$</td>
<td>CFEna, $n_1$, $n_2$</td>
<td>(CFEna, $n_3$, $n_4$)</td>
</tr>
<tr>
<td>S-23</td>
<td>$n_1 \neq n_2$</td>
<td>CFEna, $n_1$, $n_2$</td>
<td>(CFDis, $n_3$)</td>
</tr>
<tr>
<td>S-24</td>
<td>$n_1 \neq n_2$</td>
<td>CFDis, $n_1$</td>
<td>(OffHook, $n_2$)</td>
</tr>
<tr>
<td>S-25</td>
<td>$n_1 \neq n_2$</td>
<td>CFDis, $n_1$</td>
<td>(Dial, $n_2$, $n_3$)</td>
</tr>
<tr>
<td>S-26</td>
<td>$n_1 \neq n_2$</td>
<td>CFDis, $n_1$</td>
<td>(OnHook, $n_2$)</td>
</tr>
<tr>
<td>S-27</td>
<td>$n_1 \neq n_2$</td>
<td>CFDis, $n_1$</td>
<td>(CFDis, $n_2$)</td>
</tr>
</tbody>
</table>

Table 6.40: CF Swap Rules: Non-Cumulative Table

The following sequence is reduced and proven using the axioms and rules defined for CF.

**Proof.**

$$(\text{Init}).(\text{CFAct}, a_1).(\text{OffHook}, a_1).(\text{CFAct}, a_4).(\text{OffHook}, a_4).(\text{CFEna}, a_1, a_2). \hspace{1cm} (\text{OnHook}, a_1).(\text{OffHook}, a_3).\langle\text{Dial}, a_3, a_1\rangle POTS \triangleright (\text{Ring}, a_3, a_2)$$

\[\leftrightarrow (\text{CF-S-7})\]

$$(\text{Init}).(\text{CFAct}, a_1).(\text{CFAct}, a_4).(\text{OffHook}, a_1).(\text{OffHook}, a_4).(\text{CFEna}, a_1, a_2). \hspace{1cm} (\text{OnHook}, a_1).(\text{OffHook}, a_3).\langle\text{Dial}, a_3, a_1\rangle POTS \triangleright \{(\text{Ring}, a_3, a_2)\}$$

\[\leftrightarrow (\text{CF-R-20})\]

$$(\text{Init}).(\text{CFAct}, a_1).(\text{CFAct}, a_4).(\text{OffHook}, a_1).(\text{CFEna}, a_1, a_2). \hspace{1cm} (\text{OnHook}, a_1).(\text{OffHook}, a_3).\langle\text{Dial}, a_3, a_1\rangle POTS \triangleright \{(\text{Ring}, a_3, a_2)\}$$

\[\leftrightarrow (\text{CF-R-14})\]

$$(\text{Init}).(\text{CFAct}, a_1).(\text{OffHook}, a_1).(\text{CFEna}, a_1, a_2). \hspace{1cm} (\text{OnHook}, a_1).(\text{OffHook}, a_3).\langle\text{Dial}, a_3, a_1\rangle POTS \triangleright \{(\text{Ring}, a_3, a_2)\}$$
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\[ \iff (CF-A-18) \]

true
Chapter 7
Detecting Feature Interaction

In this chapter, we present a description of feature interaction between features.

7.1 Defining Feature Interaction

In order to deal with the feature interaction problem, it is essential to define each feature independently, and to define the combination of all features. Using the proposed relational approach in this thesis, each feature is given by a relation and the combination of all features is given by the greatest lower bound of the features.

From the specifications presented in chapter 6, the axioms and rules for POTS are included as axioms and rules for the specified telecommunication features. If a subscriber has service POTS and feature \( F \), then the subscriber expects that as long as feature \( F \) is not invoked, the telephone system reacts as prescribed by POTS. In addition, whenever the feature \( F \) is invoked (by submitting an input sequence that includes feature-specific inputs and can be interpreted as a request for service \( F \)) then the user expects the reaction of the system to be dictated by the specification \( F \). The relation that represents the overall system made up of feature \( F \) on top of POTS is then \( F' = F \cup POTS \). This implies that a feature \( F \) is actually a service represented by the relation \( F' = F \cup POTS \). When two features, \( A \) and \( B \) are combined the resulting service is represented by \( S = A \cup B \). By virtue of the discussions of chapter 3, we know that the join of two specifications is not always defined; specifically, we know that two specifications have a join if and only if they satisfy the consistency condition, which is denoted by \( cs(A,B) \) and defined by:

\[
AL \cap BL = (A \cap B)L.
\]

In set theoretic terms, this condition can also be written as:

\[
\text{dom}(A) \cap \text{dom}(B) = \text{dom}(A \cap B).
\]
Whence the definition.

5 Definition. Given two features F and G that are offered on top of POTS, and given that 
$F' = F \cup POTS$ and $G' = G \cup POTS$, we say that F and G cause a feature interaction if and 
only if $F'$ and $G'$ do not satisfy the consistency condition $cs(F', G')$. Also, we say that an input 
sequence $h$ sensitizes the feature interaction between F and G if and only if 

$$h \in \text{dom}(F') \cap \text{dom}(G') \land h \not\in \text{dom}(F' \cap G').$$

Feature Interaction occurs when a collection of features yield a different output for some input 
s where $s \in I_{\text{both features}}$ where $I_{\text{both features}}$ is the input space ranging over both features.

Our definition is capable of covering cases of interaction between $n$ features even if none can be 
detected for $n - 1$ features. As an example, consider the 3 features $R_1, R_2, R_3$ with the following behavior:

$s \ll R_1 \triangleright s_a$
$s \ll R_1 \triangleright s_b$
$s \ll R_2 \triangleright s_b$
$s \ll R_2 \triangleright s_c$
$s \ll R_3 \triangleright s_a$
$s \ll R_3 \triangleright s_c$

If considered by pairs, these features are consistent. Otherwise, when taken altogether, they 
do not satisfy the consistency condition because for input $s$, there is no output common to each 
of them.

7.2 Call Waiting and Three Way Calling

The Call Waiting feature interacts with The Three Way Calling feature for the following input 
sequence, denoted by $s_1$:

$$(\text{Init}).(\text{TWCAct}, a_1). (\text{CWAct}, a_1). (\text{OffHook}, a_1). (\text{Dial}, a_1, a_2).$$
$$(\text{OffHook}, a_2). (\text{OffHook}, a_3). (\text{Dial}, a_3, a_1). (\text{FlashHook}, a_1)$$

For Three-Way Calling, the only output corresponding to the input sequence $s_1$ is:

$$\{(\text{DialTone}, a_1), (\text{Hold}, a_1, a_2)\}.$$  

PROOF.

$$(\text{Init}).(\text{TWCAct}, a_1). (\text{CWAct}, a_1). (\text{OffHook}, a_1). (\text{Dial}, a_1, a_2).$$
$$(\text{OffHook}, a_2). (\text{OffHook}, a_3). (\text{Dial}, a_3, a_1). (\text{FlashHook}, a_1) \triangleright TWC \triangleright \{(\text{DialTone}, a_1), (\text{Hold}, a_1, a_2)\}$$

$\Leftarrow (\text{TWC-R-1})$
(Init). (TWCA_act, a_1). (OffHook, a_1). (Dial, a_1, a_2).
(OffHook, a_2). (OffHook, a_3). (Dial, a_3, a_1). (FlashHook, a_1) \text{<}\text{TWC}\text{>}\{(\text{DialTone, a}_1), (\text{Hold, a}_1, a_2)\}

\Leftarrow (\text{TWC-R-26})

(Init). (TWCA_act, a_1). (OffHook, a_1). (Dial, a_1, a_2).
(OffHook, a_2). (OffHook, a_3). (FlashHook, a_1) \text{<}\text{TWC}\text{>}\{(\text{DialTone, a}_1), (\text{Hold, a}_1, a_2)\}

\Leftarrow (\text{TWC-R-23})

(Init). (TWCA_act, a_1). (OffHook, a_1). (Dial, a_1, a_2).
(OffHook, a_2). (FlashHook, a_1) \text{<}\text{TWC}\text{>}\{(\text{DialTone, a}_1), (\text{Hold, a}_1, a_2)\}

\Leftarrow (\text{TWC-A-14})

true

On the other hand, for Call Waiting, the only output corresponding to the input sequence s_1 is:

\{(\text{Disc, a}_1, a_2), (\text{Conn, a}_1, a_3)\}.

\text{PROOF.}

(Init). (TWCA_act, a_1). (CWAct, a_1). (OffHook, a_1). (Dial, a_1, a_2).
(OffHook, a_2). (OffHook, a_3). (Dial, a_3, a_1). (FlashHook, a_1) \text{<}\text{TWC}\text{>}\{(\text{DialTone, a}_1), (\text{Hold, a}_1, a_2)\}

\Leftarrow (\text{CW-R-1})

(Init). (CWAct, a_1). (OffHook, a_1). (Dial, a_1, a_2).
(OffHook, a_2). (OffHook, a_3). (Dial, a_3, a_1). (FlashHook, a_1) \text{<}\text{TWC}\text{>}\{(\text{Disc, a}_1, a_2), (\text{Conn, a}_1, a_3)\}

\Leftarrow (\text{CW-A-14})

true

Obviously, the \textit{consistency condition} for Call Waiting and Three Way Calling is not satisfied for input sequence s_1. Therefore there does not exist a greatest lower bound for these two features, nor does there exist a program that satisfies both features simultaneously.
7.3 Originating Call Screening and Abbreviated Dialing

The Abbreviated Dialing feature and the Originating Call Screening interact for the following input sequence:

\[(\text{Init}).(\text{ABDAct}, a_1).(\text{OCSAct}, a_1).(\text{ABDAAdd}, a_1, a_2, a_3).\]
\[(\text{OCSAdd}, a_1, a_2).(\text{OffHook}, a_1).(\text{Dial}, a_1, a_2)\]

In this sequence, \(a_2\) is an alias for \(a_3\) as indicated by the \((\text{ABDAAdd}, a_1, a_2, a_3)\) input. However, OCS prevents calls being made between \(a_2\) and \(a_3\). The interaction occurs when \(a_1\) dials \(a_2\). For the ABD feature, the corresponding output is \{\(\text{Ring}, a_1, a_3\)\}.

\textbf{PROOF.}

\[(\text{Init}).(\text{ABDAct}, a_1).(\text{OCSAct}, a_1).(\text{ABDAAdd}, a_1, a_2, a_3).\]
\[(\text{OffHook}, a_1).(\text{OCSAdd}, a_1, a_2).(\text{Dial}, a_1, a_2) \triangleleft \text{ABD} \triangleright \{\text{Ring}, a_1, a_3\}\]

\(\Leftarrow (\text{ABD-R-1})\)

\[(\text{Init}).(\text{ABDAct}, a_1).(\text{ABDAAdd}, a_1, a_2, a_3).\]
\[(\text{OffHook}, a_1).(\text{OCSAdd}, a_1, a_2).(\text{Dial}, a_1, a_2) \triangleleft \text{ABD} \triangleright \{\text{Ring}, a_1, a_3\}\]

\(\Leftarrow (\text{ABD-R-1})\)

\[(\text{Init}).(\text{ABDAct}, a_1).(\text{ABDAAdd}, a_1, a_2, a_3).\]
\[(\text{OffHook}, a_1).(\text{Dial}, a_1, a_2) \triangleleft \text{ABD} \triangleright \{\text{Ring}, a_1, a_3\}\]

\(\Leftarrow (\text{ABD-A-16})\)

\textit{true}

On the other hand, the OCS feature, yields the corresponding output \{\(\text{ErrorTone}, a_1\)\}.

\textbf{PROOF.}

\[(\text{Init}).(\text{ABDAct}, a_1).(\text{OCSAct}, a_1).(\text{ABDAAdd}, a_1, a_2, a_3).\]
\[(\text{OCSAdd}, a_1, a_2).(\text{OffHook}, a_1).(\text{Dial}, a_1, a_2) \triangleleft \text{OCS} \triangleright \{\text{ErrorTone}, a_1\}\]

\(\Leftarrow (\text{OCS-R-1})\)
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(Init). (OCSAct, a₁). (ABDAdd, a₁, a₂, a₃).
(OCSSend, a₂, a₂). (OffHook, a₁). (Dial, a₁, a₂) ▷ OCS ⊳ ((ErrorTone, a₁))

⇒ (OCS-R-1)

(Init). (OCSAct, a₁). (OCSSend, a₁, a₂).
(OffHook, a₁). (Dial, a₁, a₂) ▷ OCS ⊳ ((ErrorTone, a₁))

⇒ (OCS-A-16)

true

Hence these two features do not satisfy the consistency condition.

7.4 Originating Call Screening and Call Forwarding

Call Forwarding and Originating Call Screening interact for the following input sequence:

(Init). (OCSAct, a₃). (CFAct, a₁). (OCSSend, a₃, a₁). (OffHook, a₁).
(CFEna, a₁, a₂). (OnHook, a₁). (OffHook, a₃). (Dial, a₃, a₁)

In the above sequence, a₁ is a subscriber to CF while a₃ is a subscriber OCS. Any calls from a₃ to a₁ are blocked, but a₁ has forwarded all incoming calls to a₂.

The output generated by CF for this sequence is \{ (Ring, a₃, a₂) \}

**Proof.**

(Init). (OCSAct, a₃). (CFAct, a₁). (OCSSend, a₃, a₁). (OffHook, a₁).
(CFEna, a₁, a₂). (OnHook, a₁). (OffHook, a₃). (Dial, a₃, a₁) ▷ CF ⊳ \{ (Ring, a₃, a₃) \}

⇒ (CF-R-1)

(Init). (CFAct, a₁). (OCSSend, a₃, a₁). (OffHook, a₁).
(CFEna, a₁, a₂). (OnHook, a₁). (OffHook, a₃). (Dial, a₃, a₁) ▷ CF ⊳ \{ (Ring, a₃, a₂) \}

⇒ (CF-R-1)

(Init). (CFAct, a₁). (OffHook, a₁).
(CFEna, a₁, a₂). (OnHook, a₁). (OffHook, a₃). (Dial, a₃, a₁) ▷ CF ⊳ \{ (Ring, a₃, a₂) \}

⇒ (CF-A-18)
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true

The corresponding output for OCS is \{\text{(ErrorTone, } a_3)\}.

PROOF.

\[
(\text{Init}).(\text{OCSAct}, a_3).(\text{CFAct}, a_1).\text{(OCSAdd, } a_3, a_1)\text{(OffHook, } a_1). \\
(\text{CFEna}, a_1, a_2).\text{(OnHook, } a_1).\text{(OffHook, } a_3).\text{(Dial, } a_3, a_1)\triangleleft\text{OCS} \triangleright \{\text{(ErrorTone, } a_3)\}
\]

\[\Leftarrow \text{(OCS-R-1)}\]

\[
(\text{Init}).(\text{OCSAct}, a_3).(\text{OCSAdd, } a_3, a_1)\text{(OffHook, } a_1). \\
(\text{CFEna}, a_1, a_2).\text{(OnHook, } a_1).\text{(OffHook, } a_3).\text{(Dial, } a_3, a_1)\triangleleft\text{OCS} \triangleright \{\text{(ErrorTone, } a_3)\}
\]

\[\Leftarrow \text{(OCS-R-1)}\]

\[
(\text{Init}).(\text{OCSAct}, a_3).(\text{OCSAdd, } a_3, a_1)\text{(OffHook, } a_1). \\
(\text{OnHook, } a_1).\text{(OffHook, } a_3).\text{(Dial, } a_3, a_1)\triangleleft\text{OCS} \triangleright \{\text{(ErrorTone, } a_3)\}
\]

\[\Leftarrow \text{(OCS-R-2)}\]

\[
(\text{Init}).(\text{OCSAct}, a_3).(\text{OCSAdd, } a_3, a_1)\text{(OffHook, } a_3).\text{(Dial, } a_3, a_1)\triangleleft\text{OCS} \triangleright \{\text{(ErrorTone, } a_3)\}
\]

\[\Leftarrow \text{(OCS-A-16)}\]

true

Again, these two features do not produce a common output for the same input. Hence the consistency condition is not satisfied.

7.5 Categorization of the Interactions Revisited

In section 1.5, we described a technique that allows for the categorization of the feature interaction problem. The problem can be categorized by the nature and by the cause of the interaction. With the availability of this technique, we can categorize the feature interactions that were described in this chapter.

- \text{CW and TWC.} The cause of the interaction is limitation on network support, specifically CPE signalling. The nature of interaction is SUSC (Single-User-Single-Component). \text{CW} and TWC interpret the flashhook signal differently. \text{CW} uses the flashhook signal to toggle between two connected callers while TWC uses it to initiate a third party call.
• **OCS and ABD.** The cause of the interaction is problems in distributed systems, specifically personalized instantiation. The nature of interaction is MUSC (Multiple-User-Single-Component). OCS assigns a number to be screened if ABD has an alias for the screened number, then the number can be called.

• **OCS and CF.** The cause of the interaction is problems in distributed systems, specifically personalized instantiation. The nature of interaction is MUSC (Multiple-User-Single-Component). Again this interaction is similar to the one between ABD and OCS. OCS assigns a number to be screened but if the user can potentially forward all calls to the screened calls, it is possible to call a screened number.
Chapter 8

Automation of Feature Interaction Detection

8.1 Using a Theorem Prover to Detect Feature Interaction

In this section, we present an automated theorem prover which will automatically detect interactions between features. The theorem prover used is called OTTER which stands for Organized Techniques for Theorem-proving and Effective Research. OTTER is a fourth-generation Argonne National Laboratory deduction system whose ancestors date back to the early 1960s. These ancestors include the TP series, AURA and LMA/ITP [16, 40].

8.1.1 OTTER Overview

We present a brief overview of the features, syntax and commands of OTTER in this section which are sufficient for our purposes of detecting feature interaction.

8.1.1.1 Introduction to OTTER

OTTER is a resolution-style program for first order logic with equality [32]. Some of the features of OTTER include the inference rules binary resolution, hyperresolution, UR-resolution and binary paramodulation. Inference rules take a small set of clauses and in turn, infer a clause. If the inferred clause is a new and useful one, it is stored in memory and may become available for succeeding inferences.

OTTER is not automatic. The user must choose inference rules, set options to control the processing of inferred clauses, and decide which input formulas or clauses are to be included in the initial set of support and which equalities are to be demodulators after the user has encoded a problem into first-order logic or into clauses. If a proof is not provided by OTTER, the user is able to try again with different initial conditions. The detection of feature interaction can be automated.
We chose OTTER as our tool because OTTER is based on first order logic. As a result, our specifications can be easily mapped to OTTER once written.

8.2 Using OTTER

In this section, we briefly discuss the syntax, semantics and commands of OTTER.

8.2.1 Syntax

Comments can be placed in the input file using the "\%" symbol. Any sequence of characters appearing on the right of % are simply ignored. Comments may appear within terms.

8.2.2 Names

*Names* are alphanumeric strings that may contain other characters such as $ and _. Names may contain up to 50 characters and can be used for:

- constant symbols
- function symbols
- predicate symbols
- propositional variables
- regular variables

The *type* of a name may be its predicate symbol, function symbol, constant or variable and it is determined by its context. Since variables in clauses are not explicitly bound by universal quantifiers, a convention for distinguishing constants from variables are used. For clauses, variables begin with a lower-case letter. For formulas, any name may be used as a variable since variables are explicitly quantified.

Certain names are reserved by OTTER. Any binary symbol beginning with EQ, Eq or eq is interpreted by demodulation and paramodulation as an equality predicate. The = symbol may be used to write infix equality axioms. All symbols beginning with $ are reserved for special purposes such as evaluable functions or predicates.

8.2.3 Terms and Atoms

To determine whether a simple term is a constant or a variable depends on the context of the term. If it appears in a clause, the name determines the type. If it appears in a formula, it is a variable if it is bound by a quantifier. Generally, complex terms are written in prefix form, for
instance f(a,b,c).

Atoms are similar to complex rules, except that a name is also an atom (a propositional variable), and equalities may be written in infix form as \( t_1 = t_2 \) and \( t_1 \neq t_2 \).

### 8.2.4 Literals and Clauses

If \( a \) is an atom, then \( a \) and \( \neg a \) are literals. No white spaces are permitted the negation sign and the atom. A clause is a sequence of literals separated by "|". Clauses are always terminated by a period.

### 8.2.5 Formulas

The following is a list of valid formulas:

1. Atoms are formulas
2. If \( F \) and \( G \) are formulas, then \( (F \leftarrow \rightarrow G) \)
   and \( (F\leftarrow \rightarrow G) \) are formulas.
3. If \( F_1, \ldots, F_n \) are formulas, then \( (F_1\mid \ldots \mid F_n) \) and \( (F_1 \ldots F_n) \) are formulas.
4. The symbols all and exists are quantifiers. If \( Q_1 \ldots Q_n \) are quantifiers, \( x_1 \ldots x_n \) are names and \( F \) is a formula, then \( (Q_1 x_1 \ldots Q_n x_n F) \) is a formula.
5. If \( F \) is a nonnegated formula, then \( \neg F \) is a formula.

Table 8.1 summarizes the OTTER connectives.

<table>
<thead>
<tr>
<th>Connective</th>
<th>OTTER Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not</td>
<td>( - )</td>
</tr>
<tr>
<td>And</td>
<td>&amp;</td>
</tr>
<tr>
<td>Or</td>
<td>\mid</td>
</tr>
<tr>
<td>If and only if</td>
<td>( \leftarrow \rightarrow )</td>
</tr>
<tr>
<td>Implies</td>
<td>( \leftarrow \rightarrow )</td>
</tr>
</tbody>
</table>

Table 8.1: OTTER Connectives

Clauses differ both syntactically and the way they are treated by OTTER. For example, the string "\( x \mid y \mid z \)" is a clause whereas the string "\((x \mid y \mid z)\)" is a formula. When inputed,
formulas are translated into clauses.

8.2.6 Commands and the Input File

As input, OTTER takes a small set of commands, some of which indicate that a list of objects (clauses, formulas, or weight templates) follows the command. All lists of objects are terminated by end_of_list. The following is a partial list of the commands:

- set(flag_name). % set a flag
- clear(flag_name). % clear a flag
- assign(parameter_name,integer). % assign an integer to a parameter
- list(axioms). % read axioms in clause form
- formula_list(axioms). % read axioms in formula form
- weight_list(weight_list_name). % read weight templates

8.3 Analyzing Feature Interaction and OTTER

In this section, we revisit the mathematical definition of detecting feature interaction and map it into OTTER.

Let $H = I^* \land h \in H$ and $F_1$ and $F_2$ represent two features.

Absence of Feature Interaction:

$$dom(F_1 \cap F_2) \supseteq dom(F_1) \cap dom(F_2)$$

Presence of Feature Interaction:

$$\exists h \in H : h \in dom(F_1) \cap dom(F_2) \land h \notin dom(F_1 \cap F_2)$$

$$\forall h : (\exists y F_1(h,y)) \leftrightarrow dom(F_1(h))$$

$$\forall h : (\exists y F_2(h,y)) \leftrightarrow dom(F_2(h))$$

$$\forall h, y : (F_1 F_2(h,y) \Leftrightarrow F_1(h,y) \land F_2(h,y))$$

$$\forall h : (\exists y F_1 F_2(h,y) \leftrightarrow dom(F_1 F_2(h))$$

FeatureInteraction $\Leftrightarrow (\exists h : dom(F_1(h) \land dom(F_2(h)) \land \neg dom(F_1 F_2(h))$
The above set provides a complete mathematical definition for the detection of feature interaction. Next, we map this set into OTTER and obtain the following formulas:

( all h (exists y dom(F_1(h)) < - > F_1(h, y))).
( all h (exists y dom(F_2(h)) < - > F_2(h, y))).
( all h all y (F_1F_2(h, y) < - > F_1(h, y) & F_2(h, y))).
( all h (exists y dom(F_1F_2(h)) < - > F_1F_2(h, y))).
( exists h (FeatureInteraction(F_1, F_2) < - > dom(F_1(h)) & dom(F_2(h)) & - dom(F_1F_2(h))))).

8.4 Mapping Specifications to OTTER

Our specification of each feature can be mapped into OTTER without much difficulty. For each feature, we define the input space and the axioms, reduction and swap rules. Next, we present the OTTER representation of the input space for POTS:

potsInput(Init).

(all X
 (potsInput(OffHook(X)))).

(all X
 (potsInput(OnHook(X)))).

(all X all Y
 (X != Y - >
 potsInput(Dial(X,Y)))).

Axioms are the easiest to transform from relational calculus to OTTER. Consider the axiom POTS-A-3.

(POTS-A-3): \[ n_1 \neq n_2 \]
(Init).(OffHook,n_1).(Dial,n_1,n_2)\{POTS\}((Ring,n_1,n_2})

In OTTER this axiom is represented as:

(all N1 all N2
 (N1 != N2 - >
 pots([Init],[OffHook,N1],[Dial,N1,N2],[Ring,N1,N2]])))
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Consider the POTS reduction rule POTS-R-10.

\[
\text{(POTS-R-10): } \frac{n_1 \neq n_2 \land x.(\text{OffHook}, n_2) \langle \text{POTS} \rangle y}{x.(\text{OffHook}, n_1).x.(\text{OffHook}, n_2) \langle \text{POTS} \rangle y}
\]

In OTTER, this rule is represented as:

(all N1 all N2 all X all Y

(N1 != N2 => ([X],pots([OffHook,N2],y)) =>
  pots([X],[OffHook,N1],[OffHook,N2],[Y])).

Finally, we transform the swap rules into OTTER. Consider the swap rule POTS-S-6. This rule has two definitions in relational calculus:

\[
\text{(POTS-S-6 - 1): } \frac{n_1 \neq n_2 \land n_1 \neq n_3 \land x' \neq \epsilon \land x.(\text{OnHook}, n_1).x'(\text{POTS} \rangle y}{x.(\text{Dial}, n_2, n_3).x'(\text{POTS} \rangle y}
\]

\[
\text{(POTS-S-6 - 2): } \frac{n_1 \neq n_2 \land n_1 \neq n_3 \land x' \neq \epsilon \land x.(\text{Dial}, n_2, n_3)(\text{OnHook}, n_1).x'(\text{POTS} \rangle y}{x.(\text{OnHook}, n_1).(\text{Dial}, n_2, n_3).x'(\text{POTS} \rangle y}
\]

In OTTER, this rule is represented as:

(all X all Y all Xprime all N1 all N2 all N3

(Xprime != $nil & N1 != N2 & N1 != N3 =>
  (pots([X],[OnHook,N1],[Dial,N2,N3],[Xprime],[Y]) =>
   pots([X],[Dial,N2,N3],[OnHook,N1],[Xprime],[Y]))).

Since the POTS axioms and rules are included in the Three Way Calling and Call Waiting axioms and rules, there is no need to redefine them for each feature. Instead, all POTS rules and axioms are automatically included for these features as specified in the following rules:

(all X all Y

(twcPrime(X,Y) <- > pots(X,Y) => twc(X,Y))).

(all X all Y

(cwPrime(X,Y) <- > pots(X,Y) => cs(X,Y))).
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8.5 Validation of OTTER Specifications

Once the specifications described in chapter 6 are mapped to OTTER, we can automatically validate our specifications. In our experiment, we translated POTS relational specifications into OTTER. For simplicity, we did not include POTS swap rules. Only POTS axioms and reduction rules were coded in OTTER. Note that a slightly different implementation from the one described in the previous subsection was used. The following sequence was submitted to OTTER:

\[ \text{pots}([\text{Init}(x), \text{OffHook}(y), \text{OnHook}(y), \text{OffHook}(x), \text{DialTone}(x))]. \]

OTTER was able to establish this sequence confirming that it is in fact valid according to POTS axioms and rules. OTTER used reduction rule POTS-R-2 to reduce this rule to:

\[ \text{pots}([\text{Init}(x), \text{OffHook}(x)], \text{DialTone}(x)). \]

By using axiom POTS-A-2 this axiom is true. OTTER yielded the following output:

\[ \text{pots}([\text{Init}($c1), \text{OffHook}($c5), \text{OnHook}($c5), \text{OffHook}($c1)], \text{DialTone}($c1)]. \]

\[ \text{pots}([\text{Init}($c1), \text{OffHook}($c1)], \text{DialTone}($c1)). \]

Another sequence that was submitted to OTTER is:

\[ (\text{pots}([\text{Init}(x), \text{OffHook}(x), \text{Dial}(x, y), \text{OnHook}(x), \text{OffHook}(z), \text{Dial}(z, w), \text{Ring}(x, w)]). \]

OTTER was able to establish the sequence by using the reduction rule POTS-R-3. The following output was produced:

\[ \text{pots}([\text{Init}($c3), \text{OffHook}($c5), \text{Dial}($c5, $c6), \text{OnHook}($c5), \text{OffHook}($c3), \text{Dial}($c3, $c12)], \text{Ring}($c3, $c12)]. \]

By using axiom POTS-A-3 this axiom is true. OTTER yielded the following output:

\[ \text{pots}([\text{Init}($c3), \text{OffHook}($c3), \text{Dial}($c3, $c12)], \text{Ring}($c3, $c12)). \]

Another interesting experiment that we attempted involved generating all valid sequences in POTS. There are an infinite number of valid sequences. This suggests that the OTTER program would never terminate. Instead, we set a flag that generated a finite number of valid sequences.
8.6 Confirming Feature Interactions

In another experiment, we automated the detection of input sequences that cause feature interaction. Two features (ABD and OCS) were specified using OTTER. Then OTTER was given input sequences known to cause feature interaction. OTTER was able to establish that these sequences cause feature interaction based on the axioms and rules of the features.

One input sequence that OTTER was given is:

\[(\text{Init})(\text{ABDAct}, a_1)(\text{OCSAct}, a_1)(\text{ABDAdd}, a_1, a_2, a_3).
\]
\[(\text{OCSAdd}, a_1, a_2)(\text{OffHook}, a_1)(\text{Dia}, a_1, a_2)\]

OTTER was able to reduce sequence using the rules and axioms as described in section 7.3. As output, OTTER yielded the following:

\[\text{- - - - - - - PROOF - - - - - - - - - - 54]] answer(interaction).\]

To keep the experiment simple, only the axioms and rules needed to prove the interaction were implemented in the OTTER program. In essence, this experiment was very similar to the validation experiment. The theorem prover was simply given an input sequence the causes feature interaction, and asked to prove it using axioms and rules. Any input elements that did not belong to the input space of the specified feature were discarded. After all invalid input elements were removed from the input sequence, OTTER proceeded to reduce the input sequence to an axiom for its respective feature. A different output element was established for the same input sequence hence producing feature interaction.

When experimenting with OTTER, we attempted to generate all sequences that cause feature interactions for two given features. This task was a difficult one because OTTER was unable to produce these sequences in an intelligent manner. Sequences that were generated by OTTER were feature specific. This means that OTTER would never produce input sequences that are valid for more than one feature. Even if we modified the specifications to produce valid sequences for more than one feature, the task of generating input sequences that cause a feature interaction is very difficult. This is due to the fact that OTTER, or any general-purpose theorem prover will attempt to exhaust all possibilities. In this case, computation time and memory present problems. As the number of rules and axioms increase, the number of valid sequences grow exponentially. Even if the number of rules and axioms is relatively small, the number of users in the system are theoretically infinite.

Heuristics have to be added to the theorem prover in order to achieve some kind of result. Limiting the search space or the number of users in a system may be one approach. Another approach involves making the theorem prover perform more intelligent searches by adding more rules. All in all, this problem remains unsolved for our approach.
8.7 The Swap Rule Problem

A problem arises when we try to find all interactions between any two features. OTTER attempts to find all sequences that cause an interaction by employing the axioms and rules described in chapter 5. When swap rules are applied to a given sequence this problem may present itself.

To illustrate the problem at hand, we examine the next example. Consider the input sequence:

$$(\text{Init}).s_1.s_2.s_3 \preceq \text{POTS} \preceq y$$

and consider the applicable swap rules:

$$p \land x' \not\in \varepsilon \land x.s_1.s_2.x' \preceq \text{POTS} \preceq y \quad p \land x' \not\in \varepsilon \land x.s_2.s_1.x' \preceq \text{POTS} \preceq y$$

$$x.s_2.s_1.x' \preceq \text{POTS} \preceq y \quad x.s_1.s_2.x' \preceq \text{POTS} \preceq y$$

If we apply the first swap rule to the sequence, we obtain

$$(\text{Init}).s_2.s_1.s_3 \preceq \text{POTS} \preceq y$$

Immediately after, we can apply the second swap rule to the sequence giving us

$$(\text{Init}).s_1.s_2.s_3 \preceq \text{POTS} \preceq y$$

This is the sequence that we initially began with. If OTTER selects these sequences one after another interchangeably, we can potentially obtain an infinite search space.

One way around this problem is to select sequences that do not depend on any swap rules and remove the swap rules entirely. In this case, feature interaction may be proven to exist using the theorem prover.
Chapter 9

Conclusion

9.1 Summary

In this thesis, we presented a method for the detection of feature interactions. This method is based on relational algebra and the refinement lattice. Each feature was specified independently of other features and then the specification was validated. Specifications as a relationship between input and output pairs was deemed inappropriate for the detection of feature interaction since this technique does not allow us to describe the external behavior of a software system. Instead, we used a technique which allowed us to describe the behavior of a system by examining the relationship between the history of inputs and the corresponding output set.

By employing an inductive style for writing the specification and presenting a tabular representation, the specifications are more readable and accurate. This technique helped to keep the set of axioms and rules minimal relative to other methodologies.

9.2 Assessment

Using relational algebra has shown to be extremely powerful for specifying features and capturing the behavior of systems [2]. In our model, writing specifications can be difficult and time consuming at first, however the specifications produced represent the concise behavior of each feature. These specifications allow us to detect any undesired interactions that may occur between features. Detecting the interactions manually is a difficult task. Since our method employs first order logic, our specifications can be easily mapped to Prolog [18] or OTTER once written. A relation can be represented by a binary predicate whose first argument is a list of inputs and second argument is a list of outputs.
9.3 Comparison to Related Work

As mentioned in the introduction, there have been a number of approaches to detect feature interactions. One approach employs the LOTOS specification language [17]. Structurally, this approach captures the underlying concepts of structuring LOTOS specifications using three constraint types: local, end-to-end and global constraints. By using this structure, new feature specifications can be integrated into existing ones by classifying their roles as caller or called and expressing their global constraint as a conjunction. Analytically, this approach is based on a reasoning mechanism. The specifier can analyze features based on their local views (i.e. local constraints) where each view is an element of the global view of the system. Hence possible feature interactions are the conflicts between the feature views.

Another approach presented by [1] is to use state transition machines (STMs) to model feature behavior, where each transition is triggered by a single input event. In this approach, each feature is specified independently of other features. Multiple STMs can be composed together to form another STM representing the reachability graph. During the composition, each reachable state is tested to determine if an interaction can occur at that state.

Both of these strategies are very powerful. Since they both use reachability analysis to generate execution sequences to check for possible interactions, the state explosion problem may be encountered. Therefore search strategies must be given to the available tools. Interactions are detected by manual inspection of the traces produced from the tools.

The building block approach [30] is similar to the STM approach. Both adopt the idea of specifying features independently and using individual features as building blocks to build different scenarios. In the building block approach, procedural-level specifications capture the behavior of a feature, and behavior-level specifications describe what a feature must exhibit using temporal logic formulas. Model checking is used both to verify desired behavior in the procedural specification and to check that temporal logic properties still hold after composition.

Our method has the same problems in terms of exponential growth of states as the other approaches discussed [1, 17, 30]. As the number of axioms and rules increase, the number of valid sequences grows exponentially. Each of these sequences must be analyzed to determine if the sequence causes a feature interaction. Clearly, this approach to finding interaction-causing sequences is very expensive and complex. Even when using an automated theorem prover such as OTTER, the problem is not simplified. Part of this is due to the fact that the theorem prover attempts to reduce a sequence by exhausting all possibilities.
9.4 Further Work

One obvious extension of our work is to refine or change the proposed specifications so we can obtain sequences that cause feature interactions without running into the sequence-generation combinatorial explosion. Another extension of this work may be to propose a solution once a feature interaction has been detected. Perhaps constructing a priority hierarchy of features can be an approach. When two features interact with one another, only one feature will take precedence over the other. Using this approach may be tricky when interactions occur between instances of the same feature.

One important issue to keep in mind is that POTS was treated as a feature itself. It is interesting to treat POTS as a base service and add features on to it. One problem that arises is that POTS itself may interact with some features (eg. POTS and OCS). In this situation, it is proposed to introduce a new operator which serves as an "on top of" operator denoted by \( \uparrow \). The relationship between POTS and any other feature POTS interacts with is \( Feature_j \uparrow POTS \). This implies that if a feature \( X \) interacts with POTS for some input sequence \( s \) such that \( (s, s') \in X \wedge (s, s'') \in POTS \) where \( s' \neq s'' \), then only the output corresponding to feature \( X \) will be considered.

To illustrate this notion we provide the following example. Consider the sequence:

\[
\text{(Init).}(\text{OCSAct}, n_1).\text{(OffHook}, n_1).\text{(OCSAdd}, n_1,n_2).\text{(Dial}, n_1,n_2)
\]

The OCS feature will yield:

\[
\text{(Init).}(\text{OCSAct}, n_1).\text{(OffHook}, n_1).\text{(OCSAdd}, n_1,n_2).\text{(Dial}, n_1,n_2)\downarrow \text{OCS}\triangleright \{(\text{ErrorTone}, n_1)\}
\]

while POTS yields:

\[
\text{(Init).}(\text{OCSAct}, n_1).\text{(OffHook}, n_1).\text{(OCSAdd}, n_1,n_2).\text{(Dial}, n_1,n_2)\downarrow \text{POTS}\triangleright \{(\text{Ring}, n_1,n_2)\}
\]

Clearly there is an interaction between POTS and OCS since POTS provided \( \{(\text{Ring}, n_1,n_2)\} \) as output and OCS provided \( \{(\text{ErrorTone}, n_1)\} \) for the same input sequence. If use the \( \uparrow \) operator and specify that OCS \( \uparrow \) POTS, the output generated by OCS will be executed. This implies that when an interaction between POTS and OCS is encountered, OCS has priority.
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