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Abstract

I present detailed balance modeling of photonic power converters, which are photovoltaic devices designed to convert monochromatic light. The detailed balance formalism is standard in finding limiting efficiencies of photovoltaic devices. In this thesis, I discuss both existing theories and original work. I start by discussing optical processes in semiconductors. I reproduce a monochromatic detailed balance model by Martin A. Green, which has stated that monochromatic photovoltaic energy conversion is 100% efficient at infinite input intensity with input photon energy matched to the absorption bandgap. I discuss effects that are not included in this standard model and the existing theories to treat these effects: (1) non-radiative recombination loss, (2) luminescent coupling in multi-layer devices, and (3) light trapping. These background materials are followed by original work, which is divided into three chapters. In these chapters, I present extensions of Green’s theory to (1) a single-layer model that includes the effect of incomplete absorption, non-radiative recombination and input photon energy offset from absorption bandgap, and (2) a multi-layer model that includes luminescent coupling and light trapping effects, in addition to the effects already included in the single-layer extension. I show material quality and efficiency improvement predicted for a record-efficiency GaAs PPC. I also predict efficiency for a InAlGaAs device under development that targets conversion at telecommunication wavelength of 1310 nm.
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Chapter 1

Introduction

1.1 Monochromatic Photovoltaic Devices: Photonic Power Converters

A photonic power converter (PPC) is a photovoltaic (PV) device that converts monochromatic light into electricity. A PPC is an important component in an optical power transmission system. Such a system can deliver power in the form of light either through free space or in an optical fiber. The source of the power supply is narrow-band and can be a laser or an LED. At the receiving end of this power delivery system, a PPC converts photonic energy to electricity to supply power for an electronic element. An optical power transmission system allows power and bidirectional data transmission in one single optical fiber [1]. Power delivery in the form of light is intrinsically immune to electromagnetic noise, is spark-free and can be wireless. On top of that, one can boost the output voltage using a laser-PPC arrangement, instead of a DC-DC converter. Reference [2] showed that this boost-mode power supply is also ripple free [2].

PPCs have potential applications in a wide range of industries, such as utility, telecommunication, automotive, aerospace, biomedical engineering, etc., thanks to the many benefits of optical power transmission. Reference [1] demonstrated an optical network, in which remote subscriber operation does not require a local power supply. References [3], [4] and [5] demonstrated a current probe using photonic power conversion for monitoring high-voltage transmission lines. On the other hand, fuel gauges in an aircraft and sensors in an electric vehicle benefit from an optical power supply, because this power source is electromagnetically isolated and prevents sparks and shorts that could appear in conventional copper wiring [3]. Besides, a biomedical implant can use a photonic power source, thanks to the combined advantages of immunity to electromagnetic disturbance and capability of wireless
Table 1.1: State-of-the-art PPC devices

<table>
<thead>
<tr>
<th>Reference</th>
<th>Efficiency (%)</th>
<th>Input Wavelength (nm)</th>
<th>Absorbing Material</th>
<th>Number of Segments</th>
<th>Interconnection Type</th>
<th>Voltage (V)</th>
<th>Light Intensity (W/cm²)</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>[10]</td>
<td>50.1</td>
<td>810</td>
<td>GaAs</td>
<td>2×2</td>
<td>hybrid</td>
<td>V_{mp} = 4.11</td>
<td>51.6</td>
<td>2009</td>
</tr>
<tr>
<td>[9]</td>
<td>70</td>
<td>830</td>
<td>GaAs</td>
<td>5</td>
<td>vertical</td>
<td>V_{mp} &gt; 5</td>
<td>8</td>
<td>2016</td>
</tr>
<tr>
<td>[12]</td>
<td>60.3</td>
<td>850</td>
<td>GaAs</td>
<td>20</td>
<td>vertical</td>
<td>V_{mp} &gt; 23</td>
<td>36</td>
<td>2016</td>
</tr>
<tr>
<td>[13]</td>
<td>56.3</td>
<td>809</td>
<td>GaAs</td>
<td>4</td>
<td>horizontal</td>
<td>V_{oc} = 4.7</td>
<td>2.4</td>
<td>2016</td>
</tr>
<tr>
<td>[14]</td>
<td>38.7</td>
<td>1550</td>
<td>GaSb</td>
<td>1</td>
<td>N/A</td>
<td>V_{oc} ≃ 0.5</td>
<td>11.5</td>
<td>2016</td>
</tr>
<tr>
<td>[15]</td>
<td>34.5</td>
<td>1064</td>
<td>GaInAsP</td>
<td>1</td>
<td>N/A</td>
<td>V_{oc} ≃ 0.8</td>
<td>9.8</td>
<td>2018</td>
</tr>
<tr>
<td>[16]</td>
<td>40</td>
<td>1064</td>
<td>InGaAs</td>
<td>1</td>
<td>N/A</td>
<td>V_{oc} ≃ 0.8</td>
<td>7</td>
<td>2017</td>
</tr>
<tr>
<td>[17]</td>
<td>40.7</td>
<td>1070</td>
<td>InAlGaAs</td>
<td>1</td>
<td>N/A</td>
<td>V_{oc} = 0.8</td>
<td>0.16</td>
<td>2016</td>
</tr>
</tbody>
</table>

charging \([6, 7]\). Now I summarize the common architecture and performance of the state-of-the-art PPCs. I list these devices in Table 1.1. Most devices are made of III-V materials, which appear in the highest-efficiency PV devices - both PPCs and solar cells. A device’s target conversion wavelength dictates the choice of alloy composition of the absorbing material. Existing PPCs using GaAs as the absorbing material adopt an architecture, in which a number of segments, ranging from 4 to 20, are interconnected and fabricated on the same chip. This design is not limited to be used with GaAs. The multi-segment architecture enables high-voltage power supply using one single chip. The segments are arranged in three ways: monolithic interconnected modules (MIM) \([8]\), vertically stacked segments \([9]\), or in a hybrid of these two structures \([10]\). Figure 1.1.1a is the cross section of two segments on a MIM device. These segments in MIM are either rectangular and arranged in an array \([8]\), or they are pie-shaped and arranged on a circular chip, which matches the shape of the laser beam \([11]\). Another architecture for series-connected segments is to vertically stack each segment, with each segment series connected by tunnel diodes, shown in Figure 1.1.1b. The world-record-efficiency PPC uses a 5-segment vertical stack design, achieving a power conversion efficiency of 70% \([9]\).

The operation wavelength of the state-of-the-art devices ranges from 810 to 1550 nm. 6 out of the 10 devices in Table 1.1 are made of GaAs and operate at 810-850 nm. GaAs is one of the most well-studied and well-characterized materials among the choices for PV devices. In fact, the device in \([9]\), which keeps the world-record efficiency, is made of GaAs.

There is a reason why other operation wavelengths using different materials are also of interests: the system efficiency of optical power delivery includes not only the efficiency of the PPC, but also the source efficiency and the transmission efficiency. The transmission efficiency of an optical fiber favours a longer wavelength, or lower photon energy, than what GaAs is able to convert. In telecommunication,
1310 nm and 1550 nm are the standard wavelengths for long-distance transmission. For PPCs to be adopted in any application that requires the current telecommunication infrastructure, one must develop devices that convert efficiently at telecommunication wavelengths, hence the necessary research on designing and fabricating PPCs with other materials than GaAs, such as InGaAs, GaSb, InAlGaAs, etc..

The ability to integrate more than one segment on a chip is especially beneficial for telecom-wavelength devices, because the operating voltage of a single-junction device is limited by the bandgap of the absorbing material, which is in turn dictated by the operating wavelength. Hence, a longer-conversion wavelength results in lower per-segment voltage. A device targeting 1310 nm, for example, is limited to a voltage of less than 1 V per segment. For a device to output a usable voltage higher than this limit, one must adopt a multi-segment design. Current state-of-the-art PPCs that operate at a wavelength $>1 \mu m$ have only one segment. The lack of an existing multi-segment, telecom-wavelength device, which is optimized for monochromatic PV conversion, motivates a research project, PowerCom, with collaboration between the University of Ottawa and the University of Waterloo. This project aims to develop a high-efficiency, high-voltage, multi-segment device, using a quaternary alloy of InAlGaAs to operate at 1310 nm. This device will adopt the vertical-stack design similar to the world-record-efficiency device.

In 2001, Green showed that monochromatic PV conversion is 100% efficient at infinite input intensity using a detailed balance model. However, this model does not include the real-world effects such as finite device thickness, non-radiative recombination loss, and the offset between input photon energy and absorption bandgap. Furthermore, Green’s model does not capture the low-current high-voltage characteristics of the vertical multi-segment design. The lack of a model that includes these effects has motivated the work presented in this thesis. Detailed balance modeling is standard in
benchmarking the performance of PV devices. A detailed-balance model that is able to describe the real-world device is needed for not only benchmarking purposes, but also future efficiency improvement strategies. In this thesis, I extend Green’s model to include the important effects listed above and predict limiting efficiency in a set of device parameters and architectures.

1.2 Organization of Thesis

The thesis is divided into 7 Chapters. After the introduction, Chapter 2 discusses the photon absorption and emission process in semiconductor, and derive important results used in Chapter 3. Chapter 3 introduces the standard detailed balance theory for monochromatic PV conversion. This chapter provides information on Green’s detailed balance theory for monochromatic conversion. Chapter 4 discusses effects that are not included in standard, single-layer detailed balance theory: non-radiative recombination loss, luminescent coupling, and light trapping. Chapter 5 is comprised of a conference proceeding, presented at the 7th World Conference On Photovoltaic Energy Conversion. In this chapter, I discuss the extension to Green’s theory to include effects on input power density, non-radiative recombination, and offset between laser line and material absorption edge. This chapter also makes predictions for potential efficiency improvements and external radiative efficiency of the world-record-efficiency device in GaAs. Chapter 6 is a paper, which has been submitted to Journal of Applied Physics. In this chapter, I construct a detailed-balance-based theory to model vertically-stacked multi-segment photovoltaic devices. In Chapter 7, which is a conference proceeding, presented at the 46th IEEE Photovoltaic Specialists Conference, I discuss the potential efficiency achievable of the future InAlGaAs device, targeting operation at 1310 nm.
Chapter 2

Photon Absorption and Emission in Semiconductor

2.1 Microscopic Description of Optical Processes

In this section, I provide a microscopic description of optical processes, following the discussion in Reference [20]. The optical transition between valence and conduction band can be described by Fermi’s Golden Rule. For the purpose of this discussion, we assume an isotropic medium. We consider the case, in which the perturbation is due to a plane wave with frequency $\omega$, or equivalently, photon energy $E = h\omega$. Consider an initial state $|i\rangle$ at energy $E_i$ and a final state $|f\rangle$ at energy $E_f$. According to Fermi’s Golden Rule, the probability of transition per unit time from a filled $|i\rangle$ state to an empty $|f\rangle$ state is

$$p_{i \rightarrow f} = \frac{2\pi}{\hbar} \left| \langle i | \hat{H} | f \rangle \right|^2 \delta (E_f - E_i - E)$$

(2.1.1)

where $\hat{H}$ is the perturbing Hamiltonian, representing the coupling between the initial and final state due to the optical field. The Dirac-Delta function ensures conservation of energy: the energy of the photon is converted into the energy of the electron. For simplicity of notation, we define the modulus square of matrix element as $M$:

$$M = \frac{2\pi}{\hbar} \left| \langle i | \hat{H} | f \rangle \right|^2$$

(2.1.2)

By symmetry, the reverse process has the same matrix element:

$$\frac{2\pi}{\hbar} \left| \langle f | \hat{H} | i \rangle \right|^2 = \frac{2\pi}{\hbar} \left| \langle i | \hat{H} | f \rangle \right|^2 = M$$

(2.1.3)
Three optical processes can occur, as demonstrated in Figure 2.1.1. Relating to electrons in a semiconductor, they are:

1. absorption of a photon promotes an electron from valence band to conduction band (absorption)

2. a photon stimulates an emission of a photon while an electron in the conduction band relaxes to the valence band (stimulated emission)

3. spontaneous emission of a photon when an electron in the conduction band relaxes to the valence band.

For Process 1, the rate is obtained from summing over the transition probability between all occupied valence band states with energy $E_i$ and all empty conduction band states with energy $E_f$ that is higher than $E_i$ by $E$; this sum is then weighted by the available density of photon states, $n_\gamma(E)$. In the continuous limit, we transform the sum into an integral. Then the rate of number of photons absorbed per time per volume per energy is:

$$r_{abs}(E) = n_\gamma(E) \int \int d^3\vec{k}_i d^3\vec{k}_f M g_v(\vec{k}_i) g_c(\vec{k}_f) f_v[E_i(\vec{k}_i)] \left\{ 1 - f_c[E_f(\vec{k}_f)] \right\} \delta(E_f - E_i - E)$$

(2.1.4)

where $g_v(\vec{k}_i)$ and $g_c(\vec{k}_f)$ are the density of states in the valence and conduction band, respectively; $f_v[E_i(\vec{k}_i)]$ and $f_c[E_f(\vec{k}_f)]$ are the Fermi probability in the valence and conduction band, respectively. Now we consider the case when the perturbing Hamiltonian causes a stimulated emission (Process 2). The rate of this transition is calculated by summing over all occupied states in conduction band and all empty states in valence band:

$$r_{st}(E) = n_\gamma(E) \int \int d^3\vec{k}_i d^3\vec{k}_f M g_v(\vec{k}_i) g_c(\vec{k}_f) f_c[E_i(\vec{k}_i)] \left\{ 1 - f_v[E_f(\vec{k}_f)] \right\} \delta(E_f - E_i - E)$$

(2.1.5)
Since a photon interacting with the system can lead to either Process 1 or Process 2, the net absorption rate $r_a$ is the difference between the rate of Process 1 and Process 2:

$$r_a(E) = r_{\text{abs}}(E) - r_{\text{st}}(E)$$

$$r_a(E) = n\gamma(E) \int d^3k_i d^3k_f g_v(\mathbf{k}_i) g_c(\mathbf{k}_f) \left\{ f_v(E_i(\mathbf{k}_i)) - f_c(E_i(\mathbf{k}_i)) \right\} \delta(E_f - E_i - E)$$  \hspace{1cm} (2.1.6)

This expression for net absorption rate is later used to express absorption coefficient in Section 2.2.

The probability of a spontaneous emission event (Process 3) is governed by the same set of density of occupied and unoccupied states as in stimulated emission. The rate of spontaneous emission is this probability multiplied by the density of states of photons in the medium of refractive index $n$:

$$r_{\text{sp}}(E) = D\gamma(E) \int d^3k_i d^3k_f g_v(\mathbf{k}_i) g_c(\mathbf{k}_f) f_c(E_i(\mathbf{k}_i)) \delta(E_f - E_i - E)$$  \hspace{1cm} (2.1.7)

and

$$D\gamma(E) = \frac{n^3 E^2}{\pi^2 \hbar^4 c^2}.$$  \hspace{1cm} (2.1.8)

## 2.2 Beer-Lambert Absorption

Beer-Lambert law describes the attenuation of light intensity as it travels through a medium [20]. We consider a uniform medium and an optical field described by a superposition of plane waves; each plane wave has a frequency $\omega$, or, equivalently, photon energy $E = \hbar \omega$. Due to linearity of the optical field, we can consider the intensity individually in each bin of energy $E$ with bin width $dE$. We assume that the wavelength is much smaller than the length scale of the medium. The Beer-Lambert law states that the attenuation of the intensity at energy $E$ through a differential of the geometrical path length, $dx$, is proportional to the intensity itself:

$$dI(E, x) = -\alpha(E) I(E, x) \, dx$$  \hspace{1cm} (2.2.1)

The proportionality constant, $\alpha$, is called the absorption coefficient. In general, $\alpha$ is a function of $E$.

For the purpose of this thesis, our interest lies in the photon flux $\phi(E)$, which is related to intensity by:

$$\phi(E) = \frac{I(E)}{E}$$  \hspace{1cm} (2.2.2)
\( \phi \) is proportional to \( I \), so \( \phi \) is also described by the differential equation:

\[
d\phi (E, x) = -\alpha (E) \phi (E, x) \, dx.
\] (2.2.3)

Solving this equation, we obtain the photon flux as a function of the geometrical path length \( x \):

\[
\phi (E, x) = \phi_0 e^{-\alpha(E) x}.
\] (2.2.4)

Here, \( \phi_0 \) is the photon flux at \( x = 0 \). The photons that are not transmitted are absorbed:

\[
\phi_{\text{abs}} (E, x) = \phi_0 \left( 1 - e^{-\alpha(E) x} \right)
\] (2.2.5)

Hence, we define transmittance and absorbance:

\[
t (E, x) = e^{-\alpha(E) x}
\]

\[
a (E, x) = 1 - t (E, x).
\] (2.2.6)

Absorption coefficient is related to the complex refractive index \( \tilde{n} \), defined as:

\[
\tilde{n} = n + i\kappa.
\] (2.2.7)

According to basic electromagnetism theory, the absorption coefficient is [21]:

\[
\alpha = \frac{2\omega}{c} \kappa.
\] (2.2.8)

where \( c \) is the speed of light. This relation between absorption coefficient and the complex part of the refractive index allows for experimental measurement of absorption coefficient using ellipsometry, which measures both the real and complex part of refractive index [22]. For the calculations that involve \( \alpha \) in this work, I use experimentally measured values from either Reference [23] or ellipsometry experiments done by Meghan Beattie at the University of Ottawa.

Although, I use \( \alpha \) as an empirical quantity in this thesis, I still give a theoretical description of \( \alpha \) in a two-band pure crystal. This description is used to derive the emission rate under bias in Section 2.3.

Throughout this thesis, I neglect nonlinear effects. The two-photon absorption coefficients, \( \beta \), for GaAs, InP, GaInAs, InAsP, and AlGaAs are on the order of 10 cm/GW [24, 25, 26]. In PPCs, the laser power density is \( \lesssim 10^2 \) W/cm\(^2\). The linear absorption coefficient \( \alpha \) is on the order of \( 10^4 \)/cm. Therefore, we can ignore nonlinear absorptions in these materials in the context of PPCs.
According to Equation 2.2.1

\[ \alpha = -\frac{1}{I} \frac{dI}{dx} \]  

(2.2.9)

For a plane wave, the intensity is related to the cycle-averaged power density using the wave velocity, \( v \):

\[ I = \langle u \rangle v = \langle u \rangle \frac{c}{n} \]  

(2.2.10)

The intensity attenuation per distance is equal to the loss of cycle-averaged energy density per time:

\[ \frac{dI}{dx} = \frac{d\langle u \rangle}{dt} \]  

(2.2.11)

The loss of cycle-averaged energy density per time is equal to the rate of photon absorption multiplied by the energy of this photon:

\[ \frac{d\langle u \rangle}{dt} = -Er_a(E) \]  

(2.2.12)

Combining Equations 2.2.10, 2.2.9, 2.2.11 and 2.2.12 we express the absorption coefficient as:

\[ \alpha = \frac{n Er_a(E)}{c \langle u \rangle} \]  

(2.2.13)

Energy density divided by photon energy gives the density of photons:

\[ n_\gamma(E) = \frac{\langle u \rangle}{E} \]  

(2.2.14)

Hence,

\[ \alpha = \frac{n r_a(E)}{c n_\gamma(E)} \]  

(2.2.15)

Substituting the expression for \( r_a(E) \) in Equation 2.1.6 to 2.2.15 we obtain a microscopic description for absorption coefficient:

\[ \alpha(E) = \frac{n}{c} \int \int d^3\vec{k}_i d^3\vec{k}_f Mg_v \left( \vec{k}_i \right) g_c \left( \vec{k}_i \right) \left\{ f_v \left[ E_i \left( \vec{k}_i \right) \right] - f_c \left[ E_i \left( \vec{k}_i \right) \right] \right\} \delta \left( E_f - E_i - E \right) \]  

(2.2.16)

In a pure crystal, the bandgap of the material, \( E_g \), is defined as the smallest energy difference between a valence band state and a conduction band state. For all energy \( E < E_g \), no absorption or
emission occurs, and absorption coefficient is zero:

$$\alpha (E < E_g) = 0$$  \hfill (2.2.17)$$

In a direct bandgap semiconductor, where we conserve momentum in the optical transitions, the absorption coefficient rises as

$$\alpha_d (E) \propto (E - E_g)^{1/2},$$  \hfill (2.2.18)$$

whereas in an indirect bandgap material, the absorption coefficient is

$$\alpha_{id} (E) \propto (E - E_g)^2.$$  \hfill (2.2.19)$$

A two-band theory can only capture some features of the measured absorption coefficient. The solid line in Figure 2.2.1(a) is the measured absorption coefficient of GaAs, data obtained from Reference [23]. Empirically, the bandgap is extracted in measured absorption coefficient by fitting the region of the measured data that is described by 2.2.18 and extrapolating the fit to obtain the energy where the fitted absorption coefficient is zero. This energy is then defined as $E_g$.

It is common to approximate absorption coefficient as a Heaviside step function of energy in detailed balance calculations, which are discussed in Chapter 3. Now I demonstrate the difference in absorbance using measured $\alpha (E)$ and the step-function approximation. In Figure 2.2.1(a), I plot $\alpha (E)$ of GaAs as a function $E$, obtained from Reference [23] and with step function approximation choosing a value of $\alpha$.
Figure 2.3.1: Energy diagrams for electrons in the valence and conduction band (VB and CB). At short circuit, the device is not under bias, and there is only one Fermi level for the valence and conduction band. Under bias, each band has a different quasi-Fermi level. The difference in quasi-Fermi level equals the applied voltage, when the carriers have infinite mobility.

above bandgap equal to the measured $\alpha$ at $E = 1.494$ eV. In Figure 2.2.1(b), I plot the corresponding absorbance using both measured $\alpha$ and step-function approximation. In both cases, I choose a thickness so the absorbance at $E = 1.494$ eV is 0.99. The step-function approximation of absorption coefficient is useful in some models because of its simplicity. In Chapter 5, I use two types of $\alpha (E)$: (i) from Reference 23, and (ii) step-function absorbance. We see in Figure 5.3.3 that the device efficiency predicted with these two $\alpha (E)$ does not differ much from each other. This small difference justifies using step-function $\alpha (E)$ in Chapter 6 and 7.

2.3 Spontaneous Emission Under Bias

In this section, I derive the rate of spontaneous emission $r_{sp} (E)$ in a semiconductor under bias in dark, i.e., with no external optical input. I follow the derivation in Reference 27. When the system is under bias, the conduction band electrons and the valence band holes are not in thermal equilibrium with each other. However, we assume that the inter-band transitions are much slower than intra-band transitions. Therefore, in steady state, the carriers in each band are in equilibrium with the carriers in the same band. We call this state quasi-equilibrium 23. In this quasi-equilibrium, the Fermi levels of valence and conduction band separate, as demonstrated in Figure 2.3.1. These Fermi levels are called quasi-Fermi levels. We define $\mu_v$ and $\mu_c$ as the quasi-Fermi level of valence band and conduction band, respectively. Then the occupation probability of electrons in each band according to Fermi-Dirac statistics is

\[
    f_v (\epsilon) = \frac{1}{e^{(\epsilon - \mu_v)/kT} + 1} \tag{2.3.1a}
\]
\[
    f_c (\epsilon) = \frac{1}{e^{(\epsilon - \mu_c)/kT} + 1} \tag{2.3.1b}
\]
where $k$ is Boltzmann constant, and $T$ is the temperature. For simplicity of notation, we define the density of occupied and unoccupied states in valence and conduction band:

$$
\begin{align*}
    n_{v,c}^o (\epsilon) &= D_{v,c} (\epsilon) f_{v,c} (\epsilon) \quad (2.3.2a) \\
    n_{v,c}^u (\epsilon) &= D_{v,c} (\epsilon) [1 - f_{v,c} (\epsilon)], \quad (2.3.2b)
\end{align*}
$$

where $D_{v,c}$ are the density of states of valence and conduction band.

At equilibrium, the detailed balance condition requires that the rate of net absorption is equal to the rate of spontaneous emission at every $E$:

$$
r_{sp} (E) = r_a (E) = r_{abs} (E) - r_{st} (E) . \quad (2.3.3)
$$

Using the definition of absorption coefficient in terms of $r_a (E)$ in Equation 2.2.15. The rate of spontaneous emission is:

$$
r_{sp} (E) = \alpha c n_\gamma (E) . \quad (2.3.4)
$$

Hence, in order to calculate $r_{sp} (E)$, we need to obtain an expression for $n_\gamma (E)$, which is the photon density in the medium at equilibrium. Recall from Section 2.2 that the rates of absorption, stimulated emission and spontaneous emission are:

$$
\begin{align*}
    r_{abs} (E) &= n_\gamma (E) \int dE_i M n_{v_u}^v (E_i) n_{u_o}^c (E_i + E) \\
    r_{st} (E) &= n_\gamma (E) \int dE_i M n_{u_u}^v (E_i) n_{v_o}^c (E_i + E) \\
    r_{sp} (E) &= D_{\gamma} (E) \int dE_i M n_{u_u}^v (E_i) n_{v_o}^c (E_i + E)
\end{align*}
$$

The density of photon states in a cavity, $D_{\gamma} (E)$, is discussed previously, in Equation 2.1.8. We obtain an expression for $n_\gamma (E)$ in terms of $D_{\gamma} (E)$ by substituting Equation (2.3.5) into the detailed balance condition in Equation (2.3.3):

$$
n_\gamma (E) \int dE_i M n_{u_u}^v (E_i) n_{v_o}^c (E_i + E) - n_\gamma (E) \int dE_i M n_{v_u}^v (E_i) n_{v_o}^c (E_i + E) = D_{\gamma} (E) \int dE_i M n_{u_u}^v (E_i) n_{v_o}^c (E_i + E) \quad (2.3.6)
$$

Isolating $n_\gamma (E)$, we get

$$
n_\gamma (E) = \frac{D_{\gamma} (E) \int dE_i M n_{u_u}^v (E_i) n_{v_o}^c (E_i + E)}{\int dE_i M n_{u_u}^v (E_i) n_{v_o}^c (E_i + E) \left[ \frac{n_{v_o}^c (E_i) n_{v_o}^c (E_i + E)}{n_{v_o}^c (E_i) n_{v_o}^c (E_i + E)} - 1 \right]} . \quad (2.3.7)
$$

We can simplify the quantity inside the square bracket on the denominator of Equation 2.3.7 us-
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Equations (2.3.1) and (2.3.2):

\[
\frac{n_v^c (E_i)}{n_v^c (E_i + E)} - 1 = e^{(E - \mu)/kT} - 1
\]  

(2.3.8)

where \( \mu \) is the difference between conduction and valence band quasi-Fermi levels:

\[
\mu = \mu_c - \mu_v.
\]  

(2.3.9)

When carriers have infinite mobility, this quasi-Fermi level splitting is related to the applied voltage across the semiconductor by elementary charge \( q \):

\[
\mu = qV.
\]  

(2.3.10)

The quantity inside the square bracket on the denominator of Equation 2.3.7 does not depend on the integration variable \( E_i \), so we can cancel out the integrals on the numerator and the denominator. Then, Equation 2.3.7 becomes:

\[
n_{\gamma} (E) = \frac{D_{\gamma} (E)}{e^{(E - \mu)/kT} - 1}.
\]  

(2.3.11)

Substituting the expression for the density of states of photons in Equation 2.1.8 into Equation 2.3.11, we obtain the explicit expression for \( n_{\gamma} (E) \):

\[
n_{\gamma} (E) = \frac{8\pi n^3}{h^3 c^3} \frac{E^2}{e^{(E - \mu)/kT} - 1}.
\]  

(2.3.12)

Substituting this expression of \( n_{\gamma} (E) \) into Equation 2.3.4, we arrive at an expression for spontaneous emission rate in terms of \( \mu \) and \( \alpha \):

\[
r_{sp} (E) = \alpha n^2 \frac{8\pi}{h^3 c^3} \frac{E^2}{e^{(E - \mu)/kT} - 1}.
\]  

(2.3.13)

With the assumptions in this derivation, the emission is isotropic in all angles. Then we can divide \( r_{sp} (E) \) by the solid angle of an entire sphere to obtain the emission rate per solid angle, in the dimension of number per volume per time per energy per solid angle:

\[
S (E) = \frac{r_{sp} (E)}{4\pi} = \alpha n^2 \frac{2}{h^3 c^3} \frac{E^2}{e^{(E - \mu)/kT} - 1}.
\]  

(2.3.14)

The importance of this result is that, if we take \( \alpha \) and \( n \) as empirical values, the emission rate only depends on the applied voltage of the device, and does not depend on the band structure or the individual quasi-Fermi Levels.
2.4 Generalized Planck Spectrum

In this section, I follow Reference [27] to discuss a generalized Kirchhoff’s Law of non-thermal radiation, which gives an expression for an energy-resolved photon flux emitted out of a slab under bias. This concept is an important part of the detailed balance theory for PV devices, discussed in Chapter 3.

Consider a slab of material with infinite area and finite thickness of $L$, as shown in Figure 2.4.1. The slab has a refractive index of $n$. On both sides of the slab is air, with a refractive index of $n_e$. We first derive the solid-angle-integrated photon current density inside this slab in the $x$-direction, which is the direction normal to the surface of the slab. We consider $x = 0$ on one side of the slab and $x = L$ on the other side. We define $\theta$ as the angle between the direction of photon propagation and $\hat{x}$ inside the slab. The system is isotropic in the azimuthal angle, $\varphi$. From Equation 2.3.14, we have the knowledge of the rate of photon emission per solid angle:

$$S (E) = \frac{r_{sp} (E)}{4\pi}.$$

(2.4.1)

As shown in Figure 2.4.1, we consider photon current density at energy $E$ and location $x$, $j_{\gamma} (E, x)$, traveling in the $\hat{x}$-direction. This photon current is due to internal radiation. We start by considering radiation due to a differential volume $dV = dAdx$ inside the slab. $dA$ is the surface parallel to the surface of the slab. Spontaneous emission from $dV$ contributes to the photon current at an amount of

$$d\Omega dA_{0} dx \frac{r_{sp} (E)}{4\pi}$$

(2.4.2)

where $d\Omega = \sin \theta d\theta d\varphi$ is the solid angle. According to Lambert’s Cosine Law, the effective area of emission $dA_{0}$ at an angle of $\theta$ is weighted by $\cos \theta$ as:

$$dA_{0} = dA \cos \theta$$

(2.4.3)

This cosine weighting is to ensure that the number of photons emitted from this area per solid angle is the same in all $\theta$. We integrate Equation 2.4.2 over the solid angle of the hemisphere facing $x$-direction. Then we divide the result with $dA$ to obtain the contribution to photon current density due
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Figure 2.4.1: A slab of material in dark. $\hat{x}$ is the direction normal to the surface of the slab. $\theta$ is the angle between the direction of propagation and $\hat{x}$ inside the slab. $\varphi$ is the azimuthal angle. $j_\gamma (x)$ is the solid-angle-integrated photon current density in the direction of $\hat{x}$ and $j_{\text{rad}}$ is the photon current density emitted out of the device.

to spontaneous emission in $dV$:

$$
\frac{d j_{\gamma}^{\text{sp}} (E, x)}{dx} = \int_{\text{hemisphere}} \cos \theta d\Omega dx \frac{r_{\text{sp}} (E)}{4\pi}
$$

$$
\frac{d j_{\gamma}^{\text{sp}} (E, x)}{dx} = 2\pi \int_0^{\pi/2} \cos \theta \sin \theta d\theta dx \frac{r_{\text{sp}} (E)}{4\pi}
$$

$$
\frac{d j_{\gamma}^{\text{sp}} (E, x)}{dx} = \frac{1}{4} r_{\text{sp}} (E)
$$

Other than contributing to photon current, the differential volume $dV$ also absorbs photon at a rate of $r_a (E)$. We know from Equation 2.2.15:

$$
r_a (E, x) = \alpha (E) j_\gamma (E, x)
$$

Therefore, the loss of photon current density due to absorption in $dV$ is

$$
\frac{d j_\gamma^a (E, x)}{dx} = -\alpha j_\gamma (E, x)
$$

(2.4.4)

The continuity equation of $j_\gamma (E)$ is then:

$$
\frac{d j_\gamma (E, x)}{dx} = \frac{d j_{\gamma}^{\text{sp}} (E, x)}{dx} + \frac{d j_{\gamma}^a (E, x)}{dx}
$$

$$
\frac{d j_\gamma (E, x)}{dx} = \frac{1}{4} r_{\text{sp}} (E) - \alpha (E) j_\gamma (E, x)
$$

(2.4.5)

It is necessary to know the initial condition to solve Equation 2.4.5. The initial condition depends on the the internal reflectance at the left and the right surface. We define the internal reflectance at both surface to be $R'$. Using symmetry, the initial condition is $j_\gamma (E, 0) = R' j_\gamma (E, L)$. With this
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initial condition, the solution to Equation (2.4.5) is:

\[
  j_{\gamma}(E, x) = \frac{r_{sp}(E)}{4\alpha(E)} \frac{1 - e^{-\alpha(E)x} - R'(e^{-\alpha L} - e^{\alpha x})}{1 - R'e^{-\alpha L}}.
\]  

(2.4.6)

Evaluating at \(x = L\), we obtain:

\[
  j_{\gamma}(E, L) = \frac{r_{sp}(E)}{4\alpha(E)} \frac{1 - e^{-\alpha(L)}}{1 - R'e^{-\alpha L}}.
\]  

(2.4.7)

Out of all photons reaching the right surface, only \((1 - R')\) of them are transmitted to the outside. Here we define external transmittance, \((1 - R)\), which describes photon transmission from the external into the slab. The internal transmittance is related to the external transmittance by the refractive index contrast:

\[
  (1 - R') = \frac{n_e^2}{n^2} (1 - R)
\]  

(2.4.8)

where \(n_e\) is the refractive index of the external and \(n\) is the refractive index of the slab. Combining Equations (2.3.13), (2.4.7) and (2.4.8), the photon current density emitted to the outside of the slab is:

\[
  j_{rad}(E) = a(E) \frac{2\pi}{\hbar^3 c^2} \frac{E^2}{e^{E - \mu}/kT - 1}
\]  

(2.4.9)

where the absorbance is defined as:

\[
  a(E) = \frac{(1 - R) (1 - e^{-\alpha(E)L})}{1 - R'e^{-\alpha(E)L}}
\]  

(2.4.10)

Note that at \(\mu = 0\), i.e., when the device is not under bias, then we recover the Planck spectrum for black body radiation. Therefore, Equation (2.4.9) is called the generalized Planck spectrum. This result allows us to obtain the photon emission rate from the surface of a slab of material, without needing to take care of the internal details. This convenience is then exploited in detailed balance theories for PV, as discussed in Chapters 3 and 5. Sometimes, the internal structures are of concerns, then one uses the local emission rate in Equation (2.3.14) and model the internal structure separately, for example in Reference [28]. Chapters 6 and 7 use this approach.
Chapter 3

Detailed Balance Theory of
Monochromatic PV Conversion

The detailed balance formalism allows calculation of the limiting efficiency of PV devices. The theory was first developed by Shockley and Quisser for solar cells [29]. This chapter discusses an analogous formalism for monochromatic PV conversion. This monochromatic theory was developed by Green [19]. I follow Green’s derivation in this chapter for an expression for efficiency using dimensionless, figure-of-merit-like quantities. In Reference [19], the author gives an expression of limiting efficiency in the case of a Dirac-Delta absorbance at the bandgap. The author claims that with both Delta absorbance and step-function absorbance, the efficiency is 100% when the incident intensity approaches infinity. Step-function absorption is a more general case and is used in the extension of Reference [19], in Chapter 5. Therefore, in this chapter, I give derivations only with step-function absorbance, and verify the claim in Reference [19] that the limiting efficiency is indeed 100%.

3.1 Detailed Balance Condition

The detailed balance condition states that the rate of carriers extracted per area is equal to the rate of carriers created per area minus the rate of carriers lost per area:

\[ J = J_{\text{in}} - J_{\text{loss}} \]  

(3.1.1)

We assume that one photon excites only one electron-hole pair, and one electron-hole pair recombines to produce only one photon. In principle, recombination event can be radiative or non-radiative. In this chapter, we assume all recombination is radiative. In Chapter 4.1 we discuss a method to incorporate
non-radiative effects. We further assume that all carriers have infinite mobility leading to spatially uniform quasi-Fermi level splitting throughout the device. With these assumptions and conditions, we can relate current density and photon fluxes using Equation 3.1.1. In particular, collected current density is equal to the photon flux absorbed in the device minus the photon flux emitted out of the device:

\[ \frac{J}{q} = \dot{N}_{\text{abs}} - \dot{N}_{\text{out}} \]  

(3.1.2)

where \( q \) is the elementary charge. Both the absorption and emission of photon flux depends on the absorbance of the device. The number of photons that enter the cell is the sum of the incident photon flux from the narrow-band source, \( \dot{n}(E) \), and thermal radiation from the ambient at room temperature, \( \dot{n}_{\text{amb}}(E) \). So the number of photons absorbed in the cell is

\[ \dot{N}_{\text{abs}} = \int_{E_g}^{\infty} dE \int_{0}^{2\pi} d\varphi \int_{0}^{\pi/2} \sin \theta \cos \theta d\theta \left( \dot{n}(E) + \dot{n}_{\text{amb}}(E) \right) \]  

(3.1.3)

We assume that the ambient shares the same temperature as the cell, and it follows the black body spectrum, i.e.,

\[ \dot{n}_{\text{amb}} = \frac{2}{\hbar^3 c^2} \frac{E^2}{e^{E/kT} - 1} \]  

(3.1.4)

We know \( \dot{N}_{\text{out}} \) from Equation 2.4.9. Hence, the current density is:

\[ \frac{J(V)}{q} = \int_{E_g}^{\infty} dE \int_{0}^{2\pi} d\varphi \int_{0}^{\pi/2} \sin \theta \cos \theta d\theta \left[ \dot{n}(E) + \frac{2}{\hbar^3 c^2} \frac{E^2}{e^{E/kT} - 1} - \frac{2}{\hbar^3 c^2} \frac{E^2}{e^{(E-qV)/kT} - 1} \right] a(E) \]  

(3.1.5)

where \( a(E) \) is the absorbance. By integrating \( dE \) from \( E_g \) to infinity, we assume no sub-bandgap absorption, i.e., \( a(E) = 0 \) for all \( E < E_g \).

### 3.2 Boltzmann Approximation

Under Boltzmann approximation, Equation 3.1.5 gives the ideal diode equation. At room temperature, \( kT \simeq 0.025 \text{ eV} \), and in common PV materials, \( E_g \simeq 1 \text{ eV} \), so \( E_g \gg kT \). In Equation 3.1.5 since we
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integrate energy from $E_g$ to infinity, the second term is then approximately:

$$\frac{2}{\hbar^3 c^2} \frac{E^2}{e^{E/kT} - 1} \approx \frac{2}{\hbar^3 c^2} \frac{E^2}{e^{E/kT}}.$$  \hspace{1cm} (3.2.1)

Similarly, in the case where the operating voltage is well below the bandgap, i.e., $E_g - qV \gg kT$, the third term becomes:

$$\frac{2}{\hbar^3 c^2} \frac{E^2}{e^{(E-qV)/kT} - 1} = \frac{2}{\hbar^3 c^2} \frac{E^2}{e^{E/kT} e^{qV/kT}}.$$ \hspace{1cm} (3.2.2)

Hence, Equation 3.1.5 can be written as:

$$J(V) = J_{in} - J_0 \left( e^{qV/kT} - 1 \right)$$ \hspace{1cm} (3.2.3)

where we define the reverse-saturation current $J_0$ as

$$J_0 = \frac{2}{\hbar^3 c^2} \int_{E_g}^{\infty} \alpha(E) \frac{E^2 dE}{e^{E/kT}}.$$ \hspace{1cm} (3.2.4)

For a device in dark, i.e., $J_{in} = 0$, Equation 3.1.5 recovers the ideal-diode equation. We can consider the current-voltage characteristics of a PV device in an equivalent circuit, as demonstrated in Figure 3.1.5. $J_{in}$ is the equivalent current source, while the PV device acts as a diode. In fact, it is common to use the ideality factor, $n_d$, for the diode equation to better describe the device. With $n_d$, the dark current is:

$$J_{dark} = J_0 \left( e^{qn_d V/kT} - 1 \right).$$ \hspace{1cm} (3.2.5)

An ideal diode has an ideality factor of $n_d = 1$. It is also common to use more than one diodes with different $n_d$ for describing voltage-dependent effects.

The equivalent-circuit model is not accurate when $E_g - qV$ is comparable to $kT$. In this case, we have to work in the full degenerate limit as in Equation 3.1.5. As shown in Section 3.3, the optimal operating voltage increases as the incident flux increases. Hence, the full detailed balance formalism in the degenerate case is needed at high input intensity.

3.3 Limiting Efficiency of Monochromatic Conversion

In this section, we work in the opposite limit of Boltzmann approximation. For large incident flux from the source, the photon flux due to thermo-radiation from the ambient at room temperature is negligible. Then we can omit the second term in Equation 3.1.5 and the detailed balance condition
becomes:

\[
\frac{J(V)}{q} = \int_{E_g}^{\infty} dE \int_0^{2 \pi} d\varphi \int_0^{\pi/2} \sin \theta \cos \theta d\theta \left[ \hat{n}(E) + \frac{2}{h^3 c^2} \frac{E^2}{e^{(E-qV)/kT} - 1} \right] a(E) \tag{3.3.1}
\]

The efficiency of the device can be written as a function of voltage:

\[
\eta(V) = \frac{J(V) V}{N E_g} \tag{3.3.2}
\]

where we define the total incident flux:

\[
\dot{N} = \int_{E_g}^{\infty} dE \int_0^{2 \pi} d\varphi \int_0^{\pi/2} \sin \theta \cos \theta d\theta \dot{n}(E). \tag{3.3.3}
\]

Here, we work in the monochromatic limit, i.e., all incident photons have the same energy \(E_s\). The current density \(J(V)\) decreases with increasing \(V\). Hence, there exists a maximum \(\eta\) with respect to \(V\). The optimized voltage, \(V_{mp}\), is commonly known as the voltage at maximum power.

We work in the scenario that gives the highest efficiency. We consider a slab of material with infinite thickness, so all incident photons with energy above the bandgap are absorbed, i.e., \(a(E)\) is a Heaviside step function in energy. All absorbed photons that have an energy larger than \(E_g\) suffers from thermalization loss. Hence, for minimal loss, we require \(E_s = E_g\). Furthermore, if the device can only emit into angles less than \(\theta_r\) from the surface normal, the emission solid angle is:

\[
\Delta \Omega = \int_0^{2 \pi} d\varphi \int_0^{\theta_r} \sin \theta \cos \theta d\theta \tag{3.3.4}
\]

The emission solid angle has a range of \(\Delta \Omega \in [0, \pi]\). Any value smaller than \(\pi\) can be obtained using a concentrator. Under the above conditions, Equation \(3.3.1\) reduces to

\[
\frac{J(V)}{q} = \dot{N} - \frac{2 \Delta \Omega}{h^3 c^2} \int_{E_g}^{\infty} \frac{E^2 dE}{e^{(E-qV)/kT} - 1} \tag{3.3.5}
\]

We can expand the Bose integral using polylogarithms to bracket the value of this integral \[30\]. Generally, we can expand a Bose-Einstein integral with a finite lower limit into \(j+1\) terms. We consider the integral of the form:

\[
I_j(\epsilon, \mu) = \frac{1}{\Gamma(j+1)} \int_{\epsilon}^{\infty} \frac{E^j dE}{e^{E-\mu} - 1} \tag{3.3.6}
\]

where \(\Gamma(z)\) is the Gamma function, defined as:

\[
\Gamma(z) = \int_0^{\infty} x^{z-1} e^x dx. \tag{3.3.7}
\]
We expand \( I_j(\epsilon, \mu) \) in terms of \( I_j(0, \mu - \epsilon) \), which, by definition, is the Bose integral with integration limit of 0 to infinity:
\[
I_j(\epsilon, \mu) = \sum_{k=0}^{j} \frac{e^{j-k}}{(j-k)!} I_j(0, \mu - \epsilon). \tag{3.3.8}
\]

For negative \( \mu \), \( I_j(0, \mu) \) can be expanded in an infinite series, which converge to polylogarithm functions, \( \text{Li}_j(x) \):
\[
I_j(0, \mu) = \text{Li}_{j+1}(e^{\mu}) \tag{3.3.9}
\]

where \( \text{Li}_j(x) \) are defined as:
\[
\text{Li}_j(x) = \sum_{k=1}^{\infty} \frac{x^k}{k^j}. \tag{3.3.10}
\]

Combining Equations (3.3.6), (3.3.8) and (3.3.9), we have
\[
I_j(\epsilon, \mu) = \sum_{k=0}^{j} \frac{e^{j-k}}{(j-k)!} \text{Li}_{j+1}(e^{\mu-\epsilon}). \tag{3.3.11}
\]

Here, we are interested in the second order, i.e., \( j = 2 \). Using Equation 3.3.11, we pull out \( \frac{\epsilon^2}{2} \text{Li}_1(e^{\mu-\epsilon}) \),

and we have:
\[
I_2(\epsilon, \mu) = \frac{\epsilon^2}{2} \text{Li}_1(e^{\mu-\epsilon}) \left[ 1 + \frac{2}{\epsilon} \frac{\text{Li}_2(e^{\mu-\epsilon})}{\text{Li}_1(e^{\mu-\epsilon})} + \frac{2}{\epsilon^2} \frac{\text{Li}_2(e^{\mu-\epsilon})}{\text{Li}_1(e^{\mu-\epsilon})} \right]. \tag{3.3.12}
\]

We observe the following:
\[
\text{Li}_1(e^{\mu-\epsilon}) = \ln \left[ \frac{1}{1 - e^{\mu-\epsilon}} \right], \tag{3.3.13}
\]

and for \( \mu - \epsilon < 0 \),
\[
0 < \frac{\text{Li}_2(e^{\mu-\epsilon})}{\text{Li}_1(e^{\mu-\epsilon})} < 1
\]
\[
0 < \frac{\text{Li}_3(e^{\mu-\epsilon})}{\text{Li}_1(e^{\mu-\epsilon})} < 1.
\]

Therefore, we can define an \( f \) factor:
\[
f = \left[ 1 + \frac{2}{\epsilon} \frac{\text{Li}_2(e^{\mu-\epsilon})}{\text{Li}_1(e^{\mu-\epsilon})} + \frac{2}{\epsilon^2} \frac{\text{Li}_2(e^{\mu-\epsilon})}{\text{Li}_1(e^{\mu-\epsilon})} \right]. \tag{3.3.14}
\]

\( f \) is constrained:
\[
1 \leq f \leq \left[ 1 + \frac{2}{\epsilon} + \frac{2}{\epsilon^2} \right]. \tag{3.3.15}
\]

Using this result, the second term in Equation 3.3.5 becomes:
\[
\frac{2\Delta\Omega}{h^3c^2} \int_{E_g}^{\infty} \frac{E^2 dE}{e^{(E-qV)/kT} - 1} - \frac{2\Delta\Omega}{h^3c^2} \frac{kT}{E_g} \ln \left[ \frac{1}{1 - e^{(qV-E_g)/kT}} \right] f. \tag{3.3.16}
\]
where we have $\epsilon = \frac{E_g}{kT}$. Since $kT$ at room temperature is 0.024 eV, for semiconductors with bandgap $E_g \approx 1$eV, $f$ must be quite close to 1. We further define normalized intensity $i$ and normalized voltage $y$:

\begin{align*}
    i &= \left(\frac{\hbar^2 c^2}{2}\right) \frac{\dot{N}}{E_g \Delta \Omega (kT)} \quad (3.3.17) \\
    y &= e^{(E_g - qV)/kT} - 1, \quad (3.3.18)
\end{align*}

which are both dimensionless. Then, using Equations (3.3.2), (3.3.5) and (3.3.16) to (3.3.18), we obtain a compact expression for efficiency:

\begin{equation}
    \eta = \left[1 - \frac{kT}{E_g} \ln (y + 1)\right] \left[1 - \frac{f}{i} \ln \left(\frac{y+1}{y}\right)\right] \quad (3.3.19)
\end{equation}

Following the strategy in Reference [19], I find the limiting efficiency by setting the derivative of $\eta(y)$ with respect to $y$ to zero. Here, we consider the limit where the incident photon flux is very large. In this limit, and the optimum voltage is very close to the bandgap, i.e., $E - qV \ll kT$, which is equivalent to $y \ll 1$. We expand $\eta$ and $\frac{d\eta}{dy}$ in Maclaurin series of $y$ and keep only the first term. Then, the optimal $\eta$ is

\begin{equation}
    \eta_{mp} = 1 - \frac{f}{i} \ln \left[\frac{kT}{E_g} W\left(\frac{E_g}{kT} e^{1+i/f}\right)\right] \quad (3.3.20)
\end{equation}

where $W(z)$ is the Lambert W function, defined as

\begin{equation}
    x = W(xe^x). \quad (3.3.21)
\end{equation}

In the limit of $i \to \infty$, $\eta_{mp}$ is 1.

This result indicates that the limiting efficiency for monochromatic energy conversion is 100%, and the efficiency only depends on the the normalized intensity $i$, when $E_s = E_g$, mobilities are infinite, and the device has no non-radiative recombination. As in Equation (3.3.17) reducing $\dot{N}$ is equivalent to increasing $\Delta \Omega$ by the same amount. Hence, an efficiency of 100% is achievable at infinite input intensity or at zero emission angle.

Note a few of assumptions we make to ensure maximum efficiency: (i) the energy of the incident photon aligns with the bandgap of the material, i.e., $E_s = E_g$, (ii) all recombination is radiative, and (iii) the device is infinitely thick so all incident photons are absorbed. None of these assumptions holds true in real devices. First of all, real devices suffer from non-radiative recombination loss. To study this loss, one can modify this detailed balance theory by including radiative efficiency. This technique is discussed in Chapter 4.1. In Chapter 5, which is an extension of this chapter, I will demonstrate the
effect of non-radiative recombination loss on efficiency. Secondly, real devices are usually designed to absorb 98%-99% of the incident photons, which are at an energy slightly larger than the bandgap. This design principle is to limit device thickness, because absorption coefficient at the bandgap is smaller than that at energy larger than the bandgap, as demonstrated in Figure 2.2.1 so for the same device thickness, fewer photons with energy at the bandgap are absorbed compared to those with higher energy. The efficiency loss due to incomplete absorption is called transparency loss. On the other hand, all photons with $E_s > E_g$ suffer from thermalization loss. Therefore, there is a trade-off between transparency and thermalization loss. I study this trade-off in Chapter 5.
Chapter 4

Beyond Radiative Single-Layer Detailed Balance Theory

In this chapter, I discuss some of the important effects in PV that are not included in a radiative, single-layer detailed balance theory, as discussed in Chapter 3. I also discuss the existing methods for incorporating such effects into the theory.

4.1 Non-Radiative Recombination Loss

Non-radiative recombination loss constitutes a large part of efficiency loss in PV devices. The detailed balance theory discussed in Chapter 3 considers only loss due to radiative recombination. In this section, I discuss the strategy of using internal and external radiative efficiency in the detailed balance formalism.

We can modify Equation 3.1.2 to include carrier loss due to non-radiative recombination. The modified detailed balance condition is then:

$$\frac{J}{q} = \dot{N}_{\text{abs}} - \dot{N}_{\text{out}} - \dot{N}_{\text{nr}}.$$  \hspace{1cm} (4.1.1)

The first two terms are the same as in Equation 3.1.2 and \( \dot{N}_{\text{nr}} \) is the number of carriers lost due to non-radiative recombination per time per area. Note that \( \dot{N}_{\text{nr}} \) has the same dimension as the photon flux emitted out of the device, \( \dot{N}_{\text{out}} \). We know the functional form of \( \dot{N}_{\text{out}} \) in terms of voltage. To obtain information on \( \dot{N}_{\text{nr}} \), we have two options. The first option involves modeling the rate for each non-radiative recombination process. The second option is to use an experimentally-measurable quantity, external radiative efficiency, \( \eta_{\text{ext}} \). For the purpose of a detailed-balance formalism, we use
the second approach to evaluate non-radiative loss. $\eta_{\text{ext}}$ describes the ratio of the number of photons emitted out of the device to the number of all carriers lost:

$$\eta_{\text{ext}} = \frac{\dot{N}_{\text{out}}}{\dot{N}_{\text{out}} + \dot{N}_{\text{nr}}}.$$  

(4.1.2)

Hence, Equation (4.1.1) can be rewritten as

$$\frac{J}{q} = \dot{N}_{\text{abs}} - \frac{1}{\eta_{\text{ext}}} \dot{N}_{\text{out}}.$$  

(4.1.3)

With this expression, we can take $\eta_{\text{ext}}$ as an independent parameter in a detailed-balance model, and proceed to calculate the maximum efficiency using the approach discussed in Chapter 3. In Chapter 5 I discuss this modification.

In principle, $\eta_{\text{ext}}$ depends on both voltage and current density. However, it is common to treat $\eta_{\text{ext}}$ as a voltage-independent material property. The value of $\eta_{\text{ext}}$ is often measured at open-circuit [31]. Reference [31] reports the state-of-the-art $\eta_{\text{ext}}$ values for solar cells. The best $\eta_{\text{ext}}$ reported is over 20% for a GaAs cell.

$\eta_{\text{ext}}$ gives a convenient way to evaluate open-circuit voltage drop due to non-radiative recombination loss. From Equation 2.4.9 recall that

$$\dot{N}_{\text{out}} = 2\hbar^3 c^2 \int dE \int d\Omega \frac{a(E) E^2 e^{E/qV}/kT - 1}{e^{(E-qV)/kT} - 1}.$$  

(4.1.4)

Assuming $E \gg qV$, we use Boltzmann approximation and express $\dot{N}_{\text{out}}$ as

$$\dot{N}_{\text{out}} = J_0 e^{qV/kT}.$$  

(4.1.5)

where

$$J_0 = \frac{2}{\hbar^3 c^2} \int dE \int d\Omega a(E) E^2 e^{E/kT}.$$  

(4.1.6)

With this definition, we rewrite Equation (4.1.3) as

$$\frac{J}{q} = \dot{N}_{\text{abs}} - \frac{1}{\eta_{\text{ext}}} J_0 e^{qV/kT}.$$  

(4.1.7)

At open-circuit, $J = 0$, and we have

$$V_{\text{oc}} = V_{\text{oc}}^{\text{rad}} - \frac{kT}{q} \ln \frac{1}{\eta_{\text{ext}}}.$$  

(4.1.8)
where

\[ V_{\text{rad}} = \frac{kT}{q} \ln \frac{\dot{N}_{\text{abs}}}{J_0} \]  

(4.1.9)

is the open-circuit voltage in the radiative limit. We see from Equation 4.1.8 that \( V_{\text{oc}} \) decreases logarithmically with \( \eta_{\text{ext}} \). Hence, \( \eta_{\text{ext}} \) gives a direct and simple way of quantifying material quality in a PV device.

However, \( \eta_{\text{ext}} \) does not only depend on material quality. Device geometry also determines the value of \( \eta_{\text{ext}} \). I explain the reason after defining the internal radiative efficiency, which expresses the local probability of a radiative recombination occurring:

\[ \eta_{\text{int}} = \frac{r_{\text{rad}}}{r_{\text{rad}} + r_{\text{nr}}} \]  

(4.1.10)

where \( r_{\text{rad}} \) is the radiative recombination rate and \( r_{\text{nr}} \) is the non-radiative recombination rate. \( \eta_{\text{int}} \) only depends on material quality. In general, \( \eta_{\text{int}} \) can also depend on voltage and current-density, just like \( \eta_{\text{ext}} \) does. However, in the virtue of simplicity for detailed-balance theories, it is common to take \( \eta_{\text{int}} \) as an independent parameter. In the definition of \( \eta_{\text{int}} \), at a given radiative-recombination rate, the total non-radiative recombination loss of current density scales as \( \left( \frac{1}{\eta_{\text{int}}} - 1 \right) L \), where \( L \) is the thickness of the device.

Now we connect the concepts of \( \eta_{\text{int}} \) and \( \eta_{\text{ext}} \). First, we consider the radiative limit where \( \eta_{\text{int}} = 1 \) and the device has an ideal back reflector. In this case, we have to have \( \eta_{\text{ext}} = \eta_{\text{int}} = 1 \), because the current loss is equal to the number of photons emitted out of the cell. It is, however, possible that \( \eta_{\text{ext}} < 1 \) even in the radiative limit. An example is a device with an absorbing substrate. All photons emitted into the substrate are loss. The number of photons emitted out of the cell from the top surface is therefore smaller than the current density loss. Hence, in this case, \( \eta_{\text{ext}} < 1 \) even in the radiative limit. Now we consider the case with \( \eta_{\text{int}} < 1 \). A photon emitted at one location inside a cell can be reabsorbed and reemitted many times before this photon reaches out of the cell. Every time the photon is reabsorbed, it has only a probability of \( \eta_{\text{int}} \) to be reemitted. The number of reabsorption and reemission events before the photon reaches out of the cell depends on the optical thickness as well as internal reflectivity of the device. Therefore, \( \eta_{\text{int}} \) is usually many times larger than \( \eta_{\text{ext}} \). Hence, we conclude that while \( \eta_{\text{int}} \) only depends on material quality, \( \eta_{\text{ext}} \) depends on both material quality and device geometry. Reference [28] describes an \( \eta_{\text{int}} \)-to-\( \eta_{\text{ext}} \) mapping using a statistical ray-optic method, that is able to consider device geometry.

The value of using \( \eta_{\text{int}} \) instead of \( \eta_{\text{ext}} \) is precisely because \( \eta_{\text{int}} \) is independent of device geometry. Hence, we are free to devise a model that incorporates a specific device geometry into our detailed-balance theory. This freedom is especially important when we consider a multi-layer device where
internally emitted photons are emitted and reabsorbed in different layers, and hence contributing to current loss or current gains in different layers. The challenges regarding a multi-layer detailed-balance model is discussed in Section 4.2. I use $\eta_{\text{ext}}$ in Chapter 5, where $\eta_{\text{ext}}$ is sufficient in a single-layer model. In Chapters 6 and 7, which involve multi-layer modeling, I use $\eta_{\text{int}}$.

4.2 Luminescent Coupling in Multi-Layer PV

Luminescent coupling (LC) arises in series-connected multi-layer devices. A multi-layer device is made up of vertically stacked layers, and each layer is typically a pn junction. These layers are series connected by tunnel diodes, which behave like ohmic contacts between the layers. Ideal tunnel diodes are transparent to both incident and internally emitted photons. In a multi-layer device, each layer obeys the detailed balance condition, similarly to the single-layer case as in Equation 3.1.1. The difference is that a layer in a multi-layer stack not only absorbs photons from the external incidence, but also absorbs photons from other layers, as demonstrated in Figure 4.2.1. This effect of reabsorbing photons at a layer different to where the photons are emitted is called LC. With LC, the detailed balance condition in layer $i$ is

$$J_i = J_{\text{in}}^i - J_{\text{loss}}^i + \sum_j J_{ij}^{\text{lc}}$$

(4.2.1)

where $J_i$ is the current density extracted, $J_{\text{in}}^i$ is the incident photon flux density that are absorbed in layer $i$, and $J_{ij}^{\text{lc}}$ is the LC flux density from layer $j$ to layer $i$. When the layers are series connected, the current density extracted from each layer has to be equal:

$$J_i = J \forall i.$$ 

(4.2.2)

Each layer’s optimum operating voltage is determined by the absorbed photon flux density, which includes both $J_{\text{in}}^i$ and $J_{ij}^{\text{lc}}$, where $J_{ij}^{\text{lc}}$ is determined by the voltage of other layers. With the constraint of current matching, we therefore consider that the voltages of all layers are coupled through internal luminescence, hence we have the name, luminescent coupling.

The effect of LC is first observed as an “artifact” in quantum efficiency measurements in multi-layer solar cells [32, 33, 34, 35]. Besides, Reference [36] identifies signatures of LC in fill factor measurements at varying bias light intensities for each subcell. The presence of LC indicates that radiative recombination dominates over non-radiative recombination loss. Hence, one can gain insights to material quality by quantifying the LC effects.

There are many benefits related to LC. Reference [37] shows that LC can improve efficiency of solar cells by a significant amount, with optimized thickness of each layer. It has also been demonstrated
that LC mitigates efficiency loss due to absorption mismatch between layers in solar cells [36]. In PPCs, Reference [38] has shown that LC increases the bandwidth of the device. Layer thicknesses in PPCs are designed to match absorption in each layer at a particular wavelength of incident light. Due to dispersion in absorption coefficient, illuminating a PPC with photons that are not at the design wavelength causes absorption mismatch. Hence, widening the operation bandwidth is equivalent to reducing loss due to absorption mismatch in PPCs.

It is important to note the difference of LC between solar cells and PPCs. In a solar cell, LC is one-directional, as demonstrated in Figure 4.2.1(a). The reason is that each junction has a different bandgap in order to partition the solar spectrum; specifically, layers with higher bandgaps are placed on top of those with lower bandgaps. Therefore, a layer in a solar cell can only absorb photons that are emitted from layers with higher bandgaps, but the layers with higher bandgaps absorb very little, if any, photons emitted from lower-bandgap layers. However, as demonstrated in Figure 4.2.1(b), in multi-layer PPCs, each layer is made of the same absorbing material. Hence, each layer in a PPC can absorb photons from all other layers. In this case, LC is bi-directional.

In Chapter 6, I present a multi-layer detailed balance model that includes bi-directional LC. This model is accurate on the level of ray-optics and allows for fast optimization in the space of layer thicknesses. No previous theory is able to treat bi-directional LC in PPC’s on the detailed balance level. Only one model - Reference [38] - treats bi-directional LC in PPC’s, but at a large computational cost. Other theories are designed to treat solar cells with only one-directional LC.

Here I discuss existing theories for LC. An LC model is typically divided into two parts: an optical part to trace photon absorption, and an electrical part to calculate current-voltage characteristics. These two parts are coupled and are required to be self-consistent. All optical models but one for LC are ray optics [39] [37] [40]. Reference [38] uses transfer matrix method (TMM) to map point-to-point LC efficiency in the device. For current-voltage characteristics, References [41] [35] [37] uses equivalent
circuits. Reference [40] is fundamentally a detailed balance theory. However, the calculations are performed using Boltzmann approximation, which, as discussed in Chapter 3, effectively turns the model into an equivalent-circuit model. Reference [38] uses a drift-diffusion-based device simulator (Synopsys Sentaurus). These methods include the effect of non-radiative recombination in a different manner. References [41, 35, 37] use different ideality factors in the diode equation to represent radiative and non-radiative recombination mechanisms, while Reference [40] uses internal radiative efficiency. In a drift-diffusion solver, as in Reference [38], non-radiative recombination is encoded in carrier diffusion length.

The models listed above have different computational costs, and each has its own strengths. The model in Reference [38] that includes wave-optics and drift-diffusion solver gives an accurate result. However, it is hard to use this model to numerically optimize in the large space of design parameters, due to computational costs. Both equivalent-circuit and detailed-balance models use less computational resource than a drift-diffusion solver, allowing for optimizing design parameters. Detailed-balance models do not have the option to capture the effects related to reverse-bias breakdown in pn-junctions, which, for example, is modeled in Reference [41]. Equivalent circuits assume Boltzmann approximation intrinsically, while a detailed balance model can treat the degenerate limit. Nonetheless, Reference [40] uses the Boltzmann approximation in the detailed balance model. In fact, solar cells do not normally operate at a high input intensity to reach the degeneracy limit due to the available solar resource and the limiting concentration technologies. However, for studying the fundamental limiting efficiency, we desire a model that can treat the degenerate limit.

To study the fundamental conversion mechanism of PPC’s, we require a fast detailed balance model on a similar level to Reference [40] that is capable of bi-directional luminescent coupling. Chapter 6 presents such a model that has the following features: (i) accuracy on the level of ray-optics, (ii) detailed-balance based theory in the degenerate limit, (iii) ability to treat non-radiative recombination loss using internal radiative efficiency.

4.3 Light Trapping

Light trapping (LT) techniques increase optical absorption path length, so a thin device with LT can absorb the same amount of incident light as a thick device without LT. Two benefits of a thin active layer that are relevant to PPCs are high efficiency and cost reduction. As discussed in Section 1.1, bulk non-radiative recombination loss scales as device thickness. Hence, a thin device benefits from LT in low bulk recombination loss, leading to a high efficiency. Also, when the absorbing material constitutes a large portion of the costs in a device, reducing thickness of the expensive material can
help reducing costs. It is common to include one or more LT techniques in solar cells. However, no PPC has adopted any LT technique. Nonetheless, we expect PPCs to benefit from LT in the same way as solar cells do. In this section, I first discuss LT limit on absorption enhancement in bulk materials, followed by a brief overview of common LT techniques. I conclude this section by motivating an LT model tailored for multi-layer PPCs, which is presented in Chapter 6.

For the purpose of this thesis, I limit the discussion of LT to ray optics in bulk material, which is homogeneous and thick compared to the wavelength in interests. Ray optics do not consider the effects of coherent propagation of light. In PPC’s, the wavelength of interests is the wavelength of the incident photons or the internally emitted photons. These two wavelengths are similar. In a solar cell, the wavelength of interests is determined by the band of photons that need absorption enhancement. Nevertheless, in the context of this thesis, we consider only monochromatic conversion at a wavelength of \( \sim 1 \mu m \). The definition of ‘thick’ is relative to 1 \( \mu m \).

We roughly divide LT techniques into three types: (1) specular back reflector, (2) textured back reflector, and (3) textured top surface. These techniques are demonstrated in Figure 4.3.1. We consider a device without LT to be a device having an optically thick absorbing substrate, and a planar top surface with an ideal anti-reflection coating that admits all incident photons. From Section 2.2, for a device of thickness \( L \), if the incident photons are normal to the surface of the device, and there is no LT, the absorbance of the device is:

\[
a = 1 - e^{-\alpha L}.
\] (4.3.1)

For a material that absorbs weakly, for example, in an indirect bandgap material such as silicon, we can work in the weak-absorption limit, where \( \alpha L \ll 1 \). In this case, the absorbance is

\[
a = \alpha L.
\] (4.3.2)

In this context, we can define effective absorption path length, \( L_{\text{eff}} \), when LT is present, such that the
Then, in the case without LT, \( L_{\text{eff}} = L \) for normal incident photons. For oblique incidence, we have \( L_{\text{eff}} = \frac{L}{\cos \theta} \), where \( \theta \) is the internal angle between the propagation direction and the surface normal. The internal angle is related to the angle of incidence by Snell’s law. When the incidence is normal, \( \theta = 0 \). Using LT, we aim to increase \( L_{\text{eff}} \) while keeping \( L \) constant. We start by considering a case when a specular back reflector is the only LT technique, as in Figure 4.3.1(b). A specular back reflector, for example, a metallic mirror, reflects photons back into the cell at the same angle of incidence. Ideally, the reflectivity is 1. A specular back reflector allows the incident photon flux to pass through the device twice. Hence, we consider that \( L_{\text{eff}} \) is doubled compared to the no-LT case. We can further improve \( L_{\text{eff}} \) by replacing the specular back reflector with a textured back reflector, as shown in Figure 4.3.1(c). A textured reflector that completely randomizes the angle of the reflected photons is called a Lambertian reflector, where the distribution of the reflected angle follows Lambert’s Cosine Law. The photon flux reflected at an ideal Lambertian back reflector is expressed in \( \theta \) as:

\[
\Phi_L = 2\pi \Phi_0 \cos \theta \frac{2\pi \int_{\theta/2}^{\pi/2} \cos \theta \sin \theta d\theta}{2\pi \int_{0}^{\pi/2} \cos \theta \sin \theta d\theta} = 2\Phi_0 \cos \theta
\]  

(4.3.4)

where \( \Phi_0 \) is the angle-integrated reflected photon flux. As shown in Figure 4.3.1(c), when a photon is reflected at the textured back reflector with an angle larger than the angle of total internal reflection at the top surface, this photon is trapped inside the device and is absorbed eventually. Therefore, with a Lambertian back reflector, the enhancement of \( L_{\text{eff}} \) is significantly larger than 2. One can also texture the top surface to achieve LT. Here, we consider an ideal Lambertian top surface, as demonstrated in Figure 4.3.1(d). An ideal Lambertian top surface admits all incident photons into the cell at a random angle. Inside the cell, a photon reaches an ideal Lambertian top surface has a probability of \( \frac{1}{\cos^2} \) of being transmitted to the outside, and \( 1 - \frac{1}{\cos^2} \) probability of being reflected back into the cell at a random angle. Here, \( n \) is the refractive index of the cell, and we assume that the outside of the cell is air and has a refractive index of 1. At any direction other than the vertical propagation, i.e., \( \theta > 0 \), \( L_{\text{eff}} \) of this direction is increased by a factor of \( \frac{1}{\cos \theta} \). Therefore, a Lambertian top surface alone can achieve a large \( L_{\text{eff}} \) due to the random angle of propagation of the incident photons. Reference [42] showed, using statistical ray optics, that, when combining an ideal Lambertian top surface with an ideal Lambertian back reflector, we can achieve a maximum absorbance is

\[
a_{\text{max}} = \frac{4n^2 \alpha L}{4n^2 \alpha L + 1}
\]  

(4.3.5)
In the weak-absorption limit,

\[ a_{\text{max}} = 4n^2\alpha L. \]  \hspace{1cm} (4.3.6)

Therefore, we have an enhancement of absorption path length of:

\[ L_{\text{eff}}^{\text{max}} = 4n^2L. \]  \hspace{1cm} (4.3.7)

For common PV materials, the enhancement is \(4n^2 \simeq 50\). This means that we can reduce the thickness of a device by 50-folds and still absorb the same amount of incident photons compared to a device without LT. This \(4n^2\) limit of absorption enhancement is known as the statistical-ray limit. To exceed this limit, one can exploit coherent optics in ultra-thin devices by using nanostructures, as discussed in Reference [43]. Again, in our context of PPC’s, which are optically thick devices, we limit our discussion to ray-optics in this thesis.

In Chapter 6, I model a range of LT techniques in multi-layer PPCs in the framework of detailed balance and ray optics. Then, I demonstrate the improved efficiency and reduced cell thickness due to LT. I model LT using a semi-analytic ray-optic approach for a range of LT configurations, involving both specular and Lambertian surfaces. This ray-optic approach is similar to existing ray-optic based methods.

The model presented in Chapter 6 is distinct from existing models for LT in that most previous methods consider only the total number of photons absorbed in a single-layer device [44, 45, 46]. We are, however, also interested in where the photons are absorbed in a device. This information is crucial in a multi-layer detailed balance model. Reference [28], which presents a multi-layer model, considers only a metallic back reflector. The existing methods can be roughly divided into two categories: (1) semi-analytic, and (2) numerical. Semi-analytic models are developed using ray-optics for completely incoherent propagation. To model Lambertian surfaces in wave optics, Reference [47] modifies transfer matrix method (TMM) to include incoherent reflections at the surfaces. Semi-analytic LT models usually use Lambertian surface as an analogy to textured surfaces. To treat ordered structures at the surfaces, for example, ordered pyramids, numerical methods such as ray-tracing and finite-difference time-domain method (FDTD) are used [44, 43].

Real-world implementation of light-trapping involves surface texturing and back reflectors. Commercially mass-produced crystalline silicon solar cells use random pyramids on the top surface, that works in tandem with an anti-reflection coating to reduce reflection of the incoming light [48]. These random pyramids are commonly achieved using anisotropic etching that prefers certain crystal planes [20]. Reference [44] showed that random pyramids can achieve a similar level of light trapping compared to an ideal Lambertian surface. Another commonly used technique is a metallic back mirror or
a distributed Bragg reflector (DBR). A metallic back mirror can achieve reflectivities over 95% [20]. A DBR can achieve a higher reflectivity at a smaller band of wavelengths compared to metallic mirrors [20]. The record efficiency single-junction solar cell has a metallic back reflector that doubles as a back contact [49].

Light trapping is an important route to high efficiency PV. Although there have been numerous excellent LT models, it is still non-trivial to include both specular and Lambertian reflections in a multi-layer detailed balance model. Chapter 6 presents a multi-layer detailed balance model that includes specular and Lambertian surfaces using a ray-optics formalism.
Chapter 5

Extension of Green’s Detailed Balance Theory in Single Layer

Daixi Xia, Matthew M. Wilkins, Sanmeet S. Chahal, Christopher E. Valdivia, Karin Hinzer, and Jacob J. Krich

This is a reproduction of an article presented at 7th World Conference On Photovoltaic Energy Conversion, June 2018, Waikoloa, Hawaii. The original title is "Opportunities for Increased Efficiency in Monochromatic Photovoltaic Light Conversion". This chapter extends Green’s single-layer theory, which is discussed in Chapter 3 and shows the efficiency effects due to: (1) non-radiative recombination loss parametrized by external radiative efficiency, (2) laser energy offset from the absorption bandgap of the device (detuning), (3) laser linewidth, (4) measured absorption coefficient instead of step-function approximation. Then, based on the experimental setup of the record-efficiency PPC, we predict the external radiative efficiency of the device. We then show the possible efficiency improvement from increasing laser intensity and decreasing laser energy offset from the bandgap. I used a different symbol for external radiative efficiency: \( \text{ERE} \) is used in this chapter and \( \eta_{\text{ext}} \) in all other chapters in this thesis.

5.1 Introduction

A monochromatic photovoltaic light converter – a phototransducer – converts narrow-band photonic energy into electricity. A high efficiency phototransducer enables several applications, including powering electronics through optical fiber. Inherently, an optical power transfer system is electrically isolated and protected from electromagnetic disturbances in the surroundings. As well, an optical source in the near infrared has small losses over long distance (4.5% over 100 m at 830 nm) in a silica fiber.
Hence, monochromatic photovoltaics are useful for many systems of telecommunication, biomedical engineering, electric vehicles and utilities, which sometimes require circuits immune to electromagnetic noise.

The detailed balance limit for monochromatic photovoltaic light conversion efficiency was shown by Green to be 100%, with the highest efficiencies requiring high input light intensity \[19\]. In previous architectures, an experimental monochromatic phototransducer showed conversion efficiency up to 58% with single junction cells in a series-connected architecture \[11\].

In 2016, our collaborators demonstrated a breakthrough in phototransducer efficiency with a 70% light-to-electricity conversion efficiency in a vertically-stacked multi-junction GaAs system \[9\]. In order to determine the best path forward to improve on this efficiency, we conduct a detailed study of the loss mechanisms of the record-setting device and incorporate them into a detailed-balance model of an equivalent single-junction device. We extend Green’s detailed balance theory to include non-unity external radiative efficiency (ERE), allowing the detailed balance model to include non-radiative recombination.

## 5.2 Losses in Record-Setting Device

We introduce the 70% efficient phototransducer and describe its known sources of inefficiency due to thermalization, reflection, transmission, and series resistance. It is comprised of five GaAs p-n junctions separated by tunnel junctions, as illustrated in Figure \[5.2.1\] \[9\]. The phototransducer has a

![Figure 5.2.1: Layer structure of a monochromatic phototransducer with five series-connected GaAs p-n junctions. Each junction is capped with a window layer at the front and a back surface field (BSF) layer at the back. A thick lateral conduction layer (LCL) enables current to spread to the gridlines.](image-url)
p-doped GaAs substrate, with a full coverage bottom contact. Each junction includes (from bottom to top) GaInP back surface field, p-doped GaAs base, thin n-doped GaAs emitter and n+ GaInP front surface field (window). The lateral conduction layer of the top segment is designed to be extra-thick in order to allow carriers to reach the top contact with little loss. The top of the device has a gridline patterned contact. The voltage output of a single-junction cell is limited by the material’s band gap, while a multi-junction design allows high voltage output from a single cell, eliminating fabrication complexities of a multi-cell array.

The segment thicknesses must be chosen to ensure current-matching at the operating wavelength, and the device is designed for an 830 nm (1.49 eV) input light source, which operated at 8 W/cm² with a FWHM of $\delta \epsilon = 1.8$ meV (i.e., FWHM of 1 nm). The GaAs band gap is at 870.7 nm (1.424 eV), so the device immediately loses 4% efficiency due to thermalization of the carriers to the GaAs band edge. This effect is included in the detailed balance model (see Section 5.3).

We measure the reflectance loss at 830 nm to be 2%. Light transmitted to the substrate is considered lost and is estimated to be approximately 1% of the input light using a transfer matrix method calculation of the device transmission [38]. We include these losses due to transmission and reflectance in the detailed balance calculation of Section 5.3 as a reduced absorbance.

Resistive losses, on the other hand, are not directly included in the detailed balance model. We have made a detailed SPICE model of the 5-junction device and estimate the resistive loss due to conduction in the semiconductor to be 1% [51, 52, 53]. Resistive losses in the grid fingers, the metalized coating on the busbars or back contacts are estimated to be similar, for total resistance losses of 2%. We therefore estimate that an equivalent device without series resistance would be over 72% efficient. We call this estimate the internal efficiency, which we can compare to detailed balance calculations. This internal efficiency allows us to determine a lower limit on the external radiative efficiency of the device and thus to determine the prospects for increasing efficiency by improving material quality.

5.3 Detailed Balance Model

5.3.1 Detailed Balance Condition

The detailed balance formalism allows determination of the thermodynamic limiting efficiency of photovoltaic devices. If each photon absorbed produces one excited electron-hole pair, then in steady-state operation, the collected current from a device must equal the difference between the number of photons it absorbs and the number of excited electrons that recombine [29]. If the device has infinite carrier mobility, then the electron and hole quasi-Fermi levels are uniform through the device and the radiative recombination can be expressed in terms of the applied voltage [27]. We begin with the simplest case
where all recombination is radiative, in which the current $J$ can be expressed in terms of the applied voltage $V$ as

$$\frac{J}{q} = \int_0^\infty a(E)n_s(E)\,dE - \frac{2\Delta\Omega}{h^2c^2} \int_0^\infty \frac{a(E)E^2}{e^{(E-qV)/kT} - 1} \,dE$$  \hspace{1cm} (5.3.1)$$

where the first term is the absorbed photon flux and the second term is the emitted photon flux, with $a(E)$ the photon-energy-dependent absorbance, $n_s(E)$ the input photon flux density, which in the case of a phototransducer has a small bandwidth, $q$ the electric charge, $h$ Planck’s constant, $c$ the speed of light, $T$ the temperature, $k$ Boltzmann’s constant, and $\Delta\Omega$ the solid angle into which photons are emitted.

The experimental device has a multi-junction architecture, while our detailed balance model is for an analogous single-junction device. Our extended detailed-balance model captures the physics of incomplete absorption, thermalization, and radiative and nonradiative recombination (see Sec. 5.3.3), but predicts a high-current low-voltage output, where the experimental device has a low-current high-voltage output. We believe that the fundamental limiting efficiencies of the multi-junction device are well captured by the single-junction detailed balance model, but development of a multi-junction detailed balance model is required for confirmation.

### 5.3.2 Absorbance and Input Spectrum

Transparency and thermalization losses can be understood with models for $a(E)$ and $n_s(E)$. We extend Green’s formalism to incorporate such loss mechanisms into the detailed balance model. We consider $n_s(E)$ to be Gaussian with central photon energy $E_s$ and FWHM $\delta\epsilon$. The central energy can be represented in terms of the detuning from the band gap: $\delta E = E_s - E_g$. We consider two models for $a(E)$, as illustrated in Figure 5.3.1: first, a step function equal to 0 for $E \leq E_g$ and $a_0$ for $E \geq E_g$; second, a Beer-Lambert absorption model with experimentally measured GaAs absorptivity with thickness chosen so $a(E) = a_0$ at 830 nm \[23\]. In the step-function model, $a(E) = a_0\Theta(E - E_g)$, where $a_0 = 0.97$ and $\Theta$ is the unit step function. With the step function absorbance model, Eq. (5.3.1) can be simplified to

$$\frac{J}{q} = \frac{1}{2}a_0\dot{N}\left[1 - \text{erf}\left(2\sqrt{\ln 2} \frac{\delta E}{\delta\epsilon}\right)\right] - \frac{2a_0\Delta\Omega}{h^2c^2} \int_{E_g}^\infty \frac{E^2}{e^{(E-qV)/kT} - 1} \,dE$$  \hspace{1cm} (5.3.2)$$

where $\dot{N}$ is the total (energy integrated) input photon flux and erf is the standard error function.
Incident power is $P_{in} = \dot{N}(E_g + \delta E)$ and output power is $P_{out} = J(V)V$ which must be optimized over $V$. The maximum efficiency is $\eta = \frac{P_{out}}{P_{in}}$ at the optimum $V$. To illustrate the dependence of thermalization and transparency on $\delta E$ and $\delta \epsilon$, Figure [5.3.2] shows optimum efficiency as a function of $\delta E$ for different input linewidths $\delta \epsilon$. When the input radiation has a significant bandwidth $\delta \epsilon$, the optimal choice of detuning $\delta E$ balances between the thermalization losses, which increase with $\delta E$, and transparency losses, which increase as $\delta E$ becomes smaller than $\delta \epsilon$. For each $\delta \epsilon$, the maximum efficiency occurs when the transparency loss and thermalization loss are approximately equal, which requires $\delta E \approx \delta \epsilon$. This behavior is demonstrated in Figure [5.3.2] where narrower inputs give rise to higher maximum efficiencies at smaller detuning. As $\delta \epsilon \to 0$, the thermalization and transparency losses can be reduced to zero by choosing $\delta E \to 0$. In this fully monochromatic limit, the system would reach its highest efficiency. In contrast, the real absorbance model is less susceptible to transparency loss as $\delta E \to 0$, since the absorbance does not decrease to zero so abruptly (dashed lines).

Figure 5.3.1: Two models of device absorbance (blue lines, left axis). The solid line shows the step function absorbance, and the dashed line shows Beer-Lambert absorbance calculated from experimentally measured GaAs absorption coefficient [23]. The device thickness is chosen so that at the design wavelength of 830 nm, the absorbance is 97%. Right axis: Gaussian input photon flux density $n_s(E)$ for the considered device. The central frequency is detuned by $\delta E = 0.07$ eV from the band gap. The FWHM $\delta \epsilon = 1.8$ meV.
5.3.3 Non-Radiative Recombination

We extend the results of [19] to include nonradiative processes by means of the external radiative efficiency, ERE. In the detailed-balance formalism, radiative recombination is a loss mechanism only if the photons exit the device and thus cannot be reabsorbed, whereas nonradiative recombination is always a loss mechanism. The ERE is the fraction of all losses (including both nonradiative recombination and photon emission) that are due to photon emission from the device. The ERE of a cell is experimentally measurable and is associated with both material quality and device architecture [31]. Still in the step-function absorbance model, the current density is modified from Eq. (5.3.2) with the
inclusion of ERE as

\[ \frac{J}{q} = \frac{1}{2} a_0 N \left[ 1 - \text{erf} \left( \frac{2 \sqrt{\ln 2} \delta E}{\delta \epsilon} \right) \right] - \frac{2 \pi a_0}{\hbar^3 c^2} \frac{\Delta \Omega}{ER \Delta \Omega} \int_{E_g}^{\infty} \frac{E^2}{e^{(E-qV)/kT} - 1} dE \] (5.3.3)

5.3.4 Normalized Intensity

Including the ERE does not significantly change the derivation of Green, nor does the presence of detuning \( \delta E \). In the step-function absorbance case, the resulting efficiency depends on \( E_g/kT, \delta E \), and the normalized input light intensity \( i \),

\[ i = \frac{\hbar^3 c^2}{2} \frac{\dot{N} \cdot ER \Delta \Omega}{E_g^2 kT^2} \left[ 1 - \text{erf} \left( \frac{2 \sqrt{\ln 2} \delta E}{\delta \epsilon} \right) \right]. \] (5.3.4)

Then the (voltage dependent) efficiency can be written as

\[ \eta = ma_0 \left[ 1 - \frac{1}{i} \ln \left( \frac{y+1}{y} \right) f \right] \left[ 1 - \frac{kT}{E_g} \ln(y+1) \right], \] (5.3.5)

where \( y = \exp[(E_g - qV)/kT] - 1 \), \( m = \frac{1}{2} \frac{1-\text{erf}(2 \sqrt{\ln 2} \delta E/\delta \epsilon)}{1 + \frac{2kT}{E_g}} \) and \( f \) is a number close to 1, \( 1 \leq f \leq \left[ 1 + 2 \frac{kT}{E_g} + 2 \left( \frac{kT}{E_g} \right)^2 \right] \).

The experiment, with emission angle \( \Delta \Omega = \pi, \delta E = 70 \) meV, \( \delta \epsilon = 1.8 \) meV and laser intensity of 8 W/cm\(^2\) [9], corresponds to a normalized intensity of \( i = 0.0065 \cdot ER \).

Device efficiency increases with \( i \) until saturating near unity, as shown in Figure 5.3.3. This normalized intensity shows that the same improvement in efficiency can be achieved by increasing the input photon flux, increasing the material quality (i.e., ERE), or restricting \( \Delta \Omega \). The upper axis shows how this normalized intensity corresponds to laser intensities, assuming that \( \Delta \Omega = \pi \) and that \( \delta E \) and \( \delta \epsilon \) are fixed to their values from the considered device. At the experimental intensity, with no nonradiative processes, the detailed balance calculation would predict \( \eta = 76\% \), which is higher than the estimated internal efficiency of 72\%, indicating that the ERE of the device is in fact less than 1, as expected. The normalized intensity corresponding to 72\% efficiency is \( i = 0.0006 \). The device is thus estimated to have an ERE of 10\%.

Even with realistic absorption profiles, where Eq. 5.3.5 does not strictly apply, \( i \) gives a very good estimate of a device’s efficiency. In Figure 5.3.3, the detailed balance efficiency is also calculated based on the real GaAs absorbance model with varying intensities, using \( a_0, \delta E, \delta \epsilon \) and ERE as for the step-function model. Both curves show the same increase of efficiency with \( i \) and nearly the same absolute efficiency. The step-function absorbance model overestimates the efficiency by about 1\%, due
to an underestimate of sub-bandgap photon emission. Due to this sub-bandgap absorbance, we do not extend the real absorbance model to input intensity higher than $10^4 \text{ W/cm}^2$. High intensity results in an operating voltage very close to the band gap, where in the real absorbance model, the absorbance is non-zero. Such lasing behavior is not captured in the current formalism. A generalized cell analysis including such effects is possible [30], and we expect it to give results similar to our step-function analysis with an asymptote at a slightly lower maximum $\eta$. Nevertheless, in the moderate-intensity regime, the step function model and $i$ provide accurate and intuitive information on the relative efficiency improvements possible with changes to the physical parameters.

![Input Intensity (W/cm²) if ERE=0.1](image)

Figure 5.3.3: Efficiency as a function of normalized intensity $i$ (bottom axis), first calculated using the definition in Eq. 5.3.4 for a material with $E_g = 1.424 \text{ eV}$ and step function $a(E)$ with $a_0 = 0.97$ with detuning $\delta E = 0.07 \text{ meV}$ (blue curve). The line asymptotes at 92% due to finite detuning and incomplete absorption. The point with $\eta = 0.72$ shows the estimate of the internal efficiency of the 70% efficient device when series resistance is removed. The green curve is the efficiency in the monochromatic limit, where $\delta E = 10\delta \epsilon$ and $\delta \epsilon \to 0$. The line asymptotes at 97% due to incomplete absorption. The top axis shows the input intensity with $\delta \epsilon = 1.8 \text{ meV}$, detuning $\delta E = 0.07 \text{ eV}$, emission angle $\Delta \Omega = \pi$ and ERE= 10%. The device operates at 8 W/cm² [9], which is marked on the top axis. Efficiency is also calculated based on the real GaAs absorbance model illustrated in Figure 5.3.1 with $\delta E$, $\delta \epsilon$, ERE and $\Delta \Omega$ as above.
CHAPTER 5. EXTENSION OF GREEN’S DETAILED BALANCE THEORY IN SINGLE LAYER

5.4 Implications for High Efficiency

There are two important parameters that determine the efficiency of a phototransducer - the detuning to linewidth ratio $\delta E/\delta \epsilon$ and the normalized intensity $i$. In this section, we discuss possible improvement of efficiency based on these two parameters.

The current device was not designed at its theoretical optimal $\delta E$, as shown in Figure 5.3.2. If the input wavelength can be adjusted without changing its bandwidth, the efficiency can be improved by 2% absolute by decreasing the detuning to 0.03 eV. However, at a smaller detuning, more material is needed in order to achieve the same 97% effective absorbance, due to smaller GaAs absorptivity. For a detuning of 0.03 eV, the device would be 20% thicker than the present one to achieve the same absorbance. It is also worth noting that an LED light source with $\delta \epsilon$ 1 to 2 orders of magnitude larger gives a smaller window of optimum detuning as well as lower optimal efficiency. Yet a device with the current thickness, $\delta \epsilon$ increased by 2 orders of magnitude and carefully tuned central wavelength could have an efficiency similar to the current record-setting device, without requiring a laser input.

Increasing normalized intensity $i$ also significantly improves the efficiency. As shown in Figure 5.3.3, increasing $i$ by an order of magnitude would improve the efficiency by approximately 4%. This increase can be achieved by increasing input power density to 100 W/cm$^2$, restricting the emission angle $\Delta \Omega$ using a lens, or improving material quality (ERE), with each having a similar effect. The ERE of 10% predicted here is already very high among III-V devices, with the highest measured ERE = 22.5% for thin film GaAs [31]. Since further increases in material quality are difficult, improved efficiency from increased input power density seems to be the easiest method.

In summary, with 2% improvement from smaller detuning and 4% from increasing input intensity, combined with improvements in series resistance, reflection, and transmission, a device efficiency of over 80% appears reachable at an operating wavelength of 850 nm.
Chapter 6

Multi-Layer Detailed Balance Model

Daixi Xia and Jacob J. Krich

This article discusses a multi-layer detailed balance model, which includes the effects of (1) luminescent coupling, (2) photon recycling, (3) non-radiative recombination loss parametrized by internal radiative efficiency, in addition to the effects studied in Chapter 5. We show layer-thickness-optimized efficiency of multi-layer monochromatic conversion, with a range of material quality and light-trapping schemes. This article has not yet been accepted for publication.

6.1 Introduction

In both solar and monochromatic photovoltaics, it is well-known that a multijunction device reduces series-resistance loss compared to a single-junction equivalent, because of the low-current, high-voltage operation. High efficiency devices also rely on both photon recycling within a layer and luminescent coupling (LC) between layers, effects that are essential to accurate prediction of device performance. Monochromatic photovoltaics, also called photonic power converters (PPC's), are increasingly important components of optical power transmission systems. LC has been well studied in solar cells [40, 50, 41, 52, 57] and has been implemented in a drift-diffusion solver for PPC's [65]. There is, however, no previous detailed-balance model including LC in multijunction PPC's. Though these photovoltaic technologies are similar, there is a crucial difference between LC in solar cells and in PPC's: in solar cells, internally emitted photons can only be absorbed in the layers with lower bandgaps, so LC is one-directional; in PPC’s, because all layers have the same band gap, LC is bi-directional. Previous LC models also treat only specular reflections.

High-efficiency PPC’s enable wireless power transmission isolated from electromagnetic disturbance, with applications in electric vehicles, biomedical implants, telecommunications, drones, and satellites
The record-efficiency PPC is a vertical multijunction structure with 5 GaAs pn junctions coupled with tunnel diodes; it obtained an efficiency of 70% and operating voltage of greater than 5 V at an input power density of 8 W/cm$^2$. Even without consideration of series resistance, increased voltage is desirable in applications because of the removal of the need to boost the voltage. In this work, we use the term “layers” to refer to the active absorbing pn junctions, to avoid confusing these absorbing junctions with tunnel diodes, which are often called tunnel junctions.

In 2001, Green used the detailed-balance formalism to show that monochromatic photovoltaic conversion can be 100% efficient at infinite incident intensity. Green’s theory is a single-layer model, which does not capture the low current, high voltage of multi-layer operation and does not consider LC in a multi-layer device. In this work, we extend Green’s theory to a multi-layer detailed-balance model and include bidirectional LC. Our model treats both specular and Lambertian top and bottom surfaces, variable incident light bandwidth, energy offset between incident light and material band gap, and nonradiative recombination by parametrizing with an internal radiative efficiency $\eta_{\text{int}}$. We use this model to study a range of devices based on the record-efficiency PPC, showing the efficiency potential for future device architectures. We show that PPC efficiency increases with the number of layers, even without series-resistance loss, when the device has an absorbing substrate. This effect is not present for devices with a back reflector. We explain the origin of this effect using a simple analytic 2-layer model. This model also enables study of multijunction solar cells, with flexible application to include light trapping top and bottom surfaces.

Section 6.2 introduces the detailed balance model for a 1-layer device, including treatment of reflections from top and bottom surfaces. Section 6.3 extends this theory to the multi-layer case. Section 6.4 shows how to transform the nonlinear equations for current $J$ as a function of voltage $V$ into a set of linear equations that allow computationally efficient extraction of $V(J)$. Section 6.5 applies the multi-layer theory to PPC’s with a range of $\eta_{\text{int}}$ values and light-trapping configurations, showing the intrinsic efficiency increase with number of layers when the device has an absorbing substrate. Section 6.6 explains the intrinsic efficiency increase using an analytic 2-layer model.

### 6.2 Single-layer Detailed Balance

We model a planar cell with infinite area and finite thickness $L$ of the active region, as shown in Fig. 6.2.1. The detailed balance condition in this cell is

$$J = J^{\text{in}} - J^{\text{loss}}.$$  \hspace{1cm} (6.2.1)
where \( J \) is the extracted current density, \( J^{\text{in}} \) is the number of incident photons absorbed per area per time, \( J^{\text{loss}} \) is the net loss of current density due to electron-hole recombination, and we set the electric charge \( q = 1 \). \( J^{\text{loss}} \) is a function of the quasi-Fermi level separation \( \mu \), described further below. We make standard detailed balance assumptions that carrier mobilities are infinite so \( \mu \) equals the applied voltage and that one photon generates one electron-hole pair [29]. The efficiency of the device is:

\[
\eta(\mu) = \frac{J(\mu)\mu}{P^{\text{in}}_{\text{in}}}
\]  

(6.2.2)

where \( P^{\text{in}}_{\text{in}} \) is the incident power density. The maximum efficiency is obtained by optimizing \( \eta \) with respect to \( \mu \).

To model both \( J^{\text{in}} \) and \( J^{\text{loss}} \), we trace the absorption and emission of photons using ray optics. We use an angle-resolved 2D model, isotropic in the azimuth, suitable for layered structures. As shown in Fig. 6.2.1, \( \theta \) is the angle between the direction of propagation of the photons and the normal of the cell, defined from 0 to \( \pi/2 \). When the top or bottom surfaces have specular reflections, photons with angle \( \theta \) are coupled to those with angle \( \pi - \theta \), and we label these populations with \( \theta \in [0, \pi/2] \). Alternatively, a Lambertian surface couples photon populations of all angles to each other.

The only challenging part of evaluating Eq. 6.2.1 lies in keeping track of the reflections off the top and bottom surfaces, both from incident and radiatively produced radiation. Both of these processes share the same algebraic form, and we now describe the resulting self-consistency condition including reflections.

### 6.2.1 Self-Consistency Condition for Reflections

Consider the inward-directed photon fluxes from the top and bottom surfaces with angle \( \theta \) and energy \( E \), \( \phi^{t}(\theta, E) \), and \( \phi^{b}(\theta, E) \), respectively. A self-consistency relation connects these quantities; it was used to model photon recycling – reabsorption of internally emitted photons in a single-layer device – in Ref. [45] with specular reflection. Here, we exploit this self-consistency relation to model both photon recycling in single-layer structures and luminescent coupling in multi-layer structures and extend it to...
Consider first specular reflections from top and bottom surfaces. As shown in Fig. 6.2.2(a), the inward photon flux at one surface must be equal to the flux at the opposite surface that is transmitted through the entire cell and reflects at the considered surface. This relation is expressed as:

\[ \phi^t (\theta, E) = \phi^b (\theta, E) t (\theta, E) R^t_S (\theta, E) \]  
\[ \phi^b (\theta, E) = \phi^t (\theta, E) t (\theta, E) R^b_S (\theta, E) \]  

where \( R^t_S (\theta, E) \) and \( R^b_S (\theta, E) \) are internal specular reflectivity at the top and bottom surface, respectively. We also define \( \theta \)- and \( E \)-resolved transmittance and absorbance:

\[ t (\theta, E) = e^{-\alpha(E) L_{\text{cell}}} \]  
\[ a (\theta, E) = 1 - t (\theta, E) \]

where \( \alpha(E) \) is the absorption coefficient, which we assume to be uniform in space inside the cell. Eqs. (6.2.3) and (6.2.4) can be read from Fig. 6.2.2(a). As written, they have only the trivial solution \( \phi^t = \phi^b = 0 \), but they express the self-consistency condition that still applies when sources such as external radiation or radiative recombination are included. See below, Eqs. (6.2.11) and (6.2.12). We also construct this self-consistency relation with one or two Lambertian surfaces present. A Lambertian surface is an ideal diffuse scatterer that randomizes the angle of reflected and transmitted rays [46, 55]. Because all photons travel at random angles, the important quantity is the \( \theta \)-averaged flux, \( \Phi^t (E) \),
Table 6.1: Solution of $\phi^t$ and $\phi^b$ from Equations (6.2.11a) and (6.2.12a). Depending on the source terms, these solutions appear in the text as $\phi^t_{in/b}$ for incident photons or as $\phi^t_{in/b}$ for reflected luminescent coupling. The solution for Lambertian top and specular bottom is symmetric to the solution of specular top and Lambertian bottom, with $t \leftrightarrow b$ exchanged

<table>
<thead>
<tr>
<th>Surface Types</th>
<th>$\phi^t(\theta, E)$</th>
<th>$\phi^b(\theta, E)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq. 6.2.11a</td>
<td>Specular top</td>
<td>$\phi^t_0 R^t_S + \phi^t_0$</td>
</tr>
<tr>
<td>Eq. 6.2.11b</td>
<td>Specular bottom</td>
<td>$\frac{2\cos t \phi^t_0 T R^t_L + \phi^t_0}{1 - 2 \phi^t_0 T R^t_L R^t_L}$</td>
</tr>
<tr>
<td>Eq. 6.2.12a</td>
<td>Lambertian top</td>
<td>$\frac{2\cos \phi^t_0 T R^t_L + \phi^t_0}{1 - 2 \phi^t_0 T R^t_L R^t_L}$</td>
</tr>
<tr>
<td>Eq. 6.2.12b</td>
<td>Lambertian bottom</td>
<td>$\frac{2\cos \theta \phi^t_0 T R^t_L + \phi^t_0}{1 - 2 \phi^t_0 T R^t_L R^t_L} + t R^t_L + \phi^t_0$</td>
</tr>
</tbody>
</table>

and $\Phi^b(\theta)$:

$$
\Phi^t(\theta) = \int_0^{\pi/2} \sin \theta' d\theta' \phi^t(\theta', E) \quad (6.2.7)
$$

$$
\Phi^b(\theta) = \int_0^{\pi/2} \sin \theta' d\theta' \phi^b(\theta', E) \quad (6.2.8)
$$

From the Lambert cosine law, the $\theta$-resolved fluxes are related to the $\theta$-averaged fluxes as [55]:

$$
\phi^t(\theta, E) = 2\cos \theta \Phi^t(\theta) \quad (6.2.9)
$$

$$
\phi^b(\theta, E) = 2\cos \theta \Phi^b(\theta) \quad (6.2.10)
$$

Therefore, combining Equations (6.2.3), (6.2.4) and (6.2.7) to (6.2.10),

$$
\phi^t(\theta, E) = 2\cos \theta \int_0^{\pi/2} \sin \theta' d\theta' \phi^b(\theta', E) R^t_L(\theta') E(\theta')
$$

$$
\phi^b(\theta, E) = 2\cos \theta \int_0^{\pi/2} \sin \theta' d\theta' \phi^t(\theta', E) R^b_L(\theta') E(\theta')
$$

where $R^t_L(\theta)$ and $R^b_L(\theta)$ are $E$-resolved Lambertian reflectivities of the top and bottom surfaces, respectively.

Internal and external sources of photons add to these self-consistent fluxes, as shown in Fig. 6.2.2(b). We express the inward-directed source at the top and bottom surfaces as $\phi^t_0(\theta, E)$ and $\phi^b_0(\theta, E)$, respectively. With these sources, the self-consistency conditions at top and bottom are:

Specular: $\phi^t = \phi^b t R^t_S + \phi^t_0$ \hspace{1cm} (6.2.11a)

Lambertian: $\phi^t = 2\cos \theta \int_0^{\pi/2} \sin \theta' d\theta' (\phi^b t R^t_L + \phi^b_0)$ \hspace{1cm} (6.2.11b)
Specular: $\phi^b = \phi^t R^b_S + \phi^b_0$ \hspace{1cm} (6.2.12a)

Lambertian: $\phi^b = 2 \cos \theta \int_0^{\pi/2} \sin \theta' \sin \theta' d\theta' \left( \phi^t R^b_L + \phi^b_0 \right)$ \hspace{1cm} (6.2.12b)

where the $\theta$, $E$ dependence of all variables has been suppressed. We solve for $\phi^t (\theta, E)$ and $\phi^b (\theta, E)$ in terms of the source terms, for all four combinations of specular and Lambertian cases. The results are listed in Table 6.1, where for simplicity of notation, we define angle-averaged transmittance with a Lambertian surface and angle averaged source fluxes:

$$T = \int_0^{\pi/2} \sin \theta \sin \theta' \frac{d\theta'}{2 \cos \theta} t(\theta')$$ \hspace{1cm} (6.2.13)

$$\Phi^t_{0/b} = \int_0^{\pi/2} \sin \theta \sin \theta' \phi^t_{0/b}.$$ \hspace{1cm} (6.2.14)

### 6.2.2 Current Due To Incident Photons

With the multiple-reflection problem solved, we can express $J^{in}$ from Eq. 6.2.1. We consider illumination arriving at only the top surface, hence we take the source terms in Table 6.1 to be:

$$\phi^t_0 (\theta, E) = \phi^{in} (\theta, E) \left[ 1 - R^{t}_{ext} (\theta, E) \right]$$ \hspace{1cm} (6.2.15a)

$$\phi^b_0 (\theta, E) = 0$$ \hspace{1cm} (6.2.15b)

where $\phi^{in} (\theta, E)$ is the number of incident photons hitting the top surface of the cell per area per time per angle per energy, $R^{t}_{ext} (\theta, E)$ is the external top surface reflectivity. In experiments, the incident flux and external reflectivity is measured in external angles, which are related to the internal angle $\theta$ through Snell’s law with a specular surface or the Lambert cosine law with a Lambertian surface. We express the incident flux and external reflectivity using internal angle for simplicity of notation, and connection to experiment requires adjusting angles accordingly. We substitute Eq. 6.2.15 into Table 6.1 and obtain the current due to incident photon absorption:

$$J^{in} = \int_{\text{hemisphere}} d\Omega \int_0^\infty dE \left[ \phi^{in}_0^t + \phi^{in}_0^b \right] a$$ \hspace{1cm} (6.2.16)

where the subscript denotes that these fluxes are due only to the incident photons and their reflections, not to any internal radiative process, which will be counted in $J^{loss}$.
6.2.3 Current Due To Recombination and Photon Recycling

We calculate $J^{\text{loss}}$ using the internal per volume emission rate and our ray-optics model to trace the reabsorption events. We calculate the $\theta$- and $E$-resolved net loss of current and integrate over solid angles and energy to obtain the total loss of current, $J^{\text{loss}}$. Note that for the single-layer case, this explicit ray tracing of internally emitted photons is not required, as the formulation of Green showed [19]. When we move to the multi-layer case, however, we must be able to track internally emitted photons and determine where they are absorbed, which requires the formalism presented here.

The $\theta$- and $E$-resolved net loss of current is divided into three parts: (1) photon flux emitted out of the cell in either up or down direction, $\phi^r(\theta,E,\mu)$, not including any reflections, (2) carriers lost through nonradiative recombination, $\phi^{nr}(E,\mu)$, and (3) recycled photons absorbed after internal reflections, which enter as a negative loss, $\phi^{lc}(E,\mu)$. In the multi-layer case, this term will represent luminescent coupling between layers. Then, $J^{\text{loss}}$ is

$$J^{\text{loss}}(\mu) = \int_{\text{hemisphere}} d\Omega \int_0^\infty dE \left[ 2\phi^r(\theta,E,\mu) + 2\phi^{nr}(E,\mu) - \phi^{lc}(\theta,E,\mu) \right]$$

(6.2.17)

Note that the factors of 2 in Eq. 6.2.17 account for both up and down propagation of photons at angle $\theta$, since we only integrate the solid angle over a hemisphere. From here, angular integrations are always over only a hemisphere. The three terms in Eq. 6.2.17 all depend on the internal radiative emission rate $S^r$, which has dimensions of number per time per volume per energy per solid angle [27]:

$$S^r(E,\mu) = \alpha(E) n^2(E) \frac{E^2}{\hbar^2 c^2 e^{(E-\mu)/kT} - 1}$$

(6.2.18)

where $n(E)$ is the refractive index, $\hbar$ is Planck’s constant, $c$ is the speed of light, $k$ is Boltzmann’s constant, $T$ is the temperature of the cell, and $\mu$ is the quasi-Fermi level splitting in the cell. We assume that $\mu$, $T$, $n$, and $\alpha$ are spatially uniform inside the cell, leading to spatial uniformity of $S^r$. Eq. 6.2.18 implies that emission events produce photons isotropically in the cell. A photon emitted upwards at angle $\theta$ and at position $L - z$ has a probability of $e^{-\frac{\alpha(E)z}{S^r(E,\mu)}}$ to escape the cell, if there are no internal reflections. On integrating $z$ from 0 to $L$, we obtain $\phi^r$ in Eq. 6.2.17

$$\phi^r(\theta,E,\mu) = \int_0^L e^{-\frac{\alpha(E)z}{S^r(E,\mu)}} S^r(E,\mu) \, dz$$

(6.2.19)

$$= \frac{\cos\theta}{\alpha(E)} a(E,\theta) S^r(E,\mu).$$

(6.2.20)
We define the geometry factor, $g^r$:

$$g^r (E, \theta) = \frac{\cos \theta}{\alpha (E)} a (E, \theta), \quad (6.2.21)$$

so $\phi^r (E, \mu) = g^r (E, \theta) S^r (E, \mu)$.

We include nonradiative recombination using $\eta_{\text{int}}$, internal radiative efficiency, which is defined as the fraction of recombination events that are radiative. In principle, $\eta_{\text{int}}$ can depend on position and voltage, but we assume uniform and constant $\eta_{\text{int}}$ in the cell. Then, the total nonradiative loss is proportional to $L$ and $S^r$. Similar to Eq. (6.2.21) we express $\phi^{nr}$ in Eq. (6.2.17) as $\phi^{nr} (E, \mu) = g^{nr} (E, \theta) S^r (E, \mu)$ where

$$g^{nr} (E, \theta) = \left( \frac{1}{\eta_{\text{int}}} - 1 \right) L. \quad (6.2.22)$$

The flux of photons that are internally emitted then reflected satisfies the self-consistency relation as discussed in Section 6.2.1. We use Table 6.1 to calculate $\phi^t_{\text{lc}}$ and $\phi^b_{\text{lc}}$, where the subscript indicates that the source originates from the internally emitted photons. We write the source terms as

$$\phi^b_{0 \text{bdy}} (E, \theta) = g^r (E, \theta) S^r (E, \mu) R^\text{bdy} (E, \theta) \quad \text{(6.2.23)}$$

where bdy is either t or b and $R^\text{bdy}$ is specular or Lambertian reflectivity, depending on the boundary conditions chosen. Then $\phi^k$ in Eq. (6.2.17) is

$$\phi^k = a (\phi^t_{\text{lc}} + \phi^b_{\text{lc}}). \quad (6.2.24)$$

We observe from Table 6.1 and Eq. (6.2.23) that both $\phi^t_{\text{lc}}$ and $\phi^b_{\text{lc}}$ are linear in $S^r (E, \mu)$, allowing writing $\phi_{\text{lc}}$ as $\phi_{\text{lc}} = g^c (E, \theta) S^r (E, \mu)$.

Putting these results together, we express $J_{\text{loss}}$ using the total geometry factor, $g (E, \theta)$:

$$J_{\text{loss}} = \int d\Omega \int_0^\infty dE g (E, \theta) S^r (E, \mu) \quad (6.2.25)$$

where $g (E, \theta) = 2g^r (E, \theta) + 2g^{nr} (E, \theta) + g^c (E, \theta)$, and we can now evaluate all terms in Eq. (6.2.17) for $J_{\text{loss}} (\mu)$. With these ideas and notation established, we now extend this formalism to a multi-layer model.
6.3 Multi-layer Detailed Balance

As shown in Fig. 6.3.1 we consider a device with \( m \) vertically stacked layers, series connected to each other. We continue to assume infinite carrier mobility and allow each layer to have a different quasi-Fermi level splitting, \( \mu_i \). Each layer has thickness \( L_i \), absorption coefficient \( \alpha_i(E) \) and refractive index \( n_i(E) \), assumed to be constant within a layer. The total device thickness is \( L = \sum L_i \). In most III-V devices, refractive index does not vary significantly between layers, so in this work we do not include reflection or refraction between layers.

The detailed balance condition is satisfied in every layer:

\[
J_i = J_{i}^{\text{in}} - J_{i}^{\text{loss}} \tag{6.3.1}
\]

where \( J_i \) is the extracted current density from layer \( i \), \( J_{i}^{\text{in}} \) is the rate of absorption of incident photons per area in layer \( i \) and \( J_{i}^{\text{loss}} \) is the net loss of current density due to recombinations in layer \( i \). \( J_{i}^{\text{loss}} \) includes LC as a negative loss.

We start with \( J_{i}^{\text{in}} \). The incident photon flux in each layer is calculated similarly to the single layer case:

\[
J_{i}^{\text{in}} = \int d\Omega \int_{0}^{\infty} dE \left[ \phi_{\text{in}}^{i} t_{ti} + \phi_{\text{in}}^{b} t_{bi} \right] a_i \tag{6.3.2}
\]

where we define the absorbance of each layer:

\[
a_i(E, \theta) = 1 - e^{-\frac{\alpha_i(E)L_i}{\cos\theta}} \tag{6.3.3}
\]

and the transmittance through all layers between but not including \( i \) and \( j \) as:

\[
t_{ij}(\theta, E) = e^{-\frac{\sum_{k=i+1}^{j-1} \alpha_k(E)L_k}{\cos\theta}} \tag{6.3.4}
\]

for \( i > j + 1 \), and \( t_{ji} = t_{ij} \). Note that for \( |i - j| \leq 1 \), \( t_{ij} = 1 \). For convenience, we define \( t_{ti} \) as transmittance through all layers above layer \( i \), \( t_{bi} \) as transmittance through all layers below \( i \), and \( t_{tb} \) as the transmittance through the whole stack. In Eq. 6.3.2 \( \phi_{\text{in}}^{i} \) and \( \phi_{\text{in}}^{b} \) are calculated using Table 6.1 with the same source terms as in Eq. 6.2.15 where we replace \( t \) with \( t_{tb} \).
We now calculate $J_i^\text{loss}$ in Eq. 6.3.1. $J_i^\text{loss}$ includes three terms: (1) radiative loss, $\phi_i^r(\theta, E, \mu_i)$, (2) nonradiative loss, $\phi_i^{nr}(\theta, E, \mu_i)$, (3) luminescent coupling (LC) from layer $j$ to layer $i$, $\phi_{ij}^\text{LC}(\theta, E, \mu_j)$. Similarly to the single-layer case in Eq. 6.2.25, we express $J_i^\text{loss}$ using a geometry tensor:

$$J_i^\text{loss} = \int d \Omega \int_0^\infty dE \sum_{j=1}^m g_{ij}(\theta, E) S_j^r(E, \mu_j)$$

(6.3.5)

where $S_j^r(E, \mu_j)$ is given by Eq. 6.2.18 with the layer-specific $\alpha_i(E)$, $n_i(E)$, and $\mu_i$. In PPC’s, all $\alpha_i$ and $n_i$ are the same in every layer, but we include the possibility of varying $\alpha$ and $n$ to to include the case of solar cells, in which each layer can have different material properties.

We proceed to calculate the geometry tensor. Similarly to the single layer model,

$$g_{ij}(E, \theta) = 2\delta_{ij}g_j^r(E, \theta) + 2\delta_{ij}g_j^{nr}(E, \theta) - g_{ij}^\text{LC}(E, \theta)$$

(6.3.6)

where $\delta_{ij}$ is the Kronecker delta. Analogous to Equations 6.2.21 and 6.2.22, the radiative and nonradiative geometry factors in each layer are:

$$g_i^r(E, \theta) = \frac{\cos \theta}{\alpha_i(E)} a_i(E, \theta)$$

(6.3.7)

$$g_i^{nr}(E, \theta) = \left( \frac{1}{\eta_i\text{int}} - 1 \right) L_i$$

(6.3.8)

We divide the LC term, $g_{ij}^\text{LC}(\theta, E)$, into one-pass and after-reflection contributions:

$$g_{ij}^\text{LC} = g_{ij}^{1p} + g_{ij}^R$$

(6.3.9)

Without reflection, the geometry factor is

$$g_{ij}^{1p} = (1 - \delta_{ij}) a_i a_j g_j^r$$

(6.3.10)

where we use $(1 - \delta_{ij})$ because one-pass reabsorption within the same layer is already included in $g_j^r$.

We obtain $\phi_{ij}^R = g_{ij}^R S_j^r$ from the self-consistent reflected fluxes at the top and bottom surfaces from Table 6.1. For radiative events occurring in layer $j$, we take the source terms to be:

$$\phi_{0j}^\text{bdy} = g_j^r S_j^r t_{j\text{bdy}} R_{j\text{bdy}}$$

(6.3.11)

where bdy is t or b, and find $\phi_{j\text{bdy}}^\text{bdy}$ from Table 6.1. Then the absorption in layer $i$ from radiative events in layer $j$ is:

$$\phi_{ij}^R = a_i (\phi_{ji}^t + \phi_{ji}^b)$$

(6.3.12)
Using Equations (6.3.2) and (6.3.5) to (6.3.12), we obtain \( J_i \) in Eq. (6.3.1). When all layers are series connected, they share the same current density, \( J_i = J \), which depends on the set of quasi-Fermi levels, \( \mu_i \). At one \( J \) value, we can solve for a set of \( \mu_i \) values, the sum of which gives the voltage of the device. The efficiency is then written in terms of \( J \):

\[
\eta(J) = \frac{J \sum_i \mu_i (J)}{P_{in}} \quad (6.3.13)
\]

Optimizing with respect to \( J \) gives the maximum efficiency.

### 6.4 Efficient Computation of \( V(J) \)

Finding \( \eta(J) \) involves solving Eq. (6.3.1) with \( J_i = J \), which is a system of \( m \) nonlinear equations in \( \mu_i \), and is computationally challenging. We can significantly reduce the computational cost by making simplifying assumptions on \( \alpha(E) \) and the top and bottom reflectivities. First, we rewrite Eq. (6.3.1) using Eq. (6.3.5):

\[
J_i = J_{in} - \int d\Omega \int_{0}^{\infty} dE \left[ \sum_{j=1}^{m} g_{ij} (\theta, E) S_r^j (E, \mu_j) \right]. \quad (6.4.1)
\]

We can simplify the calculation of \( J(V) \) if (1) \( \alpha_i (E) \) is zero for \( E \) less than the band gap \( E_g^i \) and a constant for \( E > E_g^i \) and (2) top and bottom reflectivity are independent of \( E \). In this case, \( g_{ij}(\theta, E) \) becomes \( g_{ij}(\theta) \) for all \( E > E_g^i \), allowing the angular integral to be separated from the energy integral. Then we can rewrite Eq. (6.4.1) as:

\[
J_i = J_{in} - \sum_{j=1}^{m} G_{ij} R_j (\mu_j) \quad (6.4.2)
\]

where

\[
G_{ij} = \int d\Omega g_{ij} (\theta) \quad (6.4.3)
\]

\[
R_j (\mu_j) = \int_{E_g^i}^{\infty} dE S_r^j (E, \mu_j). \quad (6.4.4)
\]

Eq. (6.4.2) is a linear system of equations with unknowns \( R_j \). Thus for fixed \( J \) we can efficiently solve for \( R_j \). We then invert \( R_j \) to find \( \mu_j \), using Equations (6.2.18) and (6.4.4), which allows us to find the external bias \( V = \sum_i \mu_i \). We thus calculate \( V(J) \) instead of \( J(V) \). Either way, the power output is \( JV \), and the maximum power point can be found numerically.
### Table 6.2: Fixed parameters for Section 6.5

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Band gap $E_g$</td>
<td>1.424 eV</td>
</tr>
<tr>
<td>Absorption Coefficient $\alpha$</td>
<td>$1.151 \times 10^6 /m$</td>
</tr>
<tr>
<td>Input Intensity</td>
<td>$8 \times 10^4$ W/m$^2$</td>
</tr>
<tr>
<td>Input Wavelength</td>
<td>830 nm (1.494 eV)</td>
</tr>
<tr>
<td>Input Linewidth</td>
<td>1 nm</td>
</tr>
<tr>
<td>Series Resistance</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 6.3: Top and bottom reflectivity configurations considered in this section along with icons to identify each combination.

<table>
<thead>
<tr>
<th>Bottom</th>
<th>Top</th>
<th>Total internal reflection</th>
<th>Lambertian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorbing substrate</td>
<td>A</td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>Specular mirror</td>
<td>C</td>
<td>D</td>
<td></td>
</tr>
<tr>
<td>Lambertian mirror</td>
<td>E</td>
<td>F</td>
<td></td>
</tr>
</tbody>
</table>

### 6.5 Application: Multilayer Monochromatic Conversion

In this section, we demonstrate the use of this model by considering a set of monochromatic devices inspired by the record-efficiency PPC device but with $m$ vertically stacked layers, varied $\eta_{int}$, and top and bottom boundary conditions. The effects of input power density, wavelength, linewidth, external radiative efficiency, which is different from $\eta_{int}$, absorbance and band gap were previously studied in a single-layer model [19, 50]. Here we fix those parameters as in Table 6.2 to approximate the record-efficiency PPC [9]. We show that devices with an absorbing substrate can improve their efficiency by increasing the number of layers, even without series resistance. This effect does not exist with a back reflector, which shows no improvement with increased number of layers. In Section 6.6 we present a simple model to explain these effects.

#### 6.5.1 Reflectivity Models

For these examples, we consider a set of simple reflectivity models to approximate different levels of light trapping. We only consider models that are angle-dependent but not $E$-dependent to reduce computational costs, as discussed in Section 6.4. The general model of Section 6.3 allows any reflectivity configuration with dependence on $\theta$ and $E$.

We consider two models for the internal reflectivity at the top interface. In the following discussion, the top surface is an interface between air ($n_{air} = 1$) and a material with index $n$. We consider perfect transmission of external light into the sample, but there must be total internal reflection of optical modes on the inside surface. In the "Total internal reflection" model, we consider specular reflection of all incident rays with $\theta > \theta_c$, so $R_S(\theta)$ is a step function that is zero for $\theta < \theta_c$, and one for all...
larger angles. As usual, the critical angle is \( \theta_c = \sin^{-1}(n_{\text{air}}/n) \). The second top surface we consider is an ideal Lambertian surface, which randomizes the angle of propagation for reflected and transmitted photons. An ideal Lambertian surface admits all incident photons into the cell from the exterior while reflecting internal photons with a probability of \( 1 - \frac{n_{\text{air}}^2}{n^2} \).

At the bottom surface, we consider three surface models. In the case of an absorbing substrate, we consider all photons hitting the bottom surface to be lost, i.e., \( R_S^b = 0 \) for all angles. A specular mirror reflects all photons back into the cell at the same angle as incidence, i.e., \( R_S^b = 1 \) for all angles. A Lambertian mirror also reflects all photons back into the cell but at a random angle of reflection.

We consider all six combinations of these models for the top and bottom surface reflectivities, as listed in Table 6.3. We label the six scenarios from A to F and also include an icon for each scenario.

### 6.5.2 Intrinsic Efficiency Increase With Number of Layers

We first consider Configuration A in Table 6.3, which has no light trapping and best represents the device of Ref. [9]. We numerically optimize the layer thicknesses to maximize efficiency with \( \eta_{\text{int}} \) values of 1, 0.999, 0.9, 0.1, 0.001. These values of \( \eta_{\text{int}} \) represent material qualities ranging from the radiative limit to low quality. In the radiative limit (\( \eta_{\text{int}} = 1 \)), the optimal thickness of the full device is infinity so the cell absorbs all incident photons. Since nonradiative loss scales as \( \left(\frac{1}{\eta_{\text{int}}} - 1\right)L \), there is a trade-off between nonradiative recombination loss and transparency loss when \( \eta_{\text{int}} < 1 \), giving a finite optimal device thickness. Hence, we optimize layer thicknesses without a constraint on total thickness for all \( \eta_{\text{int}} < 1 \) cases, while in the case of \( \eta_{\text{int}} = 1 \), we constrain the total thickness to have a vertical one pass absorbance of \( 1 - e^{-\alpha L} = 1 - 10^{-14} \).

The key results are shown in Fig. 6.5.1, giving the optimized efficiencies and layer thicknesses for a range of \( \eta_{\text{int}} \) and \( m \). As expected, efficiency decreases as \( \eta_{\text{int}} \) decreases. More surprisingly, for all \( \eta_{\text{int}} \) values, efficiency increases with the number of layers. In the radiative limit, efficiency increases by 3.4% abs. from 1 to 10 layers; at \( \eta_{\text{int}} = 0.001 \), efficiency increases by 1.3% abs. Efficiency is expected to improve in multi-layer devices with series resistance, as the devices increase voltage while decreasing current and its associated losses. In this case, however, we see an improvement of efficiency even without series resistance.

We show in Fig. 6.5.2 efficiency at optimal layer thicknesses for all 6 surface configurations in Table 6.3. Material quality is fixed at \( \eta_{\text{int}} = 0.9 \), which represents high-quality III-V materials. Among all configurations, case A has the lowest efficiency, because this configuration does not include any light trapping. Efficiency is highest in Case F with two ideal Lambertian surfaces. Only cases with absorbing substrate (A and B) show strong efficiency increase with increasing \( m \).

A back reflector and light trapping are helpful for PPC efficiency. The record-efficiency device,
Figure 6.5.1: (a) Efficiency, optimized with respect to layer thicknesses, as a function of number of layers with Configuration A in Table 6.2 for several values of $\eta_{\text{int}}$. (b) Optimal layer thicknesses of 1-, 3- and 10-layer cells (left axis, bars) and the associated efficiencies (right axis, points).
Figure 6.5.2: (a) Efficiency, optimized with respect to layer thicknesses, as a function of number of layers for all 6 surface configurations in Table 6.3. \( \eta_{\text{int}} = 0.9 \). Note that A, B have substrates and show the strongest intrinsic efficiency increase with \( m \). (b) Optimal layer thicknesses of 1-, 3- and 10-layer stack.
however, is on a thick GaAs substrate with a full metal contact \[9\[56\]. Since the GaAs substrate is absorbing and optically thick, this architecture is equivalent to an absorbing substrate without a back reflector. In such a system, this intrinsic increase of efficiency with \(m\) is an intriguing route to high efficiency, which reinforces the simpler series-resistance advantages of multi-layer devices. In order to understand the physical origin of this increased efficiency, we present a toy model of a 1- and 2-layer device, with and without a back reflector.

### 6.6 2-Layer Model

In this section, we reduce our full model from Section 6.3 to a semi-analytic 2-layer model. Using this simplified model, we demonstrate that the multi-layer device allows radiative losses into the substrate to be reduced, but that no equivalent improvement can be obtained when there is a back reflector. We consider Configurations B and F in Table 6.3. The simplest expectation for \(m = 1\) devices is that the operating current is \(J_{\text{mp}}^{(1)} \simeq J_{in}\), and we call the operating voltage \(V_{\text{mp}}^{(1)}\). With \(m > 1\), one might expect that \(J_{\text{mp}}^{(m)} \simeq J_{\text{mp}}^{(1)}/m\) and that each layer keeps the same voltage as in the one-layer device, giving a total voltage of \(V_{\text{mp}}^{(m)} \simeq mV_{\text{mp}}^{(1)}\), which would give no change in the efficiency (in the absence of series resistance). For Configuration B in Fig. 6.5.2(a), however, we see a 1.5% (rel.) increase in efficiency on moving from \(m = 1\) to \(m = 2\). In these devices, \(mJ_{\text{mp}}^{(m)}\) changes by only 0.26%, so the more significant increase in efficiency comes from the operating voltage.

There is no analytic solution to \(V_{\text{mp}}^{(m)}\) and \(J_{\text{mp}}^{(m)}\). Hence, for qualitative understanding, we study the the short-circuit current \(J_{sc}^{(m)}\) and the open-circuit voltage \(V_{oc}^{(m)}\), as well as the product \(J_{sc}^{(m)}V_{oc}^{(m)}\). We choose configurations with Lambertian surfaces in order to express the emission and absorption flux using the same angle-averaged absorbance. For the same reason, we assume that there is a filter between two layers that randomizes the the angle of the transmitted light. We work in the radiative limit and consider \(n = 1\), so there is no reflection at cell-air or cell-substrate interfaces. We assume that absorption coefficient is 0 for energy lower than the band gap, and constant \(\alpha\) for energy above the band gap. For simplicity, we work in the Boltzmann approximation, in which the “−1” in the denominator of Eq. 6.2.18 is neglected, which is valid when the internal cell voltages do not get within a few \(kT\) of \(E_g\). The detailed-balance condition, Eq. 6.4.1 for each layer is then

\[
J_1 = J_{in} (1 - A_2) A_1 \left[ 1 + R_{L_1}^b (1 - A_1) \right] \tag{6.6.1a}
- J_0 e^{V_1} \left( 2A_1 - R_{L_1}^b A_1^2 \right) + J_0 e^{V_2} A_2 \left[ A_1 + R_{L_2}^b (1 - A_1) A_1 \right]
\]

\[
J_2 = J_{in} A_2 \left[ 1 + R_{L_1}^b (1 - A_2) (1 - A_1)^2 \right] - J_0 e^{V_2} \left[ 2A_2 - R_{L_2}^b A_2^2 (1 - A_1) \right] + J_0 e^{V_1} (2A_1 - R_{L_1}^b A_1^2) A_2, \tag{6.6.1b}
\]
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where $A$ is the angle-averaged one-pass absorbance:

$$A = \frac{\int_{0}^{\pi/2} \left(1 - e^{-\frac{\alpha L}{\cos \theta}} \right) \cos \theta \sin \theta d\theta}{\int_{0}^{\pi/2} \cos \theta \sin \theta d\theta}$$

(6.6.2)

and $J_0$ is short-circuit radiative recombination current in one of the up or down direction:

$$J_0 = \frac{2\pi}{h^3 c^2} \int_{E_g}^{\infty} dE E^2 e^{-E/kT}.$$  

(6.6.3)

The top layer absorbs the incident radiation, $A_2 J_{in}$, in one-pass, and $R_b L (1 - A_2)(1 - A_1)$ in the second pass, where $R_b$ is the back reflectivity. The top layer radiates both out the top surface and to the bottom layer ($J_0 e^{V_2} A_2$). The top layer has luminescent coupling from the bottom layer (proportional to $J_0 e^{V_1} A_1$) as well as photon recycling due to the back reflector. The bottom layer receives the filtered incident radiation $(1 - A_2)A_1 J_{in}$ in one pass, $R_b L (1 - A_2)(1 - A_1)A_1 J_{in}$ in the second pass, luminescent coupling in two passes from the top layer (proportional to $J_0 e^{V_1} A_2$), and also has radiative emission to the top layer and the substrate. We can recover a 1-layer detailed balance model by setting either $A_1$ or $A_2$ to be zero. For simplicity of notation, we delete the subscript when referring to the 1-layer quantities. Using Eq. 6.6.1 we study the cases of $R_b = 0$, absorbing substrate, and $R_b = 1$, ideal back reflector.

Starting with a 1-layer device, we solve for $V_{oc}$ and $J_{sc}$ in Eq. 6.6.1 in each of the two cases:

$$\frac{V_{oc}^{(1)}}{kT} = \begin{cases} \ln \tilde{J} + \ln \frac{1}{2} & \text{substrate} \\ \ln \tilde{J} & \text{back reflector} \end{cases}$$  

(6.6.4)

$$\frac{J_{sc}^{(1)}}{J_0} = \begin{cases} A \left( \tilde{J} - 2 \right) & \text{substrate} \\ (2A - A^2) \left( \tilde{J} - 1 \right) & \text{back reflector} \end{cases}$$  

(6.6.5)

where $\tilde{J} = \frac{J_{in}}{J_0}$ and $\frac{J_{sc}}{J_0}$.

In 2-layer devices, the voltage of each layer at open circuit is:

$$\frac{V_{oc,1}^{(2)}}{kT} = \begin{cases} \ln \tilde{J} + \ln \frac{2 - A_2}{4 - A_1 A_2} & \text{substrate} \\ \ln \tilde{J} & \text{back reflector} \end{cases}$$  

(6.6.6)

$$\frac{V_{oc,2}^{(2)}}{kT} = \begin{cases} \ln \tilde{J} + \ln \frac{2 + A_1 - A_1 A_2}{4 - A_1 A_2} & \text{substrate} \\ \ln \tilde{J} & \text{back reflector} \end{cases}$$  

(6.6.7)

For a two-layer device at short-circuit: (1) $J_{sc} = J_1 = J_2$, and (2) $V_1 + V_2 = 0$. Solving Eq. 6.6.1 with
these constraints, we obtain the short-circuit current. Due to the length of the general solution, here we present only the solution evaluated at $A_1 = 1$ and $A_2 = 1/2$, which we consider further below:

$$\tilde{J}_{sc}^{(2)} = \begin{cases} \frac{J}{2} - \frac{7}{2\sqrt{15}} & \text{substrate} \\ \frac{J}{2} - \frac{1}{2} & \text{back reflector} \end{cases}$$

(6.6.8)

To understand the origin of the efficiency improvement with $m$, we compare the value of $V_{oc}^{(m)}/m$ and $J_{sc}^{(m)}$, as well as the product of the two quantities. Since, $0 \leq A_i \leq 1$, with a substrate we always have $V_{oc,1}^{(2)} \leq V_{oc}^{(1)} \leq V_{oc,2}^{(2)}$. The average $V_{oc}^{(2)}$ with substrate can be larger or smaller than $V_{oc}^{(1)}$, depending on the values of $A_1$ and $A_2$. We consider absorption-matched devices with infinite thickness for $m = 1, 2$. In this case, $A = 1$ for the 1-layer case, and $A_1 = 1$ and $A_2 = 1/2$ with 2 layers. Here, both the single- and 2-layer devices absorb all incident photons. In the case of an absorbing substrate, the per-layer $V_{oc}$ of the 2-layer device is strictly larger than that of the 1-layer device. Specifically, for $\tilde{J} = 10$, the average 2-layer $V_{oc}$ is 6.3% higher than the 1-layer $V_{oc}$. At the same time, $mJ_{sc}^{(m)}$ also increases by 2.4%. We thus see that the efficiency with $m = 2$ is larger than with $m = 1$, due to increases in both $J_{sc}$ and $V_{oc}$, though the $V_{oc}$ increase is more significant. The product, $J_{sc}^{(m)}V_{oc}^{(m)}$, increases by 8.8%.

In the case of a substrate, the voltage difference between the top and bottom layers reduces radiative loss to the substrate. Radiative losses from the top surface are inevitable, as the device must be able to admit incident radiation. Radiative losses out the rear of the device, however, are pure losses. In a single-layer device, those losses are unavoidable at any voltage. The multi-layer device is able to reduce the impact of those losses by decreasing the internal voltage of the bottom layer, which reduces the radiation into the substrate, while allowing the upper layer to maintain a larger internal voltage. Reduced radiative loss out the bottom layer also increases the collected current $mJ_{sc}$, but this effect is smaller.

Interestingly, at higher incident flux density, both $V_{oc}$ and $J_{sc}$ effects are weaker. The power density used in Section 6.5 corresponds to $\tilde{J} \approx 9 \times 10^{16}$. With this value, in the toy model $V_{oc}^{(m)}/m$ increases by 0.26%, while $mJ_{sc}^{(m)}$ stays the same within machine precision. In the full model of Section 6.3 with $n = 1$ and $\eta_{int} = 1$, the improvement of maximum power on moving from $m = 1$ to $m = 2$ for Configuration B is 0.22%, in good agreement with the simpler model. With GaAs refractive index, $n = 3.64$, the improvement is 2.0%, similar to that shown in Fig. 6.5.2(a), showing that the increased top-surface light trapping increases the importance of this effect.

In contrast, for the case with a back reflector, the voltage of each layer in a 2-layer device is analytically equal to the voltage of the single-layer device in all $A_1$ and $A_2$ values. And $2J_{sc}^{(2)}$, evaluated
at the absorption matched case of $A_1 = 1$ and $A_2 = 1/2$, is also analytically equal to $J_{sc}^{(1)}$ at $A = 1$. This matches our observation in the full model that efficiency does not increase with number of layers in Configuration F.

The highly nonradiative case, $\eta_{int} \ll 1$, is also amenable to analytic treatment and shows a similar increase of efficiency with $m$.

We have generalized monochromatic detailed balance models \cite{19,50} to multi-layer devices, including: (1) bi-directional luminescent coupling, (2) nonradiative recombination parametrized by $\eta_{int}$, (3) mixed specular and Lambertian surface reflection. We observe an intrinsic increase of efficiency with number of layers, independent of series resistance, for PPC’s on absorbing substrates. This intrinsic increase is not present when the device has a back reflector. Other than the well-known benefits of multi-layer PPC’s, such as high voltage and low series resistance, we have discovered another mechanism for efficiency increase with number of layers, which further encourages future multi-layer designs of PPCs.
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This article was presented at 46th IEEE Photovoltaic Specialists Conference, June 2019, Chicago, Illinois [57]. The original title is "Opportunities for High Efficiency Monochromatic Photovoltaic Power Conversion at 1310 nm". This chapter uses the multi-layer detailed balance model, discussed in Chapter 6, to predict the efficiency of multi-layer PPC’s, which are under development and are designed to operate at 1310 nm. The efficiency of PPC’s from 1 to 20 layers at two different internal radiative efficiencies (radiative limit, and conservative material quality estimate) is predicted.

7.1 Introduction

A power-over-fiber system is an energy transmission system in which power is transmitted in the form of laser light through an optical fiber. Such a system is immune to electromagnetic noise and can find many uses in telecommunication, utilities and powering electric circuits in sensitive environments [58]. A crucial part of this system is a photovoltaic device, a photonic power converter (PPC), that converts the narrow-band laser or LED light to electricity. Current high efficiency PPCs are made of GaAs and operate in the 830 nm band with efficiency up to 70% [9, 11]. However, the attenuation of 830 nm light in a silica fiber is 37% over 1 km [18], hence the current devices target applications only requiring short-distance transmission. Long distance transmission can be achieved in the telecommunication regime, where attenuation is much slower. For example, at 1310 nm, there is only a 6.7% loss over 1 km [18]. Hence a high-efficiency PPC operating in the telecommunication regime is needed.
We develop an In$_x$Al$_y$Ga$_{(1-x-y)}$As device to operate at 1310 nm. We propose a series-connected multijunction design to provide high-voltage and low-current operation, which reduces series resistance loss and can be designed to directly power electronics requiring 3, 5 or 12 V. Green showed that monochromatic light conversion can reach 100% efficiency at infinite input light intensity, when the input wavelength is aligned with the bandgap \[19\]. In this work, we use a multijunction extension of Green’s theory to make predictions of efficiency and voltage of our future multijunction In$_x$Al$_y$Ga$_{(1-x-y)}$As device. Our model includes the effects of luminescent coupling (LC), where light emitted in one junction is re-absorbed in another \[59\]. We also include the important effects of non-radiative recombination losses and imperfect alignment of cell band gap and input wavelength, studied in Chapter \[5\] in addition to the radiative losses at finite light intensity studied by Green. The full model will be described elsewhere. Using this model, we report power conversion efficiency of our proposed multijunction InAlGaAs device in the radiative limit and with a low internal radiative efficiency. We perform our calculations at 1319 nm input, which is the center wavelength of our test laser.

### 7.2 InAlGaAs Test Structure

We present a single-junction device and a multi-junction design both using In$_x$Al$_y$Ga$_{(1-x-y)}$As. We begin by describing the existing device. The quaternary alloy, In$_x$Al$_y$Ga$_{(1-x-y)}$As, is a promising material for 1310 nm (0.95 eV) photovoltaic (PV) conversion, due to its composition-dependent bandgap in the range of 0.75-1.45 eV \[60\]. By varying the compositions of In$_{0.53}$Ga$_{0.47}$As and In$_{0.52}$Al$_{0.48}$As, ternary alloys lattice-matched to InP, we are able to achieve a bandgap suitable for a 1310 nm laser source. We have grown a test device by molecular beam epitaxy with a single pn-junction In$_{0.532}$Al$_{0.097}$Ga$_{0.371}$As on an InP substrate. A schematic of this structure is shown in Figure 7.2.1(a). We use spectroscopic ellipsometry with data fitted using the Adachi-New Forouhi model \[22\] to measure the bandgap and absorption coefficient of the test structure, giving a bandgap of 0.864 eV and an absorption coefficient of $8 \times 10^3$ cm$^{-1}$ at the target wavelength.

Figure 7.2.2 shows the external quantum efficiency (EQE), adjusted by measured reflectivity $R$ and estimated absorbance of the cap layer $A_{cap}$:

$$QE_{adj} = \frac{EQE}{(1 - R)(1 - A_{cap})} \quad (7.2.1)$$

The cap layer is 25 nm thick lattice matched InGaAs, and was not etched in this test device. In fully fabricated devices, the absorbing cap layer will be removed everywhere except beneath the contacts, removing this parasitic absorption. The active region of the test structure is 2.8 $\mu$m thick, and we estimate a transmittance of the active region of 11%. Including the effect of this transmittance, we
estimate an internal quantum efficiency of 92% at 1310 nm. The QE measurement indicates the device’s promising potential for future PV operation.

Based on this newly developed system, we propose a multijunction structure consisting entirely of In$_{0.532}$Al$_{0.097}$Ga$_{0.371}$As pn-junctions, series-connected by tunnel diodes, shown in Figure 7.2.1(b). To limit cell thickness, the cell is designed to absorb 98% of the incoming light, giving an active region of thickness 4.9 µm. Our test laser, a DILAS 1310 nm fiber-coupled module, outputs 14 W centered at 1319 nm with a linewidth of 8.9 nm. With a cell size of 25 mm$^2$, the average intensity is $5.6 \times 10^5$ W/m$^2$. We use these values for all the calculations. In the following sections, we use a multijunction detailed balance model to predict the maximum achievable efficiency of this proposed multijunction device operating with this laser.

### 7.3 Multijunction Detailed Balance Model

The detailed balance formalism allows for benchmarking a PV device, because it provides the limiting efficiency. We first briefly describe the multijunction model based on the detailed balance formalism. The full description of the model will be provided elsewhere. In the second part of this section, we use this model to predict the behaviour of the cell’s efficiency and output voltage as a function of number of junctions.
7.3.1 Laser spectrum and cell absorption

Knowledge of laser spectrum and cell absorption coefficient allows calculation of the number of photons absorbed in a device with a certain thickness. We have incorporated the laser spectrum into our detailed balance model. Our laser has a center wavelength of 1319 nm, corresponding to photon energy of 0.940 eV. Ellipsometry gave a bandgap of 0.864 eV. For convenience, we approximate the absorption coefficient to be a step function, with 0 below the bandgap and $8 \times 10^3$ cm$^{-1}$ above, which is the measured value at 1310 nm. Thermalization loss from the laser photon energy, 0.940 eV, to the bandgap, 0.864 eV, is 8%. This loss is larger than the 5% thermalization loss of a GaAs-based 830 nm PPC [61] and can be possibly reduced with a different alloy.

7.3.2 A multijunction model based on ray tracing

We extend Green’s formalism to a multijunction detailed balance model. In this model, we make the standard detailed balance assumptions that each photon absorbed creates one electron-hole pair and that carriers have infinite mobility so the quasi-fermi level splitting, $\mu$, in each subcell is uniform in space. In the detailed balance formalism, the current extracted from each subcell is equal to the rate of photons absorbed minus the rate of photons emitted [29]. The rate of photons emitted depends on $\mu$ in each subcell, following the modified Planck spectrum [27]. Thus, for each junction, we can write down the following expression:

$$J_i = N_i^{\text{abs}} + \sum_j N_{ij}^{\text{le}} (\mu_j) - \frac{1}{\eta_{\text{int}}} N_i^{\text{rad}} (\mu_i)$$  \hspace{1cm} (7.3.1)
where \( \dot{N}_{\text{abs}}^i \) is the rate of carriers created in subcell \( i \) from absorbing photons from the external source, i.e., the laser, \( \dot{N}_{\text{lc}}^{ij}(\mu_j) \) is the rate of carriers created in the \( i \)th subcell by absorbing photons that are emitted from the \( j \)th subcell, \( \dot{N}_{\text{rad}}^i(\mu_i) \), is the rate of photons emitted at subcell \( i \). We use \( \eta_{\text{int}} \), internal radiative efficiency, to account for non-radiative recombination loss. \( \dot{N}_{\text{lc}}^{ij}(\mu_j) \) captures the luminescent coupling. To compute the three terms in Eq. (7.3.1), we use a ray-tracing method to track photons emitted at an angle \( \theta \) and energy \( E \) from a specific depth in the cell, as shown in Figure 7.3.1. This model is a 1-D model, but accounts for all angles of photon propagation. We then integrate the rates of photon absorption and emission over volume and photon energy to obtain the total rates of photon absorption and emission in each junction. Since they are all series-connected, all junctions share one current density, \( J \). We assume perfect tunnel diodes, i.e., completely transparent and no series resistance. Eq. (7.3.1) is a system of coupled equations with unknown \( \mu_i \)’s. For some value of \( J \), we can solve the system for the set of \( \mu_i \)’s, which in turn gives the internal voltages of each subcell, \( V_i = \mu_i/q \), where \( q \) is the electric charge. The power conversion efficiency of the entire cell is then \( \eta = J \sum V_i/P_s \), where \( P_s \) is the laser intensity. The total voltage is \( \sum V_i \), and the maximum efficiency can be found by optimizing \( J \). For simplicity, we modeled no reflection loss of incident photons in all directions of incidence, but the modeled laser light is collimated and normal incident. In future fabrications, an anti-reflection coating will be used to reduce reflection loss to a negligible amount [62].

In the next section, we present results on this current-optimized efficiency as well as the corresponding voltage.

### 7.4 Predicting Efficiency and Voltage for the Proposed Multijunction Device

We predict efficiency possible at \( 5.6 \times 10^5 \) W/m\(^2\) with our proposed InAlGaAs multijunction structure with 1319 nm input. Figure 7.4.1 shows results in the radiative limit, i.e., \( \eta_{\text{int}} = 1 \), to study the maximum possible efficiency of the proposed device if all non-radiative processes are removed. It also shows predictions with a low value of \( \eta_{\text{int}} = 0.1 \), which is likely lower than the actual \( \eta_{\text{int}} \) of the material. This choice allows us to make a conservative estimate of the device performance. We predict that the proposed multijunction device attains an efficiency of 67% in the radiative limit with a single-junction design. In the conservative case of \( \eta_{\text{int}} = 0.1 \), the efficiency still reaches over 54% at single junction. In both cases, the detailed balance efficiency increases by 2% absolute when increasing the number of junctions from 1 to 20, reaching 69% in the radiative limit and 56% for \( \eta_{\text{int}} = 0.1 \). In the radiative limit, a 20-junction device is able to achieve a \( V_{\text{mp}} \) of 13.8 V. Even in the conservative case, \( V_{\text{mp}} \) still reaches 11.2 V at 20 junctions. Figure 7.4.1 shows that the multijunction devices not
only give higher voltage but also give higher efficiency than single-junction equivalents, even when neglecting series resistance losses. All of the devices have the same total thickness, to absorb 98% of the incident light.

We analyze the internal voltage of each subcell calculated in a multijunction stack for devices with 1-4 subcells. Figure 7.4.2 shows the voltage of each subcell in a multijunction device with $\eta_{\text{int}} = 1$ and $\eta_{\text{int}} = 0.1$. The voltage of the bottom subcell (adjacent to the substrate) decreases as the total number of junctions increases, while subcells closer to the top have higher voltages. We can understand these results by considering reflectivity and luminescent coupling (LC). According to our reflectivity model described in Section 7.3, a portion of the photons reaching the top surface of the cell is reflected back into the cell and can be reabsorbed, while all photons reaching the bottom surface are lost into the substrate. Hence, if the voltages of the top and bottom subcells are equal, the bottom subcell loses more photons than the top subcell due to less photon recycling at the bottom surface. Under this asymmetric top and bottom surface reflectivity, in order to maintain current matching among the subcells, we require an internal variation of voltages. However, this effect of asymmetric top and bottom reflectivities alone does not explain the increase of efficiency with increasing number of subcells. The combination of LC, which is the reabsorption in one subcell of photons that are emitted in another
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Figure 7.4.1: Detailed balance efficiency and corresponding $V_{mp}$ as a function of number of junctions in the cell. Dashed lines show $V_1N$, where $V_1$ is $V_{mp}$ in a single junction device. The actual $V_{mp}$ lines lie above these reference lines, indicating that the average voltage per subcell increases with number of subcells.

subcell, and the effect of the asymmetric top and bottom surfaces, gives a complete explanation. The LC leads to a new optimal current-voltage combination, which occurs when only the bottom subcell has lower than single-junction voltage and all other subcells obtain a higher than single-junction voltage. This new optimum reduces loss into the substrate when the number of total subcells increases. The resulting average voltage increases with the total number of subcells. This effect is shown in both Figures 7.4.1 and 7.4.2.

7.5 Conclusion

We show increasing efficiency as the number of subcells increases in monochromatic PV conversion. This effect is in addition to the well-known benefits of multijunction devices: high voltage and low series-resistance loss. This effect is independent of the operating wavelength of the device. The power conversion efficiency in the radiative limit does depend on the wavelength, and we report a modeled efficiency up to 69% at the center wavelength of our laser, 1319 nm, and at $5.6 \times 10^5$ W/m$^2$ in a 20-junction InAlGaAs device without a back reflector.

Acknowledgments

This work was supported by grant NSERC STPGP 494090.
Figure 7.4.2: Internal voltages at maximum power point of 1-, 2-, 3- and 4-subcell devices. (top) Internal voltages with $\eta_{\text{int}} = 1$. Inset at top shows schematics of the three devices, with subcells labelled A to D. As indicated in the schematics, all four devices have the same total thickness, with white lines showing actual sizes of the various subcells. (bottom) Internal voltages with $\eta_{\text{int}} = 0.1$. In both panels, the average of the subcells’ internal voltages is shown at left, indicating that the average voltage per subcell increases with the number of subcells.
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