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Ownership and Control over Publicly Accessible Platform Data

By Teresa Scassa

Abstract

Purpose: This paper examines how claims to ‘ownership’ are asserted over publicly accessible platform data and critically assesses the nature and scope of rights to reuse these data.

Approach: Using Airbnb as a case study, this paper examines the data ecosystem that arises around publicly accessible platform data. It analyses current statute and case law in order to understand the state of the law around the scraping of such data.

Practical Implications: The nature of some sharing economy platforms requires that a large subset of their data be publicly accessible. These data can be used to understand how platform companies operate, to assess their compliance with laws and regulations, and to evaluate their social and economic impacts. They can also be used in different kinds of data analytics. Such data are therefore sought after by civil society organizations, researchers, entrepreneurs, and regulators. This paper considers who has a right to control access to and use of this data, and builds an argument for a consideration of the public interest in data scraping.

Findings: This paper demonstrates that there is considerable uncertainty about the practice of data scraping, and that there are risks in allowing the law to evolve in the context of battles between business competitors without a consideration of the broader public interest in data scraping. It argues for a data ecosystem approach that can keep the public dimension issues more squarely within the frame when data scraping is judicially considered.

Introduction

Internet platform companies host a significant amount of data on their sites. Some, although not all, of this information is personal information and often much of it is user-contributed. While the data – and the ability of the public to access and view them – are an important part of the business model of these platforms, these data are often of significant interest to those beyond the immediate
sphere of platform users. In a data-driven economy, publicly accessible data can be an important resource. Because of this, questions arise as to who has the right to control access to and use of such data, and in what ways and circumstances such control can be exercised. The answers to these questions will have important implications for innovators, researchers, civil society and even governments.

This paper considers questions around ownership and control of publicly accessible data, using Airbnb as a case study. Airbnb is a major, global platform that hosts a great quantity and variety of data. The nature of its business requires that these data are made publicly accessible – in order for hosts to share information about their rental units and for potential or actual guests to be able to browse this information, and add to it with comments and reviews. Airbnb is an interesting case study because its operations have had significant impacts on many cities, raising questions about, among other things, the platform’s effects on the cost and availability of long term accommodation, its impact on incumbent short-term accommodation providers, the incidence of discrimination in Airbnb rentals and pricing, and the extent to which the platform is used to support full scale commercial ventures. The data hosted on the Airbnb site can be scraped and analysed so as to provide important insights into these issues. In the absence of adequate voluntary data-sharing by a company, data scraping remains a primary source of such data. Airbnb platform data is also of interest to a wide range of businesses, many of which are not in direct competition with Airbnb, but which instead offer services – including analytics – related to Airbnb’s activities.

This paper considers the complex ‘ecosystem’ of users of Airbnb platform data in order to identify and assess the nature and extent of public and private interests in using such data. In order understand the impacts of Airbnb – and in order to build innovative or opportunistic businesses that draw upon Airbnb’s data – it is necessary to be able to access, harvest, and manipulate these data. While any company may protect its confidential commercial information from undesired access and reuse, the rights of companies to protect and limit the reuse of publicly accessible data are more tenuous. Any such rights may also be subject to countervailing users’ rights. The legal status of publicly available information is therefore important. In a rapidly evolving data economy, legal uncertainties in relation to ownership of and rights of access to data risk being resolved by litigation between business competitors, which risks overlooking and unduly limiting the strong public interest in access to and use of such data. This paper argues that a data ecosystem approach to publicly accessible platform data is necessary to prevent the normative framework for data scraping from being unduly shaped by the platforms themselves.

**Literature Review**

Although a great deal has been written about the sharing economy and its impacts, relatively little scholarly attention has been paid to the massive quantities of data that are amassed by platform companies, and more specifically about issues relating to access to and reuse of these data. This has started to change somewhat, as developments in the Artificial Intelligence (AI) sector raise questions about access to data to train algorithms (Geiger et al, 2018). The data sharing practices of social media companies have also come under recent scrutiny with the Cambridge Analytica scandal, with preoccupations in this area relating to the automated extraction and reuse of personal information (Information Commissioner’s Office 2018). Much less has been written about access to personal and non-personal platform data for other types of research.
Access to data about platform companies’ activities can be difficult to obtain. For example, the impacts of short-term rental platforms on the availability and affordability of long term accommodation in cities has led to numerous studies and reports, many of which lament the lack of easily accessible data (Jamasi and Hennessy, 2016; Sawatzky, 2015; Vancouver City Council, 2016; City of Toronto, 2016; Cutler 2015). As documented by Scassa (2017), a number of cities have resorted to using data scraped either by civil society actors or by consultants. Scraped data has formed the basis for a number of studies and reports about short-term rental platform economy impacts (Scassa, 2017; Sawatzky, 2015; Clampet, 2014).

The practice and the legality of data scraping have received relatively little academic attention, although this is beginning to change as such activities become increasingly widespread and more commercially significant (Snell & Care 2013). Quite apart from the issue of whether scraping infringes copyright by taking a substantial part of an original selection or arrangement of data, legal scholars have considered whether data scraping is a form of trespass to chattels (Din 2015; Warner 2002), or whether, (in the U.S.), it violates the Computer Fraud and Abuse Act (Din 2015; Hirschey 2014).

Legal disputes over data scraping have begun to heat up, although the bulk of this case law involves competing businesses. Some cases involve data scraping by relatively direct competitors (Century 21 Canada Ltd. Partnership v Rogers Communications Inc., 2011; Trader Corporation v CarGurus, Inc. 2017; Ryanair Ltd. v. PR Aviation BV, 2015), others involve companies in the same field but operating with a different business model. For example, the news aggregator Meltwater has generated litigation over its scraping of news headlines on both sides of the Atlantic (Newspaper Licensing Agency Ltd & Ors v Meltwater Holding BV & Ors, 2011; Associated Press v Meltwater U.S. Holdings Inc, 2013). In other cases, data scrapers harvest data for new forms of analytics. In the U.S., litigation between LinkedIn and a number of companies that actively scrape its data promises to produce interesting case law around the legality and the limits of such practices (Conger 2016). A very recent US case, Sandvig v. Sessions (2018) challenges the application of the Computer Fraud and Abuse Act to data scraping activities carried out for research purposes. However, the emerging case law will not provide clear answers to all questions regarding the legitimacy of data scraping as a means of acquiring publicly accessible data. In the first place, some of the decisions turn on the form in which data are presented. For example, if photographs are scraped (Century 21 Canada Ltd. Partnership v Rogers Communications Inc., 2011; Trader Corporation v CarGurus, Inc. 2017), or newspaper headlines (Associated Press v Meltwater U.S. Holdings Inc, 2013; Newspaper Licensing Agency Ltd & Ors v Meltwater Holding BV & Ors, 2011), these forms may attract a greater level of copyright protection than would be available for compiled data. Secondly, most, though not all, data scraping disputes involve commercial competitors and such disputes are less likely to raise issues of users’ rights or the public interest. This means not only that these issues are rarely explored in the emerging court decisions, but that the decisions themselves may shape the law in ways that develop robust concepts of the rights of data ‘owners’ while doing nothing to consider or articulate the nature and scope of users’ rights. There are a couple of notable exceptions in the US (Sandvig v Sessions, 2018; HiQ v. LinkedIn, 2017) but these cases largely address US-specific legislation that, depending on its interpretation, might criminalize data scraping in some circumstances.

The thirst for data in the AI sector has prompted considerable legal interest around the world in creating text and data-mining (TDM) exceptions to copyright infringement (Geiger et al. 2018). The data scraping discussion thus now also takes place in the shadow of broader concerns over rights to access and reuse data for AI research and processes. These discussions have also
touched on other issues relevant in the data scraping context, including the impact of terms of service that prohibit automated extraction of data, and the use of technological protection measures.

**Methods**

The analysis of data scraping was carried out using a single platform company – Airbnb – as a case study in order to provide a rich context for the assessment of data scraping. The users of Airbnb data are as diverse as the uses to which the data are put, which helps tease out the complex competing interests.

The research behind this paper involved a detailed study of Airbnb’s platform, including a web-based review to identify users of Airbnb data, how data are accessed by these users, and the uses to which the data are put. Studies, reports and other documents that relied upon scraped Airbnb data were analysed, and materials regarding difficulties in accessing Airbnb data, and critiques of voluntary releases of data by Airbnb were gathered from a review of print and online sources.

Because data scraping is the primary means by which Airbnb’s platform data is harvested for reuse, the research also involved a scan of the primary (laws, case law) and secondary (scholarly articles and commentary) legal literature regarding data scraping. Legal materials from Canada, the United States and the United Kingdom were analysed to provide the basis for a discussion of the law of data scraping. Since data scraping is also impacted by aspects of private law, the legal documents that structure Airbnb’s operations were reviewed. These include its Terms of Service (TOS), privacy, and other policies. Legal claims in these documents, including to ownership or control of data, contractual limitations such as prohibited conduct with respect to data and site usage, and privacy commitments were considered, along with their interaction with applicable laws.

**Results**

1. **Airbnb impacts**

According to its website, Airbnb operates in over 191 countries and over 65,000 cities worldwide (Airbnb, About Us). It also claims to have more than three million listings, with over 150 million travellers finding accommodation through its platform. Like many platform companies, Airbnb exploits the rhetoric of facilitating small-scale sharing of individuals’ surplus resources. It claims to help ordinary individuals monetize their underutilized living space, whether in the form of a spare room, or their entire unit while on vacation. However, with the rise in the popularity of the site, concerns have grown over the use of the platform by those who make entire units available year-round; as well as hosts with multiple available units. Indeed, a growing concern is that long-term accommodation is being converted by urban entrepreneurs into short-term rental accommodation via Airbnb (Office of the A.G.N.Y., 2014). Such activities have raised serious
concerns about the impact of the platform company, particularly in cities where there is a shortage of long term accommodation as well as problems with affordable housing. In addition, policymakers and civil society groups have argued that Airbnb contributes to gentrification (Cox, 2017; Office of the A.G.N.Y., 2014; Jamasi and Hennessy, 2016); undermines or changes the character of neighborhoods (Scassa, 2017); and creates nuisances (Scassa, 2017). Condominium associations and landlords have also raised concerns over the impact of short-term rentals on the character of their buildings, the over-exploitation of shared spaces, disregard of noise, non-smoking and other policies, and security (Scassa, 2017). Incumbent short-term rental industries have also complained that Airbnb hosts are not subject to the same level of regulation and do not pay taxes, thus enabling them to unfairly compete within the market (Reyes, 2015).

2. Airbnb data

Not all data collected by Airbnb is exposed on its platform, much data – including personal information of its hosts and guests – is kept confidential. Airbnb generates its own confidential analytics based upon its data. Nevertheless, the company makes a range of different data publicly accessible on its platform. In this respect, Airbnb is different from other platform companies such as Uber. In order to meet its goal of connecting hosts with guests, the Airbnb platform must necessarily display information about the nature and size of available units, their price, general location, and general availability. The site also contains photographs of units, verbal descriptions of units, their amenities and their location, information about hosts, reviews (which may contain information about guests and what they did during their stay, information about host and guest interactions; information about the unit, about the dates of the stay, and about the area in which the unit is located). All of these data come from multiple sources, including hosts (who provide photos, verbal descriptions, availability information, etc.); guests (who provide reviews); and Airbnb (which provides templates for information as well as in some cases photographs). Although the primary purpose of these data is to provide information about specific units that are for rent, taken together and subject to analytics, they can provide rich information about the number of rental units available in particular areas, the availability of those units over time, their price (varying by time of year and over time), and much more. These data can be used in analytics to assist those seeking to enter the market to appropriately price their rental units. This information can also be used to understand the extent to which units are really just “excess space” or are diverted from the pool of available long-term accommodation. They can provide valuable insight into a range of other issues relating to long and short-term accommodation, tourism, tax avoidance, zoning and by-law infractions, breaches of leases and other contracts. Public facing Airbnb data have also been used to explore issues of discrimination in the provision of short-term rental accommodation (Wang et al. 2015). The uses of the data are limited only by the creativity of the users.

3. Airbnb data ecosystem

The “ecosystem” metaphor has become widely used in scientific and technological literature. It builds upon the concept of natural ecosystems as dynamic, evolving contexts in which there are multiple interdependencies (Harrison et al 2012). Zuiderwijk et al (2014; 20) refer to metaphorical ecosystems as reflecting “the dynamic interaction between different factors in an area”. More
simply put, according to Nardi et al (1999 at 49), an ecosystem is defined as “a system of people, practices, values, and technologies in a particular local environment”. Harrison et al (2012 at 906) observe that: “The dynamic of ecosystems is one of flow and movement—people, ideas, activities, and tools in motion as the ecosystem evolves continuously in the form of components that ‘adjust and are adjusted in relation to each other, always attempting and never quite achieving a perfect fit’.”

The ecosystem metaphor for publicly accessible Airbnb data provides a way to understand the context that is framed in terms of interdependencies and interrelationships rather than one in which there is merely a sequence of one-on-one relationships between a company and the various legitimate and possibly illegitimate users of its data. Airbnb data are contributed and created by different actors; they are used by different actors for different purposes; and they are capable of describing or of contributing to descriptions of phenomena and experiences within real communities. This concept of Airbnb data as part of an ecosystem therefore shifts the paradigm from one of corporate ownership/control of data in the context of a company’s distinct relationships with different users to one in which there are a network of different claims to rights and or interests in the data.

A thriving data ecosystem has arisen around Airbnb’s publicly accessible data. A variety of users may access and use the data in different ways and using different means. One of these means is that for which the site was created – prospective guests may browse the site in order to find information about short-term accommodation in the cities they plan to visit. Hosts may also browse the site to compare their unit with others in the same area, and in order to gain information about how they might price their unit or better present it to the public. These uses are explicitly permitted in the TOS of the site.

Civil society organizations also make use of Airbnb data. This is often done to raise awareness of issues regarding the availability and affordability of long-term accommodation. In the case of Airbnb, there are some high-profile examples. Activist Tom Slee, for example, has scraped Airbnb data and hosts a website that makes these data as well as analysis and studies based on the data, publicly available (http://www.tomslee.net). Slee has also, in the past, made the code he uses for scraping data publicly available. Another high-profile Airbnb activist, Murray Cox, operates the website InsideAirbnb.com. Through his site he provides commentary and analysis of scraped Airbnb data.

Journalists and researchers are also users of Airbnb platform data. Typically this is scraped data. The journalists or researchers may scrape the data themselves (ex: Sawatzky 2016; Wang et al 2015) or they may use data scraped by others (such as Slee or Cox, above) (e.g.: Majoribanks 2016). Not all Airbnb data that is used in research is scraped. For example, Edelman et al, who studied discrimination over the Airbnb platform, gathered their data through contact with hosts over the platform (Edelman et al 2016). Similar to researchers, journalists pursuing Airbnb-related stories may scrape their own data, or they may rely upon data already scraped by others (e.g. Clampet 2014; Said 2015).

Airbnb’s publicly accessible data ecosystem also includes a range of different opportunistic businesses. These are businesses that have sprung up around Airbnb and that depend – to greater or lesser extents – on the continued operation of Airbnb. They also depend on ongoing access to Airbnb data. An example is the company Airdna. Airdna (airdna.co) offers its clients a variety of data analytics services. These include “market reports and other data products that feature occupancy rates, seasonal demand, and revenue generated by short-term rentals” (airdna.co). According to Airdna.co, its reports and analytics “are based on Airbnb data gathered from
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information publicly available on the Airbnb website.” (https://www.airdna.co/methodology.) Airdna is also linked to another business, Rentingyourplace.com, which offers consulting services to prospective Airbnb hosts. Airdna is not the only analytics company to mine Airbnb data. Other companies include, but are not limited to, Beyond Pricing (beyondpricing.com), SmartHost (smarthost.co.uk), Everbooked (www.everbooked.com), and PriceLabs (www.pricelabs.co).

Not all businesses that rely on Airbnb data offer analytics for those who seek to participate in the short-term rental market. Because of the importance of Airbnb data to urban planners, researchers and governments (among others) consulting companies may scrape Airbnb data in order to provide a broader range of consulting services. For example, Host Compliance LLC produced a report based on scraped data for the City of Vancouver (Host Compliance 2016). Airdna, mentioned above, also provides broader consulting services based on Airbnb publicly accessible data (Stulberg 2016).

Another category of businesses makes use of publicly available Airbnb data in order to provide a different kind of service. There are a growing number of detective agencies – either general practices or ones specifically focussed on short-term rental detection – that use data on the Airbnb platform in order to determine whether units in their clients’ buildings are being illegally rented through the platform. While some agencies may use manual techniques (personally searching through listings) others are using automated search tools to crawl through short-term rental listings (www.buildingsnitch.com).

As can be seen from the above, many opportunistic businesses are not competitors of Airbnb in a strict sense, although in some cases they may compete indirectly or in sub-markets for Airbnb data. In the case of Airbnb, a company might scrape Airbnb data in order to combine it with other available data to provide information to those considering offering a unit for rent on a platform such as Airbnb. This information might include recommendations as to price point, peak rental periods, and so on. This does not necessarily compete with Airbnb – in fact, it might complement its business by making it easier for people to list properties on the platform. However, should Airbnb choose to provide similar analytics or to sell access to its data for these purposes, then the scraping activities arguably undermine these activities. Whether this is characterized as fair or as unfair competition may turn on whether Airbnb is seen as entitled to control its public facing data as an intellectual property asset. Competition may be difficult to define or identify in a rapidly evolving context in which new applications are constantly being discovered for data, and in which the platform company’s control over its publicly accessible data would give it the ability to control the commercial exploitation of these applications. Within this data ecosystem, therefore, there is some uncertainty as to the boundaries of legitimate and illegitimate conduct. These in turn are tied to notions of what rights exist in publicly accessible platform data – including rights to control and exclude and rights to access and use.

The boundaries between legitimate and unfair competition are in part at the root of the current litigation between LinkedIn and the opportunistic companies that scrape its data; these companies have found markets for data and/or analytics based on LinkedIn data and LinkedIn objects to their commercial exploitation of these markets (Conger, 2016). While not competing directly with LinkedIn’s primary business (hosting a business networking site) these other activities arguably exploit for profit the data LinkedIn has collected. If LinkedIn has rights to control its publicly accessible data, then this exploitation by others of the data is a breach of those rights. Yet these activities might just as easily be characterized as innovation using publicly accessible data.
Discussion

Platform companies have a number of legal tools that they can use in efforts to assert control over the publicly accessible data hosted on their sites. These tools can be divided into three categories. The first category involves legal claims based upon ‘ownership’ rights – whether this involves ownership of intellectual or personal property. The second involves limitations on access that are ultimately supported by law. These limitations may involve contractual terms or technological barriers that limit access. The third involves privacy rights.

1. **Ownership**

Ownership claims asserted by platform companies are of two kinds: intellectual property rights and rights in chattels. Intellectual property rights associated with data, involve copyright, and, in the EU, may also involve database rights. Chattel (personal property) rights are asserted in relation to the physical infrastructure that hosts the data.

a. **Intellectual property rights**

A platform company’s rights in its publicly accessible data can be complex, particularly where a significant quantity of that data is user-contributed. This complexity is reflected in the Airbnb TOS. This document distinguishes between content contributed by its members (“Member Content”) and content that Airbnb itself makes available over the site (“Airbnb Content”). A third category of content – “Collective Content” – reflects the combination of both Member and Airbnb content. Airbnb asserts copyright in its own content, but does not claim copyright in Member Content, asserting only a perpetual, non-exclusive worldwide licence to use and disseminate it. Nevertheless, as the host and compiler of the “Collective Content”, Airbnb may have a copyright in the overall compilation on its site, as discussed below. It is certainly possible for a party to have a copyright in a compilation even if different parts of the overall compilation are contributed by others who retain copyright in their respective contributions. Article 5.2 of the Airbnb TOS states that: “The Airbnb Platform, Airbnb Content, and Member Content may in its entirety or in part be protected by copyright, trademark, and/or other laws of the United States and other countries.” Article 5.3 prohibits certain uses of the Collective Content that are consistent with claims of copyright in such content, and article 5.4 provides a limited license to “access and view” the Collective Content. These provisions are consistent with a claim to copyright in the compilation that is the Collective Content.

Copyright claims depend upon the existence of a “work” in which copyright subsists. Protected works must fall into one of the categories of literary, artistic, dramatic or musical works. They must also be “original”. Some web-based data is represented in forms or ways that independently constitute works. For example, a photograph is an artistic work; photographs are also a way in which data can be represented. Text is a literary work, but can also be a representation of data. In some cases, data scraping from websites has involved the scraping of photographs (Trader Corporation v CarGurus, Inc. 2017; Century 21 Canada Ltd. Partnership v Rogers Communications Inc., 2011) or text (Associated Press v Meltwater U.S. Holdings Inc., 2013; Century 21 Canada Ltd. Partnership v Rogers Communications Inc., 2011). In such cases, it can be argued that the scrapers have violated copyright in those works by reproducing them without
permission. In other cases, however, scrapers have merely extracted data (Ryanair Ltd. v. PR Aviation BV, 2015). In general terms, copyright law does not protect ‘facts’, which are considered to be in the public domain – free for anyone to use (Tamaroff 2011). However, a compilation consisting of an original selection or arrangement of facts may be protected (Newell 2011; Hugenholz 2017). Some authors explore what it takes to have an original selection or arrangement of facts (Newell 2011; Leaffer 2007), with most concluding that the threshold for protection of such a compilation is quite low. Nevertheless, while compilations of fact may be relatively easily protected as ‘works’ the extent of protection is considered ‘thin’, as infringement requires a substantial taking of either the original selection or arrangement. The taking of public domain facts themselves is not, on its own, infringement. Thus, any claim to copyright infringement with respect to the data hosted on a platform site will depend upon whether the site hosts a compilation of data that is original by virtue of its selection or arrangement, and whether the scraper has extracted a substantial part of that original selection or arrangement. Arguably, a platform company, by deciding what information users must provide and by creating the formats by which it is arranged online, has produced an original selection and arrangement of data. However, to the extent that all short-term rental platforms require the same categories of information about rental units and their availability, a court might consider that the selection of data is merely routine and not original. And, while the arrangement of these data may vary from platform to platform, providing a sufficient degree of originality, a data scraper who extracts the data from this context and stores it according to his or her own protocols may not be taking a substantial part of the platform’s original arrangement. Thus, copyright arguments against data scraping (as opposed to the scraping of text or of photographs) are complex and contingent.

Copyright protection for compilations of facts is roughly equivalent in the EU. However, in 1996 the EU also passed a Database Directive which established a sui generis regime for the protection of databases. This directive creates a right in the “maker” of a database who has made a substantial investment in the creation of the database. (Tamaroff 2011) The database right makes it an infringement to extract or reuse some or all of the contents of the database. While this seems to provide more extensive protection than copyright, recent court cases in Europe have considerably restricted the application of the Directive, and some now question its usefulness in protecting many compilations of data (Hugenholz 2017; Newell 2011). The significance of the database right in protecting against data scraping is therefore in doubt. This may explain why debate began to stir within the EU over whether a new “data ownership” right should be created (Hugenholz 2017). Other data ownership/access issues that are emerging in the big data context include whether text and data mining activities infringe copyright in the works that are used (which can include compilations of data) or whether and in what circumstances these activities might constitute fair dealing/fair use (Geiger et al, 2018; Sobel, 2017). These disputes highlight the significance of public interest exceptions to copyright principles and the challenges of delineating the boundaries of ownership rights.

b. Rights to Use/Access

Just as there are some legal arguments that can be asserted by platform companies to protect their publicly accessible data from data scraping, legal arguments are also available to those who seek to scrape and reuse such data.
Copyright law creates a balance between the rights of owners of copyright and those of users; this balance serves the greater public interest in the broad dissemination of works and in the free and open dissemination of ideas. If it can be successfully argued that there is copyright in the compilation of data hosted on a platform website, a scraper might be able to argue that their actions in taking a substantial part of the selection or arrangement of the data constitute fair use (in the U.S.) or fair dealing. Fair use/fair dealing rights particularly (though not exclusively) favour non-commercial uses and ones that support activities protected by freedom of expression values such as research, criticism or comment. In the US, the creation of new or ‘transformative’ works can also be fair use.

The strength and scope of such a defense may vary from one jurisdiction to another. Fair use in the United States, for example, is a more expansive defense than fair dealing under Canadian law. The purpose for which the data is scraped may have some bearing on the success of such a defense – scraping for research purposes may be more likely to be considered fair than scraping to establish a business – particularly one that is in full or partial competition with the target of the scraping. Similarly, non-commercial uses may be considered fairer than commercial ones – although not all commercial uses will be unfair.

The debates over whether text and data mining activities infringe copyright law provide an interesting comparison with the issues raised by data scraping. The thirst for data to feed data analytics and to develop machine learning has led to a need in some sectors to absorb data from copyright-protected sources. To do so, entire texts must be scanned or entire compilations of data absorbed. This wholesale copying would infringe the owners’ copyrights unless it falls within an exception to infringement. In the US, the flexible fair use exception is considered by some to justify text and data mining (e.g. Cox, 2015). In the EU, by contrast, a specific exception is thought necessary, and the scope and wording of such an exception is currently a matter of debate (Geiger et al, 2018). The challenge is to properly assess the different interests at play – including the public interest – and to strike the appropriate balance. This is so whether a solution is achieved by interpreting existing laws or making new ones. Similar challenges exist with the scraping of publicly accessible data, although these are made more complex by the contingent and uncertain nature of any copyright in a compilation of data from the outset.

Several factors may influence fair dealing analyses when it comes to data scraping activities. For example, if a website’s terms of use prohibit data scraping, the fact that a user must breach contractual obligations in order to harvest the data might mitigate against a finding that this is fair use or fair dealing. Some scholars have argued that rights holders should not be allowed to alter fair dealing/fair use exceptions through contracts of adhesion (Elmahjub & Suzar, 2017; DiValentino, 2014; Elkin-Koren, 1997)) but this is an area where the case law is still unsettled. The presence of robots.txt protocols to signal that scraping is not permitted might also be considered relevant in a fair use/fair dealing analysis. The automated, repeated, and large-scale nature of some scraping practices might also be considered presumptively unfair.

In its litigation with LinkedIn, data scraper hiQ asserted freedom of speech rights under California law in support of an argument that it was entitled to collect and use publicly available information. The court was not persuaded by this argument (HiQ v. LinkedIn 2017). Further, in most instances, freedom of speech rights are constitutional guarantees and relate to obligations owed by the government; they are not applicable between private parties. Nevertheless, the argument touches on the tension between ownership rights and the freedom of ideas, knowledge and information. Where data is publicly accessible, what should be the boundaries of private rights
to control and limit the reuse of that information, and what role should the law play in reinforcing those boundaries?

Airbnb appears to have been relatively restrained when it comes to addressing the scraping of its platform data. There are currently no records of lawsuits initiated against Airbnb data scrapers. In cases where Airbnb data has been scraped in order to produce reports or studies on the impact of the platform in cities, the company has asserted that scraped data is unreliable and unfit for purpose (Hiltzik 2015; Sawatzky 2015).

Although the scope and subsistence of copyright in any compilation of data is uncertain and contingent, the availability of fair dealing/fair use defences is also uncertain. Legal uncertainty of this kind may be enough on its own to deter those with limited resources from engaging in contested actions. Researchers, civil society organizations – others without deep pockets – are generally not able to contest cease-and-desist letters. This may explain why the data scraping cases that have reached the courts have almost exclusively involved corporations. A rare exception, *Sandvig v. Sessions* (2018), involved claims by researchers; this litigation was supported by the American Civil Liberties Union.

c. **Chattel rights**

In some data-scraping cases in the U.S., plaintiffs have argued that the data scraper is engaging in a trespass to chattels. Trespass to chattels is a tort action that is available when personal property is interfered with, either by intentionally dispossessing another of a chattel or by using or interfering with a chattel that is in someone else’s possession (Warner 2001). The ‘chattels’ in a data scraping case are the servers on which the data are stored; the interference is remote and electronic. Essentially, the argument is that the data scraper, by using ‘crawlers’ and ‘robots’ to scrape data from the server, has substantially interfered with the chattel, and is therefore liable. These arguments have had mixed success, and are more likely to prevail where the scraping activities are so frequent or so extensive that they overburden and impede a server’s ability to function properly. Thus, where data scraping activities cause a server to crash or even to respond more slowly to legitimate requests for data, it is more likely that the plaintiff will succeed with a tort claim in trespass to chattels. Nevertheless, even scraping activities that have little or no discernable impact on the host server may be actionable as trespass to chattels (Din 2015).

2. **Contractual or technological restrictions**

Platform companies regularly use TOS to set the rules of conduct for their sites. These are a form of contract that bind the user of the site either through their express consent (clicking an icon that indicates that they accept the terms of use) or through their conduct (continuing to browse past the home page of the website) (Scassa & Deturbide 2012). Terms of Service frequently address rules regarding the use of content on the site. For example, Airbnb’s TOS provide users with only a limited right to access and view the site’s content for personal and non-commercial purposes (TOS, art. 4). Also prohibited is the circumvention of any technological protection measures (TOS, art. 14.1). Copying or adapting content is not permitted (TOS, art. 5.3). Data scraping or any other form of automated data extraction is also specifically prohibited. (TOS, art. 14.1)

Because TOS are contracts, they have an important limitation. Generally, contracts only bind the parties to the agreement. Thus, the fact that data has been scraped in breach of the contract between the platform and the data scraper does not affect a third party who uses the scraped data.
However, where there are also copyright claims in the scraped content, a third party may be restricted in their use of the content by these property-based claims. And, as was discussed above in the section on rights to use, the existence of a contractual obligation to not scrape data might be a factor in assessing whether data scraping that breaches intellectual property rights is fair use/fair dealing. The Court of Justice of the European Union has recently held that contractual terms of service that prohibit scraping may provide a basis for finding liability for breach of contract (Ryanair Ltd. v. PR Aviation BV, 2015), and a similar result was reached in a Canadian case (Century 21 Canada Ltd. Partnership v Rogers Communications Inc., 2011).

Where technological barriers are in place, the circumvention of these barriers may lead to different legal consequences. Anti-circumvention provisions, now found in most copyright statutes, provide additional recourse to a plaintiff where a defendant circumvents technological protection measures (TPMs) to gain access to copyright-protected content (Craig 2010). A TPM may be as simple as a username and password for a site (Puerta 2016). In the case of most publicly accessible data, such technological restrictions will not exist. There has been some discussion regarding whether ignoring a robots.txt protocol – designed to communicate to web crawlers and robots that they are not permitted on the site – constitutes circumvention (Lundblad 2007), although this would seem to be a relatively weak argument (Jasiewicz 2012).

In the United States, the Computer Fraud and Abuse Act (CFAA) has been invoked in a number of data scraping cases. This statute makes it a criminal offence to make unauthorized use of computers. While the statute was originally intended to provide recourse against hackers, it has been invoked in cases involving data scrapers. There has been some debate as to whether data scraping is actually captured by this statute, which seems more tailored to address breaches of security measures in order to obtain confidential data rather than to scraping publicly accessible data from websites (Din 2015; Hirschey 2014). Some data scraping prosecutions under the CFAA have succeeded, while others have failed, creating considerable uncertainty (Din 2015). Din (2015) argues that the CFAA should be confined to those data scraping cases which involve the circumvention of some kind of technological barrier such as password protection or encryption, but should not apply to the scraping of publicly accessible information. This view seems to be reflected in the recent decision of the U.S. District Court for the District of Columbia in Sandvig v. Sessions (2018). The Court found that the plaintiffs had standing to sue and to argue that the application of the CFAA to data scraping for research purposes would violate the Free Speech and the Free Press clauses of the U.S. Constitution.

It is interesting to note that in the case of publicly accessible information, many of the platform companies’ recourses, described above, have weaknesses, and these are often significant. Copyright claims in compilations of data may be of questionable scope or strength, and trespass to chattels claims will be weak where there is no particular impact on the server. Anti-circumvention claims will depend upon the existence of effective technological protection measures as well as copyright protected content. The CFAA, applicable only in the United States in any event, is also controversial in its application in these contexts. Nevertheless, the fact that such recourses exist can be a strong deterrent, particularly where there is disparity in economic power between the host platform and the data scraper. In such contexts, the recipient of a cease and desist letter may have little option but to cease and desist since any attempt to resist the asserted claims will require considerable financial resources.

As a result, the legal uncertainty as to the status of publicly accessible data and the scope of users’ rights could significantly inhibit the actions of many users in the face of even the slightest
pushback by the platform company. And, as noted earlier, if under-resourced users are unable to litigate in support of these interests, any case law in this area will continue to evolve between commercial actors without adequate attention to users’ rights.

3. Privacy

Much publicly accessible platform data is also personal information. On a platform such as Airbnb, some user-contributed data may be personal information. Certainly some personal information about hosts is visible on the site, and guests may share personal information in the form of reviews of places where they have stayed. Although not all such information is accompanied by the full name of an individual, all that is required for data protection laws to apply is that individuals be identifiable. The scraping of such data raises important and challenging privacy issues. In some cases, publicly accessible platform data might be scraped specifically for commercial purposes relating to profiling and targeting of individuals (Canales, 2018). Thus, to the extent that publicly accessible platform data includes personal information, data protection laws may impose additional restrictions on the collection, use and disclosure of this data.

Different jurisdictions take different approaches to personal information that is made publicly available on websites. In the United States, such data are generally considered fair game, since they have been made public by the data subject and therefore do not attract a reasonable expectation of privacy, although some have challenged this view (Scott, 2017). The Airbnb Privacy Policy makes it clear that content users contribute to public portions of the site is “visible to the general public” (Art. 3.3). Nevertheless, although the information may be visible to the general public, Airbnb’s TOS prohibit the downloading, scraping or other extraction of data from its site. In theory, therefore, although users agree to share data publicly for the purposes of facilitating the rental of accommodations, they do not consent to this information being downloaded or scraped and used for other purposes. One question is therefore whether a platform could assert the privacy rights of its users as a basis for legal action against data scrapers. This argument was raised in the litigation between hiQ and LinkedIn. LinkedIn – a site that also makes a great deal of user personal information available for public viewing – asserted its privacy commitments to its users as a basis for attacking hiQ’s scraping of its website contents. In deciding a preliminary proceeding brought by hiQ, a California court expressed doubt about the extent of LinkedIn users’ expectation of privacy in the publicly accessible content, and also noted that the platform’s own actions with respect to its users’ privacy did not appear to have been particularly ‘zealous’ (HiQ Labs, Inc. v. LinkedIn Corporation 2017). Although it is not clear that the same approach would be taken in jurisdictions with different data protection laws, the court’s approach highlights the difficulties with raising privacy issues with respect to personal information available over a publicly accessible platform.

In Canada, private sector data protection laws would apply to the collection of personal information by a company for commercial purposes, even if that information were publicly available platform data. However, with an eye to impending reforms of the federal statute, there has been some discussion of whether such data should be excluded from consent requirements (see, e.g.: Canada, 2018). In the EU, publicly accessible platform data would be subject to the General Data Protection Regulation (GDPR), although the public nature of user-contributed personal information might have an impact on the degree of protection available.
Conclusion

As the Airbnb example demonstrates, a diverse range of users (including researchers, journalists, competing and non-competing businesses) make use of publicly-accessible platform data for multiple purposes, many of which serve a broader public interest. These uses are subject to challenge by the platform companies that assert legal rights of ownership and control. The existing statute and case law that buttress claims of ownership/control may also provide a framework of sorts for user rights, yet this framework is not well-adapted to our evolving data society generally or to platform data ecosystems in particular. The economic and power imbalances that always impact the litigation process can be exacerbated where existing laws are interpreted and applied to rapidly evolving contexts. There is a considerable risk that such power imbalances can mean that user perspectives and the public interest will not be well-represented in the evolving litigation, if they are represented at all. Thus, the broader concern is how to ensure meaningful access to online data in the public interest when it is in private sector hands.

Attempts to control publicly accessible platform data must be seen in the context of the complex ecosystems that can arise around them, as illustrated by the diverse user-base for Airbnb data. An eco-system approach is particularly useful to address the reality that, for the time being, important issues around the legitimacy of data scraping activities are likely to be decided by litigation between commercial competitors. The high cost of litigation means that non-commercial users such as researchers and non-profit organizations, as well as small start-up companies, are unlikely to pursue issues in court. An eco-system approach keeps the diversity of users and uses of publicly accessible data at the forefront and can help shape more nuanced approaches to the issues. This is particularly important in a novel and rapidly evolving data context.

Different legislative solutions are available. One might be to provide clarification of the scope of protection available to compilations of data, including publicly accessible platform data. Data scraping could be addressed in a new copyright exception similar to what is being considered in the EU for text and data mining activities. However, there are risks in taking such an approach since new exceptions have the potential of limiting reuse in the public interest simply by casting their scope too narrowly. In a country such as the US, where fair use is a broad and flexible exception, a new exception might be less desirable than in a country such as Canada, where fair dealing is limited to specific contexts and where the public interest has often fared poorly in the hands of lower courts. Regardless, any new legislative measures must take into account the complex ecosystems that emerge around publicly accessible data, including the broad range of potential users and uses of the data. Legislative amendments to prevent bulk contracting out of fair use/fair dealing rights could also be important in this context, particularly since scraping may be prohibited outright by TOS, as is the case with Airbnb. Further, technological protection measures in copyright law should not be interpreted so broadly as to encompass tools such as the robots.txt protocol where data is otherwise publicly available. Laws such as the CFAA in the United States should be interpreted narrowly so as to not capture scraping of publicly accessible data.

It is worth noting that the combination of barriers erected to data scrapers and the laws that reinforce them can raise ethical issues. The issue of the ethics of data scraping has already arisen in some contexts such as journalism (Shiab 2015). It has also arisen in relation to research ethics (Fiesler 2017; Bruckman 2016), although some research ethics concerns have focused on the privacy implications of the use of such data (Zimmer 2010), and not on the ethical implications of researchers breaching contractual terms of use in order to access data, or even engaging in activities that might be categorized as tortious (trespass to chattels). The evolution of the law in this area
could have a significant impact on how ethical issues are addressed, and this, in turn, could lead to further restrictions on the ability of institutional researchers to make use of publicly accessible data. Even the legal uncertainties on their own can be stifling, particularly as threats of legal action combined with disparity in economic power can suppress uses/activity unless there are clear rights to access or use.

There is no doubt that these legal uncertainties will need to be resolved. This can be done through clear public policy direction from governments. The discussions in the EU over the creation of a new text and data mining exception show that concrete action is possible to address the impact of new technologies on the copyright balance. However, such action tends to be driven by commercial interests. User interests rarely prompt swift legislative responses. Failing concrete action, the law will evolve on an incremental basis, driven by the litigation strategies of major corporate players. Within this context, an ecosystem approach to publicly accessible data becomes essential to set the context in which competing claims should be assessed. The ecosystem approach has the advantage of broadening the analysis beyond the specific claims of parties to litigation and considering instead at the diverse ways in which publicly accessible data are used and the broader public interests that may be served by such uses.
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