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Abstract

Mobile Ad-hoc Cloud offers users the capability to offload intensive tasks on a cloud composed of voluntary mobile devices. Due to the availability of these devices in the proximity, intensive tasks can be processed locally. In addition, the literature referred to in the text, distinguishes a specific class of application to be well addressed when processed at the user level. However, due to lack of commitment, mobility, and unpredictability of the mobile devices, providing a rich ad-hoc cloud service is challenging. Furthermore, the resource availability of these devices impacts the service offered to the requester.

As a result, this thesis aims to address the challenges mentioned above. With the support of Multi-Access Edge Computing, a mobile ad-hoc Infrastructure as a Service composition framework is proposed. An ad-hoc application server is designed to operate over the MEC platform to compose and manage the mobile ad-hoc cloud. The server uses the information provided by the MEC services to compose volunteer resources for a given request. As well, a heuristic approach for a multi-dimensional bin packing technique is considered, while extending the Euclidean distance for sub-tasks selection. In addition, to address the lack of resource availability, an architecture for MAC using SDN is proposed. The logically centralized controller works with the application server to migrate requests seamlessly from one region to another. Inspired by the benefits of the MEC, a mobility mechanism is introduced to address the movement of the participants. Finally, based on the evaluation, it was observed that the proposed MAC framework not only provided better use of resources but also provided a consisted and scalable service.
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Chapter 1

Introduction

Rapid advancement in silicon technology has increased the popularity of computing devices. Currently, there are nearly 2 billion computers (e.g., individual and enterprise computers) and almost 9 billion mobile devices (e.g., smartphones and tablets) already connected to the internet [1,2]. However, computers owned by individuals and enterprises are estimated to remain idle for approximately 97% of the time [3], whereas mobile devices for almost 60% of the time [4]. Aggregating the idle computing capacity of these devices can result in an inexpensive, environmentally friendly cloud infrastructure.

Ad-hoc cloud computing is a form of distributed computing, which allows composing intermittent, nonexclusive, under-utilized device resources that are primarily used for some other tasks [5]. Unlike a data center cloud, resources in an ad-hoc cloud are not exclusively committed to offering cloud services, but often volunteer to process tasks for a short period. The volunteer devices, when used to compose an ad-hoc cloud, consist of mobile devices, also called participants, it refers to Mobile Ad-hoc Cloud (MAC) also known as mobile clouds [6]. In the places of mass gathering such as concert halls or museums, mobile ad-hoc clouds can be used for resource augmentation of a nearby mobile user application. Thus, improving the resource utilization of mobile devices.
Providing a reliable cloud service over mobile devices for resource augmentation, however, involve some challenges such as heterogeneous mobile resources, lack of commitment from the participants, mobility of the mobile user, limited resources availability, and unreliable wireless communication \cite{7}. Nevertheless, these challenges are worthwhile to conquer in order to tap the tremendous amount of computing from devices available within the vicinity. Because of mobile cloud’s deviation from a well-provisioned remote cloud-based computing, issues such as self-optimization and management, security, trust, and resiliency requires to be revisited \cite{8}.

The dissertation addresses the challenges of resource allocation in a spontaneously formed infrastructure composed of mobile devices. This chapter briefly outlines the motivation, objectives, and contributions of the proposed work and finally, the organization of the remaining chapters of the thesis.

1.1 Motivation

Over the past decade, the number of mobile devices increased dramatically; with almost half a billion devices added in 2016 alone \cite{2}. These devices, in recent years, have enriched the user experience through the use of rich mobile applications such as Augmented or Virtual Reality (VR), and multiplayer online gaming. In addition, future trends in internet traffic estimate a significant increase in mobile traffic \cite{9}. However, despite the growing demand for these rich applications from the end user, mobile devices are still lacking sufficient processing, networking capacity, battery life, and storage \cite{10}. Even though next generation devices are assumed to have an adequate computing performance, a sophisticated energy and storage mechanisms still require an attention \cite{11}.

As a solution, researchers introduced a technique called computation offloading,
which partially or entirely offloads and executes intensive tasks of mobile application on an external infrastructure called the clouds [12]. One of the approaches to offer cloud resources is to make use of the remote cloud. However, the remote cloud often suffers from high access latency, packet loss, and sometimes limited reachability. As a result, using a remote cloud for a time-sensitive application is not feasible. Furthermore, Cloud Service Providers (CSPs) have limited access to optimize the end-to-end connection between the resources and the requester, when the cloud resources are accessed over WAN networks, e.g., LTE. Therefore, placing the cloud server at the edge close to an end user is considered to be effective in mobile cloud computing [13]. Also, based on the analysis performed by [16], there are certain classes of services and applications that are specific to the location and are usually executed at a particular time, for instance, recording and processing a video at a stadium or a concert hall. These applications are best addressed at the user level.

Mobile Ad-hoc Cloud leverages computing of nearby mobile devices to provide cloud infrastructure services to an end user. Since mobile devices remain idle for 60% of the time, every interested participant in the mobile cloud can be considered as a potential provider. The low-cost cloud environment can be spontaneously deployed over Mobile Ad-hoc Networks (MANETs) [6,17–21] without relying on existing wireless infrastructure, e.g., LTE/Wi-Fi. MANETs are usually formed using short-range wireless Device to Device (D2D) communication, e.g., Wi-Fi Direct [18]. However, the use of short-range communication and lack of wireless infrastructure fails to discover potential neighboring devices that are further in the network, thus failing to offload the request for processing optimally. In addition, the absence of a central administrator forces cloud service requester to spend energy for creating and managing the mobile cloud [22]. Although some of the research works [24–27] include a centralized
composer; they fail to use real-time context information of the participants to compose the infrastructure. Therefore, there is a need for a centrally managed mobile cloud formation approach, which uses existing wireless infrastructure to compose and manage the volunteer resources for the requester using real-time context information.

Multi-Access Edge Computing or MEC places an edge server within the Radio Access Network (RAN) and collects the necessary radio, location, and bandwidth information of the users in real-time [14]. Edge applications, running on MEC makes use of this information to provide better QoS to an end user. Motivated by the benefits of edge clouds, in this thesis, an MEC assisted MAC has been proposed. The architecture proposes to use an ad-hoc application server, which is located within MEC. The server is responsible for creating and managing the MAC. Real-time information given by MEC is used for resource allocation, which optimally selects the resources for an IaaS request.

Noticeably, participants of MAC are mobile and have complete control over their resources. Thus, guaranteeing any application with uninterrupted service in the presence of mobility is challenging. Also, it is possible that some regions are overwhelmed by the incoming request and have a limited supply of voluntary resources, whereas others have vast pool resources sitting idle. Therefore, a technology that can seamlessly migrate the request as well as improve the participant’s resource utilization within a region is required.

Recently, Software Defined Network (SDN) [28][31] has received ample attention as a widely accepted solution by academia and industries for efficient network management. The literature describes the benefits of centralized control in providing network flexibility and programmability over a traditional networking technique. One of the features of SDN is resource abstraction, which hides the underlying network heterogeneity, making it viable for resource and request migration in a cloud.
As a result, this dissertation proposes a centralized software control based on SDN to support requests migration, allowing to compose requested resources in a neighboring MEC region. Furthermore, real-time services provided by the MEC and rich network control of SDN is used to assist the mobility of a resource provider, which is a part of a composed MAC.

1.2 Thesis Objectives

The main objective of this dissertation is creating on-the-fly, stable, and scalable mobile ad-hoc IaaS. Unlike a traditional cloud infrastructure where resources are static and located within a data center, resources in MAC are mobile, which makes resource selection complex. The existing MAC formation frameworks are inefficient because of the limited use of context information to compose a resource-rich MAC service. Therefore, the objectives of the conducted research are to address the key limitation of current MAC formation strategies and propose a novel solution using emerging and state of the art technologies, namely, MEC and SDN. The objectives can be summarized as follows:

- Centrally Managed MAC using MEC

Typically a MAC infrastructure is created and managed cooperatively by the mobile devices. However, mobile devices are constrained by their limited battery and CPU processing. More importantly, participant resource utilization, as mobile devices lack the global view of the network. As a result, using the benefits of MEC, the first objective of this dissertation is to create an ad-hoc application server, which runs on the MEC platform and has a global view of all the volunteers within the region.
Perform Optimal Sub-Task Allocation

One of the essential characteristics of the participants involved in MAC is resource heterogeneity. Since each mobile device involved in MAC contribute unique resources, it is challenging to offload sub-tasks of a request optimally. As a result, a sub-tasks allocation mechanism is to be considered, which allocates sub-tasks based on the resources offered by each addition. In addition, the sub-tasks allocation helps to lower the number of devices used for the request.

Improve the Reliability of the Offered Mobile Ad-hoc IaaS

The mobile ad-hoc cloud often lacks the responsiveness of a traditional MCC in terms of guaranteeing and offering resources reliably. The challenges are mainly a result of the device mobility, lossy wireless channels, participant resource heterogeneity, and the lack of commitment towards an IaaS request. More importantly, the selection of resource-rich and stable mobile device ensure reliable service for a request. Consequently, as the third objective of this thesis, real-time information of the mobile devices, e.g., location and signal strength, are collected using MEC services. The real-time information provides the stability of mobile devices and can be used for selecting optimal devices for the MAC.

Improve the Scalability of MAC

In MAC, providing consistent resource availability is challenging. This is mainly due to a limited number of participants or lack of interest by the volunteers to offer resources. Therefore, using the benefits of SDN, the fourth objective of this work is to create a migration strategy that migrates requests from a resource-limited region to a neighboring resource-rich region. The global view and flow-based control provided by SDN are considered suitable for transparent request migration.
1.3 Thesis Contribution

The objectives mentioned above are essential for providing an edge cloud assisted mobile ad-hoc cloud. The literature states that cloud service placed at the edge of the network offers end-user low latency and high bandwidth. Additionally, using edge cloud server as a next-generation cloud service architecture has gained momentum among the research community. Hence, considering the mentioned requirements, this thesis details the following contributions:

- **MEC Assisted Infrastructure as a Service for Mobile Ad-hoc Cloud**
  
The first contribution of this work is using the MEC server to assist and address the challenges faced by the mobile ad-hoc cloud. The study explains the benefits of offloading the IaaS composer logic to a centralized server called ad-hoc application server. The server assists in performing region-wide discovery, and optimally selecting the best devices for the application requests. Furthermore, it makes use of MEC services for composing and managing IaaS resources in real-time. Since the ad-hoc application server manages the MAC composition, the IaaS requester using the service is considered as a thin client. The experimental result shows a considerable saving of time and energy while composing a MAC with MEC in comparison to a MAC managed by a requester. Additionally, the results suggest using real-time services for MAC composition, as it helps to create a stable and churn tolerant mobile cloud infrastructure.

- **Enhanced Euclidean Distance based sub-tasks scheduling for MAC**
  
  Performance and the stability of a composed mobile ad-hoc cloud depend on the participants selected for the composition of an IaaS request. The resources contributed by these participants introduce complexity while composing because
of their resource and network heterogeneity. Hence, as a second contribution for this work, a heuristic approach for the sub-tasks scheduling algorithm using multi-dimensional bin packing is proposed. The heuristic uses Enhanced Euclidean distance for selecting devices while considering resource and network heterogeneity of the devices. The proposed model formulates the selection in two parts (i) node score normalization (ii) sub-tasks allocation using E. ED. The experimental results show a better distribution of sub-tasks when allocated using E. ED and results in higher request acceptance while maintaining a low device count.

• Cluster Based Request Migration for a MEC Assisted MAC using SDN

One of the biggest challenges faced by any MAC framework is offering consistent IaaS resources in the presence of churn. More importantly, requests can completely consume the entire supply of each device in a region, rejecting future requests. Hence, as the third contribution of this work, a request migration framework using SDN is proposed. The proposed architecture uses a logically centralized SDN controller for managing a cluster of MEC regions, where a cluster represents a group of neighboring MEC regions. The control application located within the controller optimally selects and migrates the IaaS request to an access region, which satisfies the request requirement. The framework also defines two state collection mechanism: real-time and trigger-based. The results show improvement in the acceptance of IaaS requests in an access region when migrated using SDN. Lastly, the work defines a mobility management mechanism for MAC participants using MEC and SDN. The mechanism uses MEC services to update the SDN control application once a participant leaves the access region.
1.4 Thesis Organization

The remainder of this dissertation is organized into the following chapters:

- Chapter 2 provides background and overview of the technologies used in the dissertation to propose a novel work in an area of mobile ad-hoc cloud. First, the concept of cloud computing is introduced, which is followed by the introduction to MCC. Next, the chapter presents the benefits and drawbacks of wireless access technologies in the context of cloud services and server locations. This is followed by an introduction of various mobile cloud computing techniques that are available for resource augmentation highlighting architecture as well as the advantages, and drawbacks of each technique. A primary focus is given to ad-hoc cloud computing and multi-access edge computing. Finally, the concept of SDN, along with its widely used southbound API implementation, namely OpenFlow, is described to address the challenges affecting device composition in MAC.

- In chapter 3, the benefits of MEC are taken into consideration for providing low latency, on-the-fly, mobile ad-hoc cloud infrastructure. First, the chapter describes the related work in the area of mobile cloud formation. Next, it introduces the architecture of MEC based MAC along with the benefits involved using MEC services to compose the mobile ad-hoc cloud infrastructure. Furthermore, a sub-tasks scheduling algorithm is introduced, which is designed for MAC to perform resource allocation and optimization for a request. Finally, the chapter highlights the importance of using a multi-dimensional bin packing for sub-tasks scheduling and compares the advantages and drawback of various bin-packing techniques, namely: First-Fit Decreasing (FFD), First-Fit (FF), Euclidean Distance (ED), and proposed Enhanced Euclidean Distance (E. ED).
• Chapter 4 outlines the primary steps involved in transforming the MEC based MAC into a scalable mobile ad-hoc IaaS. First, the chapter highlights the key contributions of some of the work for increasing resource availability in the mobile cloud. Then, it introduces an SDN assisted MEC based MAC architecture for migrating IaaS requests whenever IaaS resources within an access region are insufficient. Furthermore, this chapter highlights inter-regional request migration strategy featuring various state collection mechanism that affects latency and network traffic. Finally, a description is given to assist the mobility of participants across regions in an ongoing mobile ad-hoc session using real-time services.

• Chapter 5 reports the evaluation results for the experiments performed in the proposed work. Initially, the chapter describes the setup and implementation used to evaluate and measure the performance of the proposed architecture for MAC. The outcomes of the test scenarios are given based on the simulation results conducted on a network emulator called Mininet-WiFi. In addition, results from the various heuristic approach for bin packing algorithms such as FFD, FF, ED, and E. ED are compared, demonstrating packing efficiency, requests rejection, and acceptance rate. Finally, the results of an SDN assisted MEC based MAC framework are highlighted, comparing the latency and network characteristics in a real time-time and trigger-based migration strategy. As well, a comparison is made of the acceptance of an IaaS request when migrated to a neighboring region.

• Chapter 6 provides a conclusion and summarizes the proposed mobile ad-hoc cloud service framework. Finally, this chapter highlights possible future work for enhancing the proposed service framework.
Chapter 2

Background and Concepts

2.1 Overview

Mobile devices can be utilized to create on-the-fly ad-hoc cloud Infrastructure as a Service. However, this kind of implementation typically lacks the desired QoS when compared to remote clouds. While ad-hoc cloud management frameworks have been developed and studied to a greater extent, the formation of a stable infrastructure using real-time information provided by an edge cloud is still in its infancy. Hence, there is a need for a MAC resource management framework capable of providing users with low latency ad-hoc cloud while improving the stability of the composed MAC.

This chapter presents the background details relevant to the proposal of this thesis. First, the concept of cloud computing is introduced along with its service model. Then, a description of mobile cloud computing is provided, while highlighting the importance of offloading mobile applications to a cloud. In addition, different forms of cloud available to an end user are highlighted based on computing resources, proximity, and latency. Ad-hoc cloud computing and multi-access edge computing is more emphasized, as they are used in the later chapter of the proposed work.
One of the significant hurdles in restricting resources for the IaaS request to an access region is the lack of resource availability. It is especially challenging when the user demand surpasses the available resources. Hence, in the latter part of this chapter, an explanation is given of the concepts and architecture of Software-defined networking and how it can improve scalability. Finally, a brief overview is given of the OpenFlow protocol.

2.2 Cloud Computing

Cloud Computing (CC) has been portrayed as the next-generation technology to provide computing to a resource-constrained device [35]. It inherits the fundamentals of Service Oriented Architecture (SOA), providing, three layers of services based on the user requirement. The National Institute of Standards and Technology (NIST) defines these services as, Software as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS) [32]. These services can be utilized by an end user at an affordable price [33].

- Software services are often used to host web services or applications and are generally accessed by a web browser or a web-based application. However, SaaS consumers typically lack the necessary privileges to design or modify the underlying infrastructure, e.g., the operating system.

- Platform services provide necessary tools and libraries to develop software applications for the cloud infrastructure. The platform provides API’s to access these tools and libraries. Like SaaS, PaaS consumers are not allowed to configure the underlying infrastructure but mostly have control over the deployed software applications running on the platform.
• Infrastructure services are the most integral part of any cloud computing architecture. They provide computing and storage resources for other services such as the platform and the software. The IaaS consumers, unlike the SaaS and PaaS, are usually equipped with the highest degree of customization. They can choose the desired operating system, type of the virtual machine, type of service orchestrator, or a job management system to deploy PaaS or SaaS.

Furthermore, cloud computing offers on-demand and elastic resources that can be rapidly provisioned and released with minimal effort from a service provider[32].

2.3 Mobile Cloud Computing

With the increase in the popularity of interactive mobile applications (e.g., virtual reality) and innovations in mobile device technology, smart mobile devices (e.g., smartphones an tablets) have become a part of everyday life. Unfortunately, innovations in mobile device technology have been slow to adapt to the increasing demands of such mobile applications. Hence, many applications do not meet the resource requirements due to constraints such as[10]:

• Inadequate Mobile Resources: When compared to static devices such as desktop computers, mobile devices usually have limited CPU, RAM, and Storage space.

• Finite Energy: Although, battery life has increased over the past few years, the use of rich mobile applications exceeds the energy demands.

• Unreliable Wireless Channel: Mobile devices uses wireless technologies to
access the web, inheriting the problems associated with the wireless channel. These problems include varying bandwidth, delay, loss of signal, and packet.

Mobile cloud computing, over the past few years, has gained significant attention from both academia and industries. It has introduced a new paradigm for mobile users to offload application data from mobile devices to a powerful, dedicated, and centralized platform located in the clouds. Authors in define MCC as:

"Mobile cloud computing at its simplest, refers to an infrastructure where both the data storage and data processing happen outside of the mobile device. Mobile cloud applications move the computing power and data storage away from mobile phones and into the cloud, bringing applications and MC to not just smartphone users but a much broader range of mobile subscribers"

Figure 2.1 shows the general architecture of MCC. The application offloading within MCC can be performed either by using a cellular network through base stations (e.g., LTE) or through Wireless Local Area Network (WLAN) (e.g., Wi-Fi). There are two forms of cloud servers available to the users, namely public cloud servers (Tier-2) and edge cloud servers (Tier-1). Public Cloud servers are usually provided by large service providers such as Amazon, Google, and Microsoft. They are designed to provide a large computing resource pool. However, due to their massive size, they are geographically placed further away from the crowded areas and hence often result in higher communication latency.

On the contrary, edge cloud servers can either be provided by the wireless service provider (e.g., Cloudlet, MEC, and Fog) or by the proximate users (e.g., ad-hoc cloud). Since edge cloud servers are physically located closer to the end user, they provide ultra-low communication latency. As well, being closer to the edge allows the
application developer or service provider to collect context information such as signal strength, location, user information, and bandwidth. The information can then be used by application or services to provide the end user a better quality of experience. However, due to physical limitations, proximate edge servers have limited computing resources.

![General MCC Architecture](image)

Figure 2.1: General MCC Architecture [35]

2.4 Mobile Cloud Computing Models

In recent literature, several offloading strategies have been proposed, which considers different objectives. Among them, offloading mobile applications with minimal latency is observed to impact the most in terms of end-user quality of experience. However, applications that rely on large centralized data centers for offloading and processing give preference to energy saving and execution time over latency. Architecture such as MAUI [36] and CloneCloud [37] propose offloading strategies that allow maximum energy saving with minimal interference from an application programmer. The benefits of the remote cloud servers not only include access to inexpensive computing resources but also
include highly available resources with a wide range of infrastructure (IaaS), platform (PaaS) and software (SaaS) services. Although the mobile network offers near ubiquitous coverage to access cloud services, it suffers longer round-trip time (RTT) when compared with Wi-Fi [36]. Additionally, most of the activity for offloading takes place within the home network with more than 54% of application data transferred using Wi-Fi [2]. Since cloud connectivity over WAN introduces a communication bottleneck, remote clouds may not be suitable for interactive, real-time, and multimedia applications [38]. Hence, using a remote public cloud for augmenting resource-rich mobile applications may not be an ideal solution. A plausible solution to the problem of a remote cloud is to use edge cloud [39].

Edge cloud computing refers to a distributed resource infrastructure where compute nodes are in a proximal location to the end user. This proximity to the end user allows service providers and application developers to leverage storage and processing capabilities within an access region. Facilitating such an intermediate computing layer between end users and the remote cloud not only ensures low latency communication but also provides higher bandwidth. Based on the type of device acting as a compute node, communication protocol, and services offered, the intermediate layer can take different forms. [40]. There exist two kinds of edge cloud implementation a) Infrastructure and b) Ad-hoc Cloud [13]. Infrastructure-based edge clouds refer to cloud resources that remain static and are provided by the wireless service provider, for instance, Cloudlet, Multi-Access Edge Computing, and Fog Computing. Ad-hoc cloud, however, refers to a shared infrastructure where nearby devices voluntarily participate in forming a cloud on-the-fly. When the devices used to form shared infrastructure consist of mobile devices, such kind of implementation refers to the mobile ad-hoc cloud. Figure 2.2 summarizes the above-mentioned approaches.
2.4.1 Ad-hoc Cloud Computing

In recent years, sharing has observed an exponential growth and has been the subject of interest to stakeholders across the world [41]. More importantly, a positive user attitude towards sharing the commodity has fueled the growth further. Popular services include ridesharing (e.g. Uber, Lyft), room sharing (e.g. AirBnB), knowledge sharing (e.g., TaskRabbit), and many more. Unlike any other sharing service, compute sharing relies on crowdsourcing, which dynamically provisions resources. It is completely different from the traditional cloud computing that uses dedicated servers to provision user required resources. The use of intermittently available devices primarily used for something else refers to ad-hoc cloud computing. Both the client and the server include participating
devices. More importantly, the participating device in the ad-hoc cloud does not establish any relationship with an end user, nor are the resources committed [16,42]. Thus, device resources are often used for a small fraction of time at a specific location. Once, the resources in the ad-hoc cloud are discovered; the client device offload tasks partially or fully based on its application requirement. Similarly, volunteers that act as providers often receive some kinds of rewards or incentives in exchange for offering ad-hoc cloud service [24,25].

While harnessing the local device resources, ad-hoc cloud computing can be classified into two categories based on the type of devices involved [24]:

**Static Ad-hoc Cloud** harness computing from underutilized static devices owned by a user or an organization such as desktop computers and enterprise servers. The inspiration for static ad-hoc cloud originates from the other distributed computing architecture such as Volunteer Computing (VC) [43] and Grid computing [44]. The concept of VC has received recognition for the project such as BOINC (e.g., SETI@home [45]), which uses volunteer devices compute and storage resources to help with extraterrestrial research. This form of computing is comparatively simple in terms of design as it makes use of the client-server model [46]. Although, static ad-hoc cloud shares some of the characteristics of grid and VC, it provides new functions such as rapid elasticity, coordinated use of resources, and supports a wide range of applications.

**Mobile Ad-hoc Cloud** harness computing from underutilized mobile devices available locally that are willing to share their resources. The motivation for providing cloud resources over MAC is the fact that the majority of personal mobile devices (e.g., smartphones, tablets) are not always used to its maximum potential. Also, proximate users can take advantage of the idle resources of these devices in the areas where network connectivity is not available or poor and share amongst each other.
Based on the type of communication involved, a MAC can be formed in two ways [8]. **Infrastructure-Less MAC** often referred to mobile ad-hoc networks (MANETs), where mobile peers communicate with each other without any physical existing wireless infrastructure. Figure 2.3a shows high level view of MANET. Short-range wireless technologies using Device-to-Device (D2D) communication such as Wi-Fi direct [47], LTE direct [48], and Bluetooth are often used to form MANETs. Nevertheless, monitoring and detecting a failure in MANETs is extremely challenging due to network congestion, limited energy of mobile devices, and lack of resources.
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Figure 2.3: Types of Mobile Ad-hoc Communication [8]
In a **Infrastructure-Based MAC**, mobile peers use the existing wireless network such as Wi-Fi to exchange messages with each other. The messages are relayed using the access point as a gateway, allowing peers to discover other peers over large geographically distance. Also, the P2P overlay network built over an infrastructure based wireless network is widely used to provide popular cloud services [22, 23]. Multicasting [49] [21] can further add devices that reside outside the overlay network. Figure 2.3b shows the high-level view of P2P overlay over a Wi-Fi network. Since infrastructure-based MAC allows discovering peers at a considerable distance, the proposed work uses this technique to compose MAC.

In remote clouds, an orchestrator is responsible for allocating the client requests and for providing resources meeting the user requirement [12]. However, orchestration in a mobile ad-hoc cloud is different. In fact, based on the degree of decentralization, P2P model in a MAC can be classified as **Pure** or **user-drive** and **Hybrid** or **server-driven** [50]. Figure 2.4 show types of MAC based on orchestrator. In a **pure** MAC model, a centralized server is absent, the peers or mobile devices themselves are responsible for composing and managing the mobile cloud. However, peers often have limited battery life and compute capacity, which affects the service availability, impacting the scalability of the ad-hoc cloud. Also, in a peer-managed infrastructure, it is challenging to manage the churn (devices entering and leaving) in an ad-hoc cloud as the peers lack the global view of the entire network. A **hybrid** model addresses some of the challenges faced in a peer-managed infrastructure by allowing a centrally located entity to manage the mobile cloud. This entity is often referred to as a super-peer or ad-hoc server. The ad-hoc server has responsibilities to pass meta-information that allow other peers to connect with each other. However, the location of the super-peer or ad-hoc server impacts the service offered by a mobile ad-hoc cloud [19].
Deciding whether to offload a task to the nearby ad-hoc cloud or to process locally often consider communication delay, processing delay, and queuing delay \[51\]. However, a requester using a mobile ad-hoc cloud for offloading has to deal with a set of challenges associated with the use of mobile devices. These challenges include lack of trust among the participants, unique resources and network conditions, voluntarily resources, and low interference \[5\]. Moreover, device selection based on the participant’s resources can significantly affect the energy and the execution time \[18\]. User mobility, poor network connection, and lack of motivation are some of the other causes that can disrupt the ongoing ad-hoc session \[20\]. Since network conditions of the participants decide the stability and the quality of service offered to the client device \[27\], a task scheduling mechanism is required to offload the tasks.

Despite the reduced communication delay, the mobile ad-hoc cloud suffers from limited compute resources and unreliable resource availability. This is mainly due to user mobility, change in network conditions, as well as abrupt entering and leaving the network. Additionally, places of public gathering (e.g., shopping centers, concert halls, and museums) are the only places where the infrastructure can be composed. Hence, additional support can be taken from other MCC implementations to strengthen the limitations of the ad-hoc cloud.
2.4.2 Cloudlet

Cloudlets are computers or a cluster of computers connected by an inter-network which possess resources like a data center but on a minuscule level. Authors in [52] initially proposed the concept, where servers deployed in business premises such as coffee shops or doctor’s office act as a cloudlet node. Compute placed one hop away from the user offer several benefits such as low WAN latency, higher bandwidth, and high service availability [52]. Moreover, when the connection to a remote cloud goes down, a cloudlet can be used as an anchor point [29]. The hierarchical design of the cloudlet allows offloading of intensive tasks to an aggregation point or directly to the public clouds [53]. Figure 2.5 shows the 2-tier architecture model [54].

Figure 2.5: 2 Tier Cloudlet Architecture [54]
The size and resource capacity of each cloudlet can vary from a single server to the racks of a server. Additionally, the location of the cloudlet determines the user demand, bandwidth, latency, and services offered by a cloudlet server. Thus, the placement of a cloudlet server requires an extra effort in terms of planning and design [55]. Recent research [56] demonstrates that cloudlet performance outperforms the centralized cloud only when the maximum number of hops to reach the cloudlet is less than or equal to two hops. However, authors in [57] argue that cloudlets are generally not connected to the mobile network such as LTE and thus, they lack network operator-provided context information such as signal strength, bandwidth.

2.4.3 Fog Computing

Fog computing (FC) shown in figure 2.6 is a decentralized and highly virtualized infrastructure platform that provides compute, storage, and networking services between an end device and a remote cloud. It is mainly designed to support sensor devices in the Internet of Things (IoT) which require a low latency context-aware network. Unlike other edge cloud implementation, Fog Computing Nodes (FCNs) are not exclusively located at the edge of a network [58]. They can be placed one hop away within the access point, or they can be placed at an aggregation point. As well, FCNs contains a wide range of devices and are not limited to devices such as routers, switches, gateways, access points, and set-top-boxes. Thus, FCNs can communicate over different IP protocols such as Wi-Fi and non-IP communication protocols such as Zigbee, Near Field Communication (NFC), or Bluetooth low energy (BLE).

The abstraction layer of the fog computing architecture layer hides the heterogeneity of FCNs from an end user [59]. Additionally, it provides a set of functions for resource allocation, device management, security, and monitoring. The fog orchestrator receives
the user requests, which typically consist of parameters such as QoS; minimum compute resources, latency to name a few. Resources abstracted from nodes in the region using Fog APIs are matched against the requested requirements and based on availability, the most suitable device is chosen for the tasks. However, connecting every component with fog introduces network management problems, particularly the issue of providing service on top of a wide variety of fog nodes running independent and propriety protocols. [60].

2.4.4 Multi-Access Edge Computing

Multi-Access Edge Computing (MEC), formerly known as Mobile Edge Computing is an edge cloud technology initiated by the European Telecommunication Standards Institute (ETSI). It facilitates cloud-like resources at the edge of the network, which aligns with the concept put forward by the cloudlet [61]. To accelerate innovations and advancement
in the area of edge cloud, ETSI created an Industry Specification Group (ISG) called MEC ISG. The objective of this group is to create an open platform across multi-vendor cloud providers by bringing together mobile subscribers, application developers, telecom, and service providers [62]. In this section, the concepts and the architecture of MEC are provided while giving insight into the MEC infrastructure.

2.4.4.1 Concepts

MEC has received quiet popularity as an edge cloud technology that can bring the benefits of the cloud service model to end users while satisfying the QoS required by interactive and real-time applications such as automated self-driving, augmented reality and virtual reality. MEC proposes to locate an edge server within the radio access network (RAN) [14]. Besides delivering resource augmentation to delay sensitive mobile applications, MEC aims to improve content delivery by remote caching at the edge server. Also, it can reduce the burden of increased traffic in back-haul and core networks by providing services at the edge.

MEC describes a standard performance metric that is used to deploy services on the MEC environment [63]. Application and service providers can gain access to the services to provide better QoE to the end user. The MEC includes two kinds of metrics, namely: functional and non-functional. Functional metrics include parameters that impact the performance perceived by the user, often referred to as Key Performance Indicators (KPI). Examples include latency, energy efficiency, bandwidth, packet loss, and jitter. Each parameter in the functional metric needs to be defined based on a per service requirement. Non-functional metric, on the other hand, describes the performance of the services deployed. It includes lifecycle management of a service, fault tolerance, Multi-Access Edge (ME) host load, and service availability.
To safeguard the requirements laid down by 5G consortium, MEC involves radical design changes in the radio access technology and the core network. It consists of the use of Network Function Virtualization (NFV), Information-centric Network (ICN) and Software Defined Networking (SDN) [62].

ETSI has defined a set of characteristics for a MEC framework which includes [61];

• Locally available compute resources
• Low latency due to the proximity
• Context-aware application for better QoE
• MEC service to provide RAN information in real-time

2.4.4.2 Multi-Access Edge Computing Architecture

ETSI proposed architecture includes three core entities [14], MEC Host, MEC Host Level Management and MEO System Level Management. Figure 2.7 shows the high-level view of the ETSI proposed architecture.

• MEC Host is the server located at the edge of the network which consists of all the functional elements of the MEC. The platform within the Host offer functions to run and steer traffic between the application and the services. As well, the MEC host provides the application with virtual infrastructure resources such as compute, storage, and network.

• MEC Host Level Management manages the running applications and services via MEC Platform Manager (MEPM). Additionally, it manages the virtual resources used by any application through Virtualization Infrastructure Manager (VIM). Moreover, during mobility, VIM can provision resources for application reallocation.
MEC System level manages the entire MEC system, host, available resources, and services via MEC Edge Orchestrator (MEO). It maintains a global view and orchestrates the application lifecycle and ensures the integrity of the application.

**2.4.4.3 MEC Application and Services**

MEC application is an instance running on a virtual machine with the infrastructure provided by the MEC host. It makes use of MEC services and in some cases, can provide services to the MEC platform. Additionally, the application has certain constraints in the form of access latency, resources, and services required, that are fulfilled by MEO.

MEC includes services that are either offered or consumed by an MEC platform or an authorized MEC application. An application requires a subscription to consume these services. Currently, ETSI has defined four platform services such as Radio Network Information Services (RNIS), Location Service, User Information Service, and Bandwidth Manager Service. These services are a minimum requirement to provide...
context awareness for any service or application running on MEC platform [63]. The service information is provided using standard REpresentational State Transfer APIs (REST APIs), namely: Radio API, Location API, User API, and Bandwidth API.

**Radio Network Information Service**

MEC provides edge applications with up-to-date information concerning the radio network conditions via RNIS. It can be used to optimize the behavior of applications that rely on network conditions. For instance, the authors demonstrate the use of radio analytics application to adjusts the video throughput of backend video server based on radio network conditions [64]. Additionally, RNIS can be used to detect changes related to user radio access bearers, which can be vital during mobility [65].

**Location**

The location service allows MEC application with the real-time location of the user within an access region. It can be used to recommend location-specific content such as popular videos, live feed from the stadiums or store specific flyers and promotions [64]. Furthermore, using real-time location to update neighboring regions during mobility can help to achieve handover without any service disruptions [66].

**User Identity Service**

User Identity service [67] allows the application to mention user specific traffic rules which can be used to deliver the required quality of service. Additionally, applications make use of tags to map a user or a set of users, which provide the linked traffic rules.

**Bandwidth Manager Service**

Bandwidth management service allows applications to adjust the bandwidth resource dynamically (e.g., change the size of the bandwidth). For instance, a single application can have multiple sessions running with each session having its bandwidth requirement.
2.5 Software Defined Networking

Software Defined Networking (SDN) \cite{29,30}, is a novel platform designed to utilize and manage network resources optimally. It has brought several innovations in the field of network management \cite{28}. These include:

- Decoupled control and data plane.
- Flow-based forwarding instead of a destination address.
- Network programmability.
- Data plane abstraction using standard communication protocol (e.g., OpenFlow).
- Centralized control using a software-based controller (e.g., Pox, OpenDaylight).

Unlike a traditional L2/L3 switch, SDN separates the core network control function from the packet forwarding and moves to a logically centralized server. Thus, the design of SDN-based network equipment is more straightforward as it acts as a simple forwarding device. The open and standard interface allows network operators to manage network functions while avoiding the limitations of a legacy network.

2.5.1 Legacy Networking and its Challenges

Traditional network architecture lacks the separation of the control plane and the data plane, which makes them rigid and inflexible to perform an upgrade or add a new feature. Hence, expensive specialized middleboxes are used to add new features to the network. As well, the placement of such devices involves intricate network design and should be placed strategically to avoid network failures. Also, the use of proprietary devices hides the knowledge of forwarding interfaces, which makes it extremely difficult to manage the network. The limitations of conventional network architecture are as follows \cite{28}:
2.5.1.1 Use of Proprietary Network Devices

Network operators continuously seek new services and features that can satisfy rapidly changing business or user demands. However, their ability gets hindered by the vertical segments of proprietary devices that run specialized protocols and services. Moreover, the lack of widely accepted standard open interface restricts network operators from using multi-vendor network devices and services. Thus, operators cannot optimize the networking solution that is tailored specifically to their requirements.

2.5.1.2 Complex Network Configuration & Management

Networking technology currently supports a large set of protocols that are designed to interconnect devices over discrete distances, bandwidths, and topologies. However, the current configuration lacks necessary abstraction to configure a network when any new device needs to be added or removed from the topology. Furthermore, the use of low-level language for writing protocols restricts the user readability. Thus, network topologies are kept relatively static to avoid any service outages. On the contrary, virtualized service deployment is dynamic and changes as per the user requirement. VM migration is necessary to balance the server workloads across the data center, which can involve mapping a current namespace and routing address to the destination namespace and address. While existing networking solutions can deliver the required QoS per application, facilitating these resources still requires little human intervention. As well, the current network setup cannot dynamically adapt to changing constraints.

2.5.1.3 Lack of Scalability

Cloud infrastructure services such as process and storage, often provide elastic resources with rapid provisioning. As the demand for such resources increases, the IaaS
provider is required to add more supply in order to meet demand, thus, expanding the network. However, each time new requests need to service, the entire or partial part of the system needs to reconfigure. In addition, each user request is unique in terms of quality of service. Such constraints impose a challenge to implement with traditional network architecture. Specialized devices can be used to alleviate the problem, but they cannot be operationally or financially feasible for every enterprise. As well, in an ad-hoc cloud, an increase in the number of users can lead to inefficient composition and high communication overhead if not managed.

### 2.5.2 Software Defined Network Architecture

One of the fundamental principles of SDN is the separation of the control plane from the data plane, thus allowing network management from a logically centralized controller. As per the open networking organization, SDN consists of three layers: infrastructure, control, and application layer, as shown in figure 2.8. Due to the centralized decision, the uppermost layer is responsible for controlling the infrastructure.

The infrastructure layer is comprised of networking equipment such as routers and switches. The difference between conventional equipment and SDN-based equipment is the absence of the control software that decides the forwarding of the packet. As well, networking equipment is built using open and standard interfaces such as OpenFlow [68], which allows configuration and communication across multiple vendors. The control layer consists of a software-based controller that translates the application requirement and relays the control information to the forwarding device. In addition, the controller extracts the information about the network from the forwarding device and presents an abstract view to the SDN applications. Thus, having a global view of the network allows an application to define network-wide policies. The application layer contains
SDN applications which are programs designed to implement the control logic. The application can be programmed to perform any networking function such as routing, switching, load balancing, or QoS optimizer. For instance, to implement the feature of routing, the application should be able to route traffic from one network A to another network B. To achieve this, the application collects the topology information from the controller, then decides based on this information and finally instructs the controller to issue routing specific flow. A significant advantage for a large scale network operator having an SDN based control is the ability to configure the entire network from a single logical point rather than setting each device manually.

2.5.3 OpenFlow Protocol

Southbound interfaces hold a crucial role in SDN for making a connection between the forwarding and the control plane. OpenFlow protocol developed by the Open Networking Foundation is one of the most studied and widely used southbound interfaces for SDN. It
defines a set of packet handling rules. Each rule contains a header, a counter, and a set of action field. The header field is used to classify the flow packet based on which an action is performed. The counter field keeps tracks of the flow statistics. The control-plane can be implemented with several OpenFlow SDN controllers such as NOX [69], POX [70] and OpenDaylight [71]. OpenFlow identifies network elements as switches. Internals of the OpenFlow switch running OpenFlow v1.0 [72] are shown in figure 2.9.
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Figure 2.9: OpenFlow Switch Internal [73]

When a packet arrives at one of the switch ports, OpenFlow checks its internal flow table to determine the course of action. The decision is identified by matching an appropriate flow entry from the table. In the case of multiple flow entries that match the incoming packet, a priority value can be used to install a proper rule. If a matching rule is not available, the packet is either dropped or in most cases, a default action to forward it to the controller is used. OpenFlow controller uses two approaches to add flow entries, namely reactive and proactive. In a reactive mode, the controller installs new flow entries after receiving an unmatched packet for which no flow entry exists. On the contrary, the proactive method installs flows in advance before any matching takes
place. As well, in some cases, a hybrid approach is used that combines reactive and proactive flow generation that can install flow statically or dynamically based on a new packet. OpenFlow provides three sources of information to the controller. First, trigger-based events such as port change or link change are reported by the forwarding device to the controller. Second, flow statistics generated by the forwarding device, and third, in the event of an unknown PACKET-IN message, forwarding device send messages to the controller to determine the action. Thus, the use of open standard API not only makes it vendor neutral but also bring more innovations to networking technologies.

2.6 Summary

In this chapter, a comprehensive background study on MCC is presented, focusing primarily on a volunteer contributed resources and MEC. The rationale is provided for the importance of using an external cloud device in alleviating mobile application requirements. Also highlighted are the drawbacks of a conventional cloud deployment over mobile cloud computing. Edge cloud technology has recently emerged as an alternative solution to a distant cloud server. In this chapter, edge cloud is defined, and attention is given to various forms of compute node that is classified based on the following: server resources, location, the communication protocol used, and services offered to an end user. Focus is directed primarily to the concept of ad-hoc cloud computing, as well as a description of volunteer devices for creating on-the-fly ad-hoc infrastructure. In addition, attention is directed to the architecture and services offered by a multi-access edge computing platform. Research on network management has escalated with the introduction of the SDN paradigm. This chapter concludes with a comparison of the features and capabilities offered by SDN over traditional techniques.
Chapter 3

Multi-Access Edge Computing
Assisted Mobile Ad-hoc Cloud

3.1 Introduction

The Mobile ad-hoc cloud provides the mobile user an IaaS to offload its application task on an intermittently formed infrastructure without relying on a remote cloud. However, lack of stability of the composed mobile cloud to service an IaaS request makes this kind of infrastructure, less desirable compared to remote clouds. Therefore, in this chapter, a novel MAC formation framework capable of forming a resource-rich IaaS composed of mobile devices has been proposed. The architecture integrates an edge cloud technology; namely, multi-access edge computing to form a mobile cloud for an IaaS request while using MEC services for sub-tasks allocation. In addition, the architecture is centrally managed much like cloud computing so that it can discover and carefully select infrastructure providers for an IaaS request while improving their resource utilization.

First, the chapter provides an analysis of the related work in the context of the mobile ad-hoc cloud. Then, a description is provided of the role of the MEC server
to create mobile cloud IaaS and an in-depth explanation of each functional element involved in the proposed architecture. Subsequently, the detail is provided of the MAC formation algorithm using a heuristic approach for multi-dimensional bin packing to select participants for an IaaS request optimally. Finally, an explanation is given of the effect of the proposed heuristic approach on sub-task scheduling for an IaaS request in the mobile cloud. Then a comparison is made with other heuristic approaches such as First-Fit, First-Fit Decreasing, and Euclidean distance.

3.2 Related Work

In this section, various research work conducted in the field of the mobile ad-hoc cloud is compared, mainly focusing on MAC formation strategies.

mCloud [25] proposes a mobile cloud processing and management framework using mobile devices located one hop away from the requester, referred to mDevs. The requesting device called master mDev is responsible for discovering, forming, and maintaining mCloud composed of slave mDevs. In addition, mCloud offers an attractive incentive to encourage mDevs to be part of the mobile cloud. However, the authors do not attempt to provide any sub-tasks allocation strategy that considers the resource heterogeneity of slave mDevs. Also, the framework relies on periodic discovery to monitor slave mDevs, which adds additional overhead to the network and increases the energy utilization of master mDev.

Ad-hoc Cloud as Service [20], introduces a protocol, namely C-Protocol to deploy mobile cloud MANETs. The protocol is designed to operate over mobile terminals in a peer-to-peer mode without relying upon any existing network infrastructure such as LTE. The publication describes several messages, e.g., Cloud_Setup, Node_Tracing, to
name a few, involved in C-Protocol in order to set up and manage the mobile cloud. Furthermore, C-Protocol helps to scale the mobile cloud by sending \textit{NewP Request} message to neighboring devices. Nevertheless, the proposed protocol does not consider any context information of the volunteer devices before allowing them to join the mobile cloud. As well, the use of mobile terminals for communication limits the range for discovering potential devices for the mobile cloud.

The authors in [18] propose a heterogeneity-aware task allocation model for the mobile ad-hoc cloud. The model makes use of various resource parameters such as device workload, number of cores, processor speed, and task size to reduce the execution time and the energy consumption of the compute-intensive task. The results achieved by the proposed framework reveal that incorporating heterogeneous parameters for task allocation guarantees shorter execution time and reduces the energy consumption of the offloaded tasks. However, the proposed work only considers the resource parameters of the volunteer device and completely negates the use of network information, failing to address the stability of the composed MAC.

Opportunistic Edge Computing (OEC) [27], introduces a centrally managed edge computing model created opportunistically using nearby volunteered resources. The proposed computing model uses the OEC broker to negotiate, create, and manage the OEC cloud. The OEC framework registers the participant resources based on their characteristics and provides them incentives as per their contribution, history, and engagement with the OEC. In addition, the OEC orchestration stack helps to separate the offered resources into slices enabling service providers to deploy their services on independent resources. While this thesis shares similar motives, the work differs from that of OEC in two ways. First, the contributor needs to register with the system to be a part of the OEC. Nonetheless, assuming that the registered device is still available for
offloading does not work well in scenarios where contributors are mobile. Second, this thesis proposes to manage volunteered resources efficiently by using the information from the MEC platform.

In summary, most of the work in this chapter considers the requester to form the mobile cloud infrastructure, which lacks the necessary information to select the volunteers for offloading. Furthermore, an additional aim is to improve the MAC formation by extending the previous contribution by Balasubramanian, Venkatraman from IMAGINE Lab on IaaS for Mobile Ad-hoc Cloud [22]. Previously, an architecture for MAC proposing to use composition score addressed some of the issues associated with the use of a mobile device as an infrastructure provider. The score considers the arrival and departure times of the providers, popularity, resources contributed, and the QoS when allocating the sub-tasks. While it improves the quality and stability of the resources offered, the IaaS requester is responsible for forming and consuming mobile cloud IaaS. Therefore, the current proposed work does not rely on the requester to form MAC; instead, it uses MEC. In this work, a centrally located ad-hoc application server runs the MAC formation logic on behalf of the mobile user. The server uses the information provided by the MEC to create a mobile cloud for an IaaS request.

### 3.3 MEC based MAC

This section introduces to a MEC assisted MAC formation framework for an IaaS request. The architecture strives to address the shortcomings of the MAC discussed in section 2.3.1 by employing the features provided by the MEC platform. In addition, the role of each entity associated with the architecture is defined, enabling to design a stable mobile cloud IaaS, resilient to changing network conditions and volunteer device movements.
3.3.1 System Architecture

Figure 3.1 shows the proposed architecture for the mobile cloud using MEC.

The architecture relies on three kinds of devices:

- **IaaS Consumer**: A requester device that runs the application and makes an IaaS request to offload the application data.

- **MEC Ad-hoc Application Server**: An application instance that runs on the MEC server and performs composition, management, and monitoring of IaaS resources.

- **IaaS Providers**: A pool of mobile devices that wishes to contribute their idle storage and compute resources to form a mobile ad-hoc cloud.

The following section explores the functioning of each device type in depth.

3.3.2 IaaS Consumer

A user application that runs on a resource-constrained mobile device, i.e., a requester, benefits from a rapidly formed crowdsourced infrastructure, which often gets deployed in the proximity of the user. The application remains oblivious to the offloading, and it is agnostic to the resource provisioning mechanism. Since there are specific parts of the application that require execution locally, such as a task that involves sensors, an application needs to determine which tasks to offload. The offloading engine decides whether to offload these tasks or execute them locally. It receives the task information from the tasks profiler, which profiles and divides an application task into several independent light-weight jobs called sub-tasks. If an application $T$ requires
augmentation; then equation (3.1) gives the decomposed task $s_t$, where $s_t$ represents the number of sub-tasks to be offloaded. Each sub-task that requires offloading specify their resource requirement in the form of CPU, RAM, and Storage. The process of profiling and deciding which sub-task to offload is beyond the scope of this thesis, and an assumption that the decision to offload sub-tasks $s_t$ is already made to an ad-hoc application server, where the provisioning mechanism takes place.

$$T = \{s_1, s_2, s_3, \ldots, s_t\}$$  \hspace{1cm} (3.1)
3.3.3 MEC Ad-hoc Application Server

Ad-hoc application server forms the mobile cloud for an IaaS request enabling the requester to offload its application on the participating devices. The elements defined within the ad-hoc application server to form a mobile cloud include discovery, selection, composition, management, and monitoring.

Once the requester completes profiling and decides to offload, it sends the sub-tasks resource requirement to the Ad-hoc Cloud Interface. The interface allows interaction between the ad-hoc application server and the requesting device. Furthermore, it hides the complexity of the underlying provisioning mechanism from the user application, making it completely transparent. Since the ad-hoc interface makes a resource request to the ad-hoc provisioning mechanism, logically it becomes the IaaS requester.

The request arrives at the IaaS Composer, where the infrastructure is composed and provisioned based on the requirement of the IaaS request. As users in MAC are mobile and are not bound to a given access region, it is essential to get their current idle compute and storage information before provisioning the request. Hence, Resource Discovery searches the access region to examine the available resources in the vicinity. The search involves discovering volunteers that are willing to contribute and desire to be a part of a mobile ad-hoc cloud. The information gathered during the discovery contains the volunteer’s CPU, RAM, and Storage resource information, which when combined with the radio and location information provided by the MEC is useful to compose a reliable mobile ad-hoc cloud.

Upon discovery, the gathered resource information from volunteers, and the information received using MEC services are sent over to Infrastructure Composer, where a composition algorithm optimally selects the participants for the request. These
participants are later used to offload the sub-tasks. The algorithm involves a heuristic approach that uses multi-dimensional bin packing to perform sub-tasks allocation. The exact working of the algorithm is discussed in the following section of the chapter. Once the composition completes, **P2P Formation** bootstraps selected participants completing the composition of the mobile ad-hoc cloud, thus forming a P2P overlay network. Although the ad-hoc application server is responsible for forming the infrastructure, it does not participate in any sub-task execution. Instead, it remains to be a part of the P2P network, like a super peer. Figure 3.2 shows the composed P2P overlay network.

**Routing & Management** role begins once the P2P overlay network is composed. It is responsible for carrying sub-tasks specific dependencies that get assigned to individual devices by the infrastructure composer. It maintains key-value storage to map these dependencies on the participants and uses key-based routing to route the sub-tasks information.

![Figure 3.2: P2P Composition](image)

Figure 3.2: P2P Composition
Mobile ad-hoc clouds are prone to disruptions due to the highly unstable behavior of mobile devices; hence, Resource Monitor is used to record any fluctuations. It uses a portion of radio and location information provided by the MEC services to monitor participants that are part of the composed mobile cloud. Any failures in the mobile cloud such as participant leaving the access region or sudden loss of connectivity are reported to the infrastructure composer to reconfigure for the failed sub-tasks to continue the service. However, this chapter considers low (failures due to radio signal fluctuation) to no service disruption; modifying the network during failures is explained further in chapter 4.

3.3.4 IaaS Provider

IaaS providers in a mobile ad-hoc cloud consist of volunteer mobile devices that are willing to share their resources and are available for offloading application sub-tasks from an IaaS request. These devices provide the virtual abstraction, possess the ownership, and control the shared physical resource. In other words, these devices are the infrastructure provider for the mobile ad-hoc cloud. Since each device is different in terms of manufacturer, operating system, usage pattern and idle capacity, the set of resources contributed is unique from device to device. Thus, this makes the resources in MAC a heterogeneous ad-hoc infrastructure.

3.4 Sub-Task Scheduling

It has been established that the mobile ad-hoc cloud can be deployed on-the-fly using idle resources of the mobile devices in the region. However, there are a few challenges associated with the use of mobile devices for MAC while allocating sub-tasks on these idle
devices. These challenges include mobility, lack of commitment towards an IaaS request, unreliable wireless link, and resource heterogeneity to name few. Therefore, a scheduling mechanism needs to be used that can address the above-mentioned problems and allocate resources for the IaaS request without violating its requirement. The scheduler used for scheduling sub-tasks in this proposed work must follow certain objectives such as:

- It should allocate the number of sub-tasks considering the resource limitation of each device, as a single device may not be computationally resourceful enough to process all the sub-tasks in a given request.

- It should incorporate resource and network heterogeneity of each device while scheduling sub-tasks to ensure a stable mobile ad-hoc cloud.

- It should ensure a selection of a minimum number of resource contributors for an IaaS request to limit the synchronization overhead in an overlay network. Additional overhead increases the response time of the deployed mobile ad-hoc IaaS.

Considering the objectives for a scheduler as mentioned above, bin packing is used in this research to perform sub-tasks allocation.

Sub-tasks allocation is like a Bin Packing Problem (BPP), where the volunteer devices represent bins, and the sub-tasks in a request represent items that require packing. The sub-tasks scheduler aims to not only allocate sub-tasks with the least number of devices as possible to reduce the communication overhead but also aims to improve the stability by selecting appropriate devices for the IaaS request. If it assumed that these sub-tasks, when additively placed in the same device such that they do not exceed the volunteer capacity, then the problem resembles a Vector Bin Packing Problem (VBPP). In VBPP,
each device or sub-task is characterized by a \( d \)-dimensional vector, with each vector corresponding to some resource parameter. For this research work, \( d \) corresponds to three, resembling CPU, RAM, and Storage.

VBPP is an NP-hard problem \([74]\). Even a single dimension when taken into consideration, the running time of this algorithm is adequately high. Hence a various heuristic technique has already been proposed. In this work, a comparison is made of two widely used variants of VBPP to allocate sub-tasks, namely FFD based heuristic, which uses greedy allocation, and dimension-aware heuristic using greedy and geometric allocation technique. The following section explains each variant in depth.

### 3.4.1 FFD Based Heuristics

In an FFD based variant, each item gets processed in order, and for each item, it attempts to place it in the first bin it can accommodate. If an already open bin cannot accommodate the item, it opens a new bin. The order of the items to be packed can be arbitrary in the case of First Fit (FF), and descending in First Fit Decreasing (FFD). The problem of VBPP in FFD based heuristic is solved by applying an appropriate weight function for each dimension such that a single scalar quantity represents the bin and item value. Items are then sorted in descending order in the case of FFD and placed in their appropriate bins. Authors in \([75]\) describe two variants of FFD for the \( d \)-dimension vector. The first variant involves taking the product of each item given by equation (3.2) and the second involves summation of the product of the weighted function and the items given by equation (3.3). Weight factors \( \alpha = \alpha_1, \alpha_2, \ldots \alpha_d \) allows for determining the importance of the vector based on its demand. However, FFD based heuristics use greedy allocation, which fails to pack items efficiently when the difference in the requirements within each dimension varies to a larger extent, i.e., if
the dimension vectors are highly co-related. For instance, some requests could be CPU intensive and low on Storage needs.

\begin{align*}
  w(I) &= \prod_{i \leq d} I_i \quad (3.2) \\
  w(I) &= \sum_{i \leq d} \alpha_i I_i \quad (3.3)
\end{align*}

### 3.4.2 Dimension Aware Heuristic

Unlike the greedy allocation in FFD based heuristic, the dimension-aware heuristic technique takes advantage of co-relation between the \(d\)-dimensional vectors. The goal here is to fill each vector of the bin as equally as possible. For instance, if an item is CPU intensive and low on Storage, then the next item selected to balance the vectors selects an item that is high on Storage and low on computing. This process is repeated for each item until all items get packed or no more bins are available. One such technique mentioned in \[76\] is called Permutation Pack (PP) where the items to be packed are selected based on the current capacity of the bin. If the current order of the bin is \(B_1 > B_2 > B_3\), then PP finds an item such that it satisfies the order of \(I_1 < I_2 < I_3\). However, it may not always be possible that such an order of the items exists. Hence, another approach called Combination Pack (CP) relaxes the strict order of items by ignoring the order of smaller dimension vectors. Although PP and CP consider dimensional vectors of the bin, they use a greedy-based approach for selection.

The geometric equation-based approach described in \[77\], make use of Euclidean distance and the Dot product to select an item, such that it fills all dimensions equally without violating constraints of any given dimension vector. As well, both these
approaches make use of residual capacity $r(t)$ to select any item. The equation (3.4) represents the packing equation for dot product and equation (3.5) represents Euclidean distance, where $\alpha_d$ represents the weighted function for each dimension $d$. Additionally, the authors in [77] argue for using a bin centric approach instead of an item-centric, where a new bin is to be open only when no item can fit into a bin. Hence, at any given time, only one bin is open. Each time the largest item that equalizes the vectors gets selected for packing.

$$\sum_d \alpha_d I_d r(t)_d$$  \hspace{1cm} (3.4)$$

$$\sum_d \alpha_i (I_d - r(t)_d)^2$$  \hspace{1cm} (3.5)$$

In the mobile ad-hoc cloud, resources provided by each device and the sub-tasks request resources can be highly co-related. Consequently, for this research work, a dimension-aware technique was utilized using a geometric equation based on Euclidean distance. Moreover, to maintain fewer mobile devices in the formed mobile ad-hoc cloud, a bin centric approach is to be used, as a new bin is opened only if no item requires further packing.

Nevertheless, some enhancements are required to make it suitable for the mobile cloud. As the resources are scarce in the mobile ad-hoc cloud due to user movement and lack of commitment, the selection algorithm should ensure that the mobile device selected has enough resources for an IaaS request. A mechanism is provided to select a mobile device that is equally optimal with respect to resources and network conditions. The device score, which is a normalized score of the device, is used to calculate and select the best device in the region. The next section explains the exact parameters involved to
calculate the normalized score and the way the scaling factor is determined. The factor relies on the popularity of the resource dimension in a region. If a given resource is in abundance, then the scaling factor tends to remain smaller, as each device can provide that resource. When a request demands a limited resource parameter, it increases the value of that quantity, leading to a higher scaling score. Since it is an extension to the Euclidean distance-based technique, the thesis work calls this approach as Enhanced Euclidean Distance (E. ED)

### 3.4.3 Enhance Euclidean Distance-based Resource Allocation

This section gives a detailed explanation of the heuristic approach based on E. ED. The approach describes the mobile ad-hoc cloud formation technique used to compose the infrastructure and steps for scheduling sub-tasks in an IaaS request using an E. ED-based bin packing algorithm.

**Algorithm 1** explains the process of MAC formation. The process starts with a user making a request denoted by $vm_{req}$. It includes the number of sub-tasks that the offloading engine has determined to offload. If it is assumed there are $s_t$ number of sub-tasks that require resource augmentation and each sub-task in $s_t$ include their resource requirement, then it can be expressed as given in equation (3.6), where $r$ represent the requester and $C_r^t$, $R_r^t$, $S_r^t$ represents CPU, RAM and Storage respectively.

\[
vm_{req} = (s_1, s_2, s_3..., s_t) \text{ where,} \\
\]

\[
s_1 = (C_r^1, R_r^1, S_r^1), \\
\]

\[
s_2 = (C_r^2, R_r^2, S_r^2), \\
\]

\[
... \\
\]

\[
s_t = (C_r^t, R_r^t, S_r^t) \\
\]

(3.6)
Algorithm 1 MAC Formation

Input: client Request: \(vm_{req}\)

1: \(vm_{req} \leftarrow \text{User Device make an IaaS request}\)
2: \(\text{resourceDiscovery}() \leftarrow \text{Broadcast UDP message}\)
3: \(vm_{recv} \leftarrow \text{Node Information}\)
4: \(rssi, d_{AP}, P_r \leftarrow \text{Information from MEC}\)
5: \(\text{for node in } vm_{recv} \text{ do:}\)
6: \(\text{trustScore} = \text{avg}(rssi, d_{AP}, P_r)\)
7: \(N_p = \sum_{i=1}^{n} (\alpha_i \ast n_i)^2 \ast \text{trustScore}\)
8: \(\text{end for}\)
9: \(vm_{comp} \leftarrow eDBpp(vm_{req}, vm_{recv}, N_r, node_{ip})\)
10: \(\text{bootstrap } vm_{comp} \text{ with MEC Server}\)
11: \(\text{Offload sub-tasks to } vm_{comp}\)
12: \(\text{getResults()}\)

Upon receiving the request, the ad-hoc application server performs resource discovery by making a UDP broadcast. Mobile devices that are interested respond to the broadcast request, replying with their resource information. If there are \(n\) devices that are discovered and wish to participate, then \(vm_{recv}\) represents reply from all \(n\) devices given by equation (3.7), where \(C_p^n, R_p^n, S_p^n\) represent CPU, RAM, and Storage, and \(p\) is for the provider. Additionally, MEC platform API provides radio and location information of each device which is given by, \(rssi_n, d_n, P_n\) where \(rssi\) represents received signal strength, \(d\) is the distance between AP and user device and \(P\) is the popularity score.

\[
vm_{recv} = \{n_1, n_2, n_3 \ldots n\} \text{ where,}
\]
\[
n_1 = (C_p^1, R_p^1, S_p^1), (rssi_1, d_1, P_1)
\]
\[
n_2 = (C_p^2, R_p^2, S_p^2), (rssi_2, d_2, P_2)
\]
\[
\vdots
\]
\[
n_n = (C_p^n, R_p^n, S_p^n), (rssi_n, d_n, P_n)
\]

The received signal strength (RSSI) of a device \(n\) given by \(rssi_n\) represents the
network quality experienced by a mobile device. Higher RSSI yields better bandwidth and provides low communication delay. \( d_n \) represents the distance between the access point and the device, which helps to localize the mobile device within the network. Devices that are closer to the center take more time to leave the region, giving enough time to complete executing the sub-tasks. It is quite common in ad-hoc infrastructure to come across devices that are unreliable and greedy, which never contribute but instead utilizes the resource. Therefore, in this research, a score given by \( P_n \) is used to judge the device reliability in the region. Each time a participating device completes the MAC IaaS session, the score increments, and vice versa.

Then, for each device in \( vm_{recv} \) a calculation is made of the normalized resource score \( N_p \) represented by equation (3.8). The trust score of a \( n^{th} \) device given by \( avg(rssi_n, d_n, P_n) \) is the average of signal strength, distance, and popularity score. If
one of the components is lesser than the other two, it reduces the overall score. The scaling factor \( \alpha \) of an \( i \)th dimension depends on the sub-tasks requirement and the resource availability. Upon completing the selection process, the devices selected are bootstrapped, and offloading begins. Kademlia routing protocol is used to map the sub-tasks on the selected device in a structured P2P overlay network. Figure 3.3 shows the sequence diagram involved to form a mobile ad-hoc cloud.

\[
N_p = \left( \sum_{i \in I} \alpha_i * n_i \right) * trustValue_i^2
\]  

\[\text{(3.8)}\]

---

**Algorithm 2 Euclidean Distance Bin Packing**

**Input:** \( vm_{req}, vm_{recv}, node_{ip}, N_p \)

**Output:** \( vm_{comp} \)

1: \( C^r, vm_{index} \leftarrow 0 \)
2: \( l_{vm} \leftarrow \text{length}(vm_{recv}) \)
3: \( R^r \leftarrow \text{Mref}(vm_{recv}[vm_{index}]) \)
4: \( vm_{comp}.add(node_{ip}) \)
5: \( \text{while } vm_{req} \text{ do:} \)
6: \( \quad \text{subtask} = \text{min}(\delta_{ed}) \)
7: \( \quad \text{if } \text{subtask} \neq \text{None} \text{ then} \)
8: \( \quad \quad R^r \leftarrow R^r - \text{subtask} \)
9: \( \quad vm_{req}.\text{remove}(\text{subtask}) \)
10: \( \quad \text{else if } \text{subtask} = \text{None} \text{ and } vm_{index} \leq l_{vm} \text{ then:} \)
11: \( \quad \quad vm_{index} += 1 \)
12: \( \quad \quad R^r, M^r \leftarrow vm_{recv}[vm_{index}] \)
13: \( \quad \quad vm_{comp}.add(node_{ip}[vm_{index}]) \)
14: \( \quad \quad \text{else if } \text{subtask} = \text{None} \text{ and } vm_{index} == l_{vm} \text{ then:} \)
15: \( \quad \quad \quad \text{break} \)
16: \( \quad \text{end if} \)
17: \( \text{end while} \)
18: \( \text{if } vm_{req} \text{ is empty then:} \)
19: \( \quad \text{return } vm_{comp} \)
20: \( \text{else} \)
21: \( \quad CannotAllocate \)
22: \( \text{end if} \)
Algorithm 2 explains the execution of E.ED Bin Packing. To initialize E. ED BPP, first, a device needs to be selected that can be used to compare sub-tasks, and then decide which one to allocate. If a current device is full and cannot allocate any sub-task, the next device present in the list of the normalized score is selected. $vm_{index}$ point to the current device in use. Also, $l_{vm}$ is initialized, which indicates the maximum number of devices available for the composition. As mentioned earlier, the residual capacity of the bin is used to calculate the Euclidean distance. As a result, the remaining capacity $R^r$ to the maximum capacity $M^r$ of the selected bin is initialized. The Euclidean distance $(\delta_{ed})$ for each sub-task is calculated using the equation 3.9, where $S^r_i$ represents the $i^{th}$ dimension resource requirement of a sub-task.

$$\delta_{ed} \leftarrow \sqrt{\sum_{i \in I} \alpha_i (S^r_i - R^r_i)^2}$$

A Sub-task that results in a minimum ($\delta_{ed}$) without violating any dimensional resource constraint of a bin is selected to pack and removed from $vm_{req}$. The remaining capacity of the bin subtracts the sub-task value, adjusting the capacity to reflect the change. If none of the sub-tasks can be selected and if the $vm_{index}$ is still less than the maximum number of bins $l_{vm}$, then a new bin or a device is selected and initialized with its remaining capacity. The process continues until all the sub-task in $vm_{req}$ get allocated, or no devices are remaining to initialize. If all sub-tasks get allocated, it results in acceptance or rejection.

3.5 Summary

In the context of mobile ad-hoc cloud, providing a reliable and low-cost computation mobile ad-hoc IaaS with low access latency is essential due to the constant change in
network condition and mobile user mobility. Consequently, in this chapter, a description has been provided of the architecture of MEC assisted MAC, where the ad-hoc application server that resides on the MEC server provides a mobile ad-hoc IaaS by utilizing the resources volunteered by the proximal mobile devices. The requester making an IaaS request can utilize the formed infrastructure for processing any application or service on demand. Also, a novel heuristic-based approach for VBPP has been proposed, which uses enhanced Euclidean distance to address the resource and network heterogeneity amongst the participants. The heuristic schedules resources for the IaaS request while minimizing the number of participants involved in the composed mobile ad-hoc cloud. By making use of dynamic information offered by MEC services, the scheduling algorithm selects the participants that are resourceful and are closer to the access point, thus delivering a stable mobile ad-hoc cloud IaaS.
Chapter 4

SDN Assisted MEC based Mobile Ad-hoc Cloud

4.1 Introduction

In the previous chapter, an explanation was given for the architecture of MEC based MAC the benefit of using MEC to compose mobile cloud IaaS. The architecture allowed for offloading the composition logic from the requester to a centrally located application running on a MEC platform. However, lack of commitment, mobility, and availability of the participating devices are a few of the mobile cloud characteristics, which makes it challenging to provide consistent resources. Furthermore, mobility of the participants impacts the overall service latency offered by the composed mobile cloud. Therefore, in this chapter, to improve the service availability of mobile cloud IaaS, some changes are made to the existing architecture described in Chapter 3. The architecture make use of emerging and state of the art technology called SDN. It enables the migration of a request from a resource-depleted region to a neighboring resource-rich region within a cluster. Also, the architecture manages the mobility of the participants involved in MAC to continue serving the IaaS request.
First, an analysis is done of already proposed research work related to increasing the service availability of the mobile cloud. Then, the SDN assisted architecture for MAC is described and an explanation of the roles and responsibilities of each entity involved in the architecture. Also, a description is given of the request migration algorithm using region scoring to select the region that satisfies the IaaS request. In addition, a description is given of two state collection mechanisms, namely real-time and trigger-based, and collect the information of regions to decide the region of interest. Finally, insight is provided on how to manage mobility using SDN based on the information provided by MEC services.

4.2 Related Work

In this section, a comparison is made of various research work involved in improving the service availability of the mobile cloud.

In the previous chapter, it was observed how MEC services were leveraged by the proposed MAC formation algorithm to create a stable mobile cloud IaaS. Now, consider a scenario where a region is resource deficit because of either, the participant lacks the willingness to contribute, or there is a shortage of participants available in the region to serve the IaaS request. In either situation, the mobile cloud IaaS offered to the requester gets affected, degrading the QoS.

One of the techniques to increase the involvement of infrastructure providers is encouraging with some rewards or incentives. Researchers believe that offering incentives in a cooperative environment such as in the mobile cloud, motivate the providers to contribute their resources. The authors of [80] propose a double-sided bidding mechanism. The mechanism enables providers and requesters to place a bid as
per their willingness to share, and get paid or pay to execute tasks, respectively. Authors of AMCloud [24] propose a reward system that pays participants in the form of virtual credits for every successful contribution. These credits are tied to the reputation of the participants; thus, the higher the number of contributions, the better are the rewards, encouraging to participate more. A directory-based framework [81] is suggested to calculate retribution and rewards as per the energy spent and saved by the devices. The framework makes use of a global directory, which records the rewards even after a user moves to a different region, motivating participants to continue sharing without losing any earned rewards.

Another technique to improve the resource offered in an IaaS service is adding more participants from the neighboring region or network. C-protocol [20], a protocol designed to operate over mobile terminals in a peer-to-peer mode without relying upon any existing network infrastructure such as LTE. The protocol enables the participant of mobile cloud to add their neighbors by sending NewP_Request message. In SMAC [31], an SDN assisted MAC; the requester makes use of SDN and wireless access points to discover potential contributors across the multiple regions. Once the requester selects devices from the discovery, it sends the routing list to SDN, which add flows in the OpenFlow switches to connect the requester with the participants. In addition, SDN optimizes routing by selecting the shortest path for the requester to reach the participants of MAC. AMMADC [19], a Multi-hop Mobile Ad hoc cloud computing framework, describes a similar use of the multi-hop network to harness computing from the mobile infrastructure providers. The architecture divides the ad-hoc network in multiple smaller networks by clustering. The cluster restricts the cluster-specific message within itself, which helps to reduce the overhead in the network and allow it to scale.

Nevertheless, offering an incentive to the participants do not help to improve the
resource availability for IaaS, if the region is short of participants. The offered IaaS needs to add more participants from another region to increase resource availability. However, adding participants from other regions, as suggested by the work mentioned above introduces overhead due to inter-region communication and adds additional delay as the packet needs to take multiple hops to reach the requester. In addition, lack of control and limited information about the participants from other regions makes failure detection challenging and involves complex failure management. Therefore, instead of borrowing resources located further away from the requester to form a mobile cloud, it is believed that migrating the entire request to a neighboring resource-rich region is best suitable for cooperative clouds. In this work, several neighboring MEC regions are grouped into a cluster that is managed by an SDN controller. As mentioned by [19], clustering reduces the overhead in the network and manages the mobile cloud with minimal complexity. The specifics of the cluster, such as its formation, size, and type are beyond the scope of this thesis.

4.3 SDN Assisted MEC Based Mobile Ad-hoc Cloud

In this section, an SDN assisted architecture for the MAC is introduced to improve and scale the offered mobile ad-hoc IaaS. The architecture makes some changes to the proposed architecture mentioned in section 3.3 and addresses limited resource availability by employing SDN.

The proposed architecture has four design objectives. First, improve the service availability of the mobile ad-hoc IaaS by migrating an IaaS request to a neighboring region within a cluster. Second, hide the complexity of the IaaS request migration from the IaaS consumer. Third, improve the resource utilization of each MEC server
within a cluster and finally, manage the mobility of a participant that is a part of a composed mobile ad-hoc cloud. Thus, to meet the above-mentioned objectives, the proposed architecture have:

- Designed a mobile ad-hoc cloud service architecture using SDN that migrates the IaaS request within a cluster of MEC servers.
- Integrated a logically centralized SDN controller to discover and determine an optimal MEC server that uses region scoring to satisfy an IaaS request requirement.
- Designed a mobility management solution for the participant of MAC using MEC services to preserve the composed mobile ad-hoc IaaS session.

### 4.3.1 System Architecture

Figure 4.1 shows the functional elements of the SDN assisted mobile ad-hoc cloud. The architecture includes three primary entities, such as:

- **SDN based Network**: It includes OpenFlow switches and wireless access points that allow communication between MEC regions and the Ad-hoc Request Controller (ARC).

- **MEC Region**: A MEC server that runs an ad-hoc application server to compose mobile ad-hoc cloud for an IaaS request by consuming locally contributed resources.

- **Ad-hoc Request Controller**: Centralized SDN-based controller responsible for discovering, selecting, and migrating an IaaS request from one MEC region to another.

In the following section, the functioning of each entity is explored in detail.
4.3.2 MEC region

A MEC region consists of a MEC server that runs the ad-hoc application server to provide mobile ad-hoc IaaS within an access region. It uses the MAC formation algorithm mentioned in Chapter 3 to compose locally available resources for an IaaS request. In addition, each MEC region is equipped with an SDN based network consisting of access points and switches and uses OpenFlow protocol to exchange information with the control application located in the ARC. In the case of limited resource availability, the MEC region with the help of SDN migrates the IaaS request to its cluster neighbors. The following section of the chapter explains the exact working of request migration. Furthermore, to avoid the increase in the delay due to migration, the IaaS request received from ARC is considered a higher priority over a local request. The neighboring MEC region can communicate with each other only if the control application adds specific flow, for instance, flows are added to allow servers to exchange offloading results once the processing of the migrated request is complete.
4.3.3 Ad-hoc Requests Controller

In an SDN network, an OpenFlow based controller allows customizing (i.e., add, remove, or modify) flows within the network dynamically with the help of OpenFlow based control applications. These applications use the OpenFlow protocol to define a set of actions (forwards or drop) for a certain set of flows. Hence, in the proposed architecture, Ad-hoc Request Controller (ARC) is defined as an OpenFlow based controller and modules within the ARC such as Ad-hoc Request Optimizer (ARO), Request Allocator (RA), and Monitor Management Module (MMM) is defined as OpenFlow based control applications. Figure 4.2 shows the service layer view of SDN controlled network. By centralizing ARC and using OpenFlow to discover network elements, ARC achieves a global view of the MEC regions present within the cluster. However, ARC lacks the local view of each region, i.e., it does not acquire the end device information, as it is only responsible for delegating the request to the selected MEC. As well, MEC monitors its region devices, and requests help only when the participant leaves the region. Furthermore, ARC can be physically placed on one of the MEC server or in a separate premise with minimum access delay. In this work, it is considered to be running on one of the MEC servers in a cluster.

ARC optimally migrates the resource allocation of an IaaS request, once received by a resource-deficit MEC region. The optimizer located within ARC, known as Ad-hoc Resource Optimizer, selects the region based on requested resources and the lowest link path to the originating region (where the requester is present). By communicating with both the wireless network and MEC, ARO can obtain the required information to select the region for migration. The algorithm to select the region is explained in the next section of this chapter. Once the selection is complete, ARC conveys the region information to the Request Allocator.
The Request Allocator is responsible for dispatching the IaaS requests to the ad-hoc application server of the ARO selected region. In addition, it ensures connectivity and delivery of the IaaS request results between both originating and selected regions by adding or modifying the flow rules.

Although ARC lacks local information for each region, it is still able to assist in the mobility of the participant when requested by the MEC region. Mobility Manager Module located within the ARC is responsible for preserving an ongoing session, i.e., when an infrastructure provider of the composed mobile ad-hoc cloud leaves the existing region. Resource monitor located within the ad-hoc application server reports the provider information to MMM. In addition, MMM adds flow in the OpenFlow switches, allowing to send the results back to the region of the composition. The exact working of how MEC services are leveraged for mobility management is explained in the following section.
4.4 Request Migration in an SDN based MAC

Resources in MAC highly depend on the interest and the availability of volunteer resources, and thus, a resource deficit region fails to provide mobile ad-hoc IaaS to offload application tasks. Unlike offering incentives or adding volunteers, as presented in section 4.2 to improve resource availability, request migration, migrates the entire request to the resource-rich region. In this work that the request migration provides two benefits for the mobile cloud. First, migration reduces the overhead and complexity of managing the inter-regional resource. The receiving ad-hoc server being solely responsible for serving the request. Also, any failures which interrupt the service are taken care of by its ad-hoc server and require no involvement from the originating ad-hoc server. Second, migration can help to load balance the regions within the cluster, allowing for the utilization of resources in each region optimally. It is highly possible that some regions receive a sudden burst of IaaS request, while some may have zero IaaS requests. Therefore, striving on the benefits involved with request migration; in this section, an explanation is given of the request migration strategy, and the region scoring is used to select the region of interest.

Prior to providing information on region scoring equation which determines the region of interest for request migration, an explanation is given of what information is collected and the methodology used to collect this information. State collection allows having updated information of a region such as their resources, latency to name a few. The resource information of a region measures if the requirements of the IaaS can be satisfied. The information includes total CPU, RAM, and Storage of all the participants in a given region. Also, link latency between the originating server where the requester makes an IaaS request, and its neighboring region, help to select a region with the lowest link
delay. The infrastructure providers for a region are volunteer mobile devices, and thus, it is vital to ensure a stable region for the IaaS request to avoid reconfiguration in the composed MAC. RSSI, location, and popularity of the participant within the neighboring region ensures the stability of the region. Based on the type of service expected, in this work, two systems are used: namely, real-time and trigger-based.

In a real-time system, a query message is issued at every short interval of time $t_s$ to collect the state information of the regions within the cluster. The time $t_s$ is adjustable and selected based on how soon the information needs to be collected. A shorter time $t_s$ ensures live and updated state information but affects the network performance due to frequent exchange of the messages. Although longer time $t_s$ involves a fewer exchange of messages, the collected information may be stale and cannot guarantee the current state of the region. On the other hand, a trigger-based system issues a query message only when a specific event occurs, such as an originating server request ARC for request migration. Although a trigger-based system guarantees the current state of the region, it waits until discovering the region information is complete. This additional wait time increases the overall service latency. Based on this scenario mentioned above, in a later chapter of this work, observation and evaluation are made on the effect of each state collection technique on delay and control message.

4.4.1 Selection of a remote MEC server for request Allocation

Initially, a requester makes an IaaS request to its local available ad-hoc server (referred to as an originating server). The request is represented by $vm_{req}$ given by equation (3.6). Upon receiving the request, the ad-hoc server performs a local discovery using a UDP broadcast message to check the available resources in the region. If the resources discovered satisfies the request, they are allocated using the MAC formation algorithm.
described in section 3.4. However, if the request lacks the resources and cannot be allocated, instead of rejecting the request, it is sent to the ARC. The ARC migrates the IaaS request to a resource-rich region available within the cluster. The IaaS request received by ARC is given by equation (4.1), where $C_{r}^{total}$, $R_{r}^{total}$ and $S_{r}^{total}$ represent the total CPU, RAM and Storage requirement of all the sub-tasks from an IaaS request.

$$\text{vm}^{ARC}_{req} = (C_{r}^{total}, R_{r}^{total}, S_{r}^{total})$$ (4.1)

Consider there are $q$ regions within a cluster. Each region in $q_{j} \in q$ informs their resource and network state to the ARC. Let $Q_{recv}$ given by equation (4.2) represent the state information received by the ARC for all regions $q$. Since ARC communicates directly with the region, i.e., ad-hoc application server and does not involve the direct participation of the infrastructure providers, collecting resources from each provider is not an ideal consideration. Thus, resources available in the region $q_{j} \in q$ represents the total resources of CPU $C_{q}$, RAM $R_{q}$, and Storage $S_{q}$ contributed by the volunteers of that region. Similarly, $rssi_{q}, d_{q}$, and $P_{q}$ represent the average of MEC service provided information such as signal strength, distance from AP, and popularity of the provider devices in a region $q_{j} \in q$ respectively. The above mentioned average information of the volunteers represents the overall stability of the region. Furthermore, ARC calculates link latency $l_{q}$ of each region in $q_{j} \in q$ to select the lowest link path for request migration.

$$Q_{recv} = \{q_{1}, q_{2}, q_{3} \ldots q\} \text{ where,}$$

\[ q_{1} = (C_{q}^{1}, R_{q}^{1}, S_{q}^{1}), (rssi_{q1}, d_{q1}, P_{q1}, l_{q1}) \]

\[ q_{2} = (C_{q}^{2}, R_{q}^{2}, S_{q}^{2}), (rssi_{q2}, d_{q2}, P_{q2}, l_{q2}) \]

\[ \vdots \]

\[ q = (C_{q}, R_{q}, S_{q}), (rssi_{q}, d_{q}, P_{q}, l_{q}) \] (4.2)
ARO located within the ARC uses the information $Q_{recv}$ for region scoring to select the region for request migration. The mathematical expression used to calculate the score of the region represented as $N_q$ given by equation (4.3). The objective of the scoring equation is to rank the region based on its resources, link latency, and stability of the region. Therefore, the region with the highest score of $N_q$ that satisfies the IaaS request is selected. The equation calculates the score $N_q$ in two parts, resource and the context score. The resource score uses the weight function $\beta$ to calculate the importance of the resource that takes the resources of the self, the participating regions in the cluster, and the requirement of the request. The weight is then used to determine the value of the resource vector $i$ of region $q$. The context score $region_q$ indicates the value of the region with the lowest link latency and the most stable participants.

Once the selection completes, ARO sends the selected region information to the requester allocator, which adds or modifies appropriate flow messages to ensure requests delivery. The Selected region upon receiving the requests, allocate request using its local resources. When the device completes processing the sub-tasks, the selected server for migration sends the request results to the originating server. Finally, the results are sent to the requester. Figure 4.3 shows the sequence diagram of request migration. Since the request migration does not involve any requester interaction with the ARC, the entire process is kept transparent to the requester. Thus, allowing a scalable mobile ad-hoc IaaS to be established in this work.

$$N_q = \left( \sum_{i \in I} (\beta_i * q_i) \right) * region_q^2$$  \hspace{1cm} (4.3)
4.5 Mobility Management Using SDN and MEC

This section focuses on how the mobility of the participant that is a part of a composed mobile ad-hoc cloud can be managed using SDN and MEC.

An essential characteristic of a mobile ad-hoc cloud is the lack of commitment from the participants to process the allocated sub-tasks. Since the participants are mobile and have control over their resources, there is no guarantee that they will remain in the same region until the sub-tasks execution completes. They can either decide to move to another region permanently or re-enter and re-connect with the current access point. Although most of the research work mentioned in this thesis avoids selecting such devices through optimization techniques, it is difficult to predict the change in the mobility of the participant. Another approach is to offer attractive incentives to the participants.
and motivate them to remain in the region of operation. However, the possibility that the participant loses the wireless connection to the server still exists.

In most of the research work mentioned in this thesis, when the server loses the participant due to mobility or a connection loss, the server never receives a notification. Once the ad-hoc server dispatches the sub-tasks, it waits for time $t_p$ to complete processing the allocated sub-tasks. If the ad-hoc server does not receive the results from the participant after time $t_p$, the server waits for additional time $t_w$, after which it reconfigures for the failed sub-tasks. In either case, longer wait time and reconfiguration both extend the service time by adding additional delay. Therefore, to solve the problem of mobility and abrupt change in the network conditions, this research aims to use SDN with the information provided by the MEC services.

The use case mentioned by ETSI in [66] inspires the work in this thesis to use real-time information for mobility. ETSI describes the use of radio network conditions to detect the need for reallocation in order to maintain service continuity. In addition, the radio and location information used to predict the target MEC host, assist in determining the right time to move the application state without taking additional time to set up the communication path. Motivated by the benefits mentioned in the use case, it appears that RSSI and location information of the participants can help to relieve the composed mobile ad-hoc cloud from sudden service interruptions. To limit the scope of this dissertation, application migration involved during mobility is not considered.

The RSSI provides vital information concerning the signal quality received by the device in an access region. The ad-hoc server uses this information to reconfigure for the failed sub-tasks if the participant loses network connectivity. Thus, this results in reducing the wait time for the reconfiguration. In the case of mobility, the ad-hoc
application server uses location and RSSI information to detect participant mobility. Instead of reconfiguring when the participant moves to another region, SDN bridges the connection until the offloading results are sent back to the region of composition. Figure 4.4 shows the signaling involved between SDN and MEC to assist mobility of a participant.

The resource monitor located within the ad-hoc application is used to monitor the participants that are part of the composed mobile ad-hoc IaaS. The resource monitor makes use of the services offered by the MEC to collect the signal strength and location information of the participants. If a participant shuts down due to connection loss or powers off, the resource monitor notifies the infrastructure composer to reconfigure. The infrastructure composer allocates the failed sub-tasks to the next best available participant. If no participant is available for the sub-tasks, the infrastructure composer performs resource discovery and repeats the process of MAC formation as presented in Chapter 3. The sole difference is that the request contains only the failed sub-tasks.
In the case of mobility, if the resource monitor observes a change in the signal condition and the location of the participant, it sends a notification message to a mobility manager module located in the ARC. The message includes device information such as the IP and MAC address. The mobility manager uses the information to discover a participant with the matching IP and MAC address. When the user moves to a new region, it detaches from the existing AP and associates to a new AP. To limit the scope, in this is it assumed that the participant does not re-enter to its original AP. During the association, the OpenFlow discovery protocol gets triggered, and requests flow from the SDN controller for an unknown IP and MAC address. The ARC receives the flow request and recognizes the participant, adding flows to connect the participant with the region of composition (where the mobile ad-hoc IaaS is composed initially). Once the participant completes processing the sub-tasks, it attempts to send the result back to the originating server. The flows added by ARC bridges the communication and thus results are sent back to the originating server. When the results are received, the originating server notifies MMM, and a flow mod message is issued to remove the flow, stopping the communication between both entities. Since the mobile device never lost a connection (ignoring the period between disassociation and association) with its original server, the mobile ad-hoc session remains intact. More importantly, the server does not need to wait for reconfiguration. Therefore, this thesis results in making the composed mobile ad-hoc IaaS disruption tolerant.

4.6 Summary

In this chapter, a mobile ad-hoc cloud architecture with SDN was proposed to provide a scalable mobile ad-hoc IaaS. A description is given of a centralized SDN controller within a cluster of MEC servers to allocate resources for an IaaS request. This allows migrating
a request from a resource-limited region to a resource-rich region without the involvement of the IaaS requester. The focus was placed on the request provisioning algorithm that uses region scoring to select the region of interest. This algorithm makes a selection based on the resources available, link latency, and other MEC provided information such as RSSI and location. As well as insights were given on ways to handle the mobility of the participants by taking inspiration from the use case proposed by the ETSI. The mechanism made use of MEC services to prepare the ad-hoc cloud in advance from any service disruption by notifying the ARC. Finally, the proposed work not only allowed for improvement with the request acceptance by migrating to other regions but also improved the load across the cluster.
Chapter 5

Performance Evaluation

5.1 Introduction

In this chapter, the evaluation of the proposed mobile ad-hoc cloud architecture is presented. Also, the performance and usefulness of MAC in the context of MEC are measured. Based on these results, the work demonstrates the use of SDN and MEC to compose a mobile ad-hoc cloud that provides the IaaS requester a stable, scalable, and low access latency infrastructure to offload its application data.

The chapter first highlights the platform and the scenario used to evaluate the proposed architecture. The evaluations are conducted in two parts; the first part investigates the role of MEC in the composition of a mobile ad-hoc cloud. A comparison is made between the performance of the sub-tasks allocation mechanism on a mobile phone and a MEC server. Then a comparison is made of the scheduling efficiency of the various heuristic techniques used for bin packing. The heuristics which are compared for evaluation include FFD, FF, ED, and the proposed E. ED. This is followed by an evaluation of the importance of using context information such as location and RSSI in the proposed heuristic to compose a stable MAC infrastructure.
The second part of the evaluation measures the scalability of the SDN based MAC architecture while addressing the resource availability in MAC. The effect of serving the IaaS request locally with limited resources is investigated, and an explanation is given as to why it is essential to address the resource availability. Subsequently, a comparison is made of the serving time of a request with a specific arrival rate when allocated locally and migrates to a neighboring region using SDN. Finally, the service access time required for a real-time and trigger-based is observed along with an evaluation given on the effect on network latency and request allocation.

5.2 Platform Setup

To evaluate the performance of MEC based MAC, the proposed architecture was developed within Python, which uses Mininet Wi-Fi as a network emulator. Network topology was constructed within the Mininet environment consisting of access points, switches, the wireless station as volunteers and requester. The access point is emulated to operate over 2.4GHz with a transmission range of 200m. In order to emulate this range within the Mininet environment, consideration is given to the Log Distance Propagation model with a system loss of 2 and an exponent of 3.6. Volunteers and requester are emulated using wireless stations. Each station consists of a single to dual-core CPU with each core operating at 1.0 GHz, 512MB to 1GB of memory, and 5GB to 20GB of storage space. Table 5.1 summarizes the simulation parameters used for the evaluation. In addition, the MEC server is simulated using a virtual machine running on Virtual Box with CPU of 4-Core, 8GB of memory, and 13.55GB of storage. MEC and AP communicate over a bridged interface created within the Mininet-WiFi environment. The entire platform is set up on the physical machine.
<table>
<thead>
<tr>
<th>Type</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated Mobile Devices (Providers &amp; Requester)</td>
<td>No. of Cores</td>
<td>1- 2</td>
</tr>
<tr>
<td></td>
<td>Core Speed</td>
<td>1.0 GHz</td>
</tr>
<tr>
<td></td>
<td>Memory</td>
<td>512MB to 1GB</td>
</tr>
<tr>
<td></td>
<td>Storage</td>
<td>5GB to 20GB</td>
</tr>
<tr>
<td>Simulated MEC Server</td>
<td>No. of Cores</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>CPU</td>
<td>1.0Ghz</td>
</tr>
<tr>
<td></td>
<td>Memory</td>
<td>8GB</td>
</tr>
<tr>
<td></td>
<td>Storage</td>
<td>135GB</td>
</tr>
<tr>
<td>Simulated Access Region</td>
<td>Transmission Range</td>
<td>200m</td>
</tr>
<tr>
<td></td>
<td>Propogation Model</td>
<td>Log Distance</td>
</tr>
<tr>
<td></td>
<td>Exponent</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>Wi-Fi Band</td>
<td>2.4GHz</td>
</tr>
<tr>
<td></td>
<td>Wi-Fi Channel</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.1: Simulation Parameters

having an i7 Processor with 8 Cores (4 Physical & 4 Virtual) clocked at 3.70GHz, 13.5GB of DDR3 memory, and 1TB of Hard Disk Drive (HDD). Figure 5.1 shows the high-level view of the platform used for evaluating MEC based MAC.

Figure 5.1: Platform Setup for MEC based MAC
Additionally, ETSI defines REST APIs for MEC to provide context information to the application running on the platform. However, in this research, the necessary function of APIs is created to emulate services offered by MEC using Python 2.7. These APIs provide radio and location information. An ad-hoc application server is constructed using Python, which runs as an application on the simulated MEC server. The server composes MAC for an IaaS request using the created API. Also, the server uses rabbitmq to queue multiple IaaS requests, allowing them to create queues with required latency and priority. The IaaS request that originates from the requester is pushed in the queue and remains there until time to live (TTL) of the request expires. While performing resource allocation for an IaaS request, in this research, consideration is given to an allocation to be successful only if all sub-tasks are allocated; otherwise, the request is declared as a failure. In addition, requests are allocated based on their arrival, and optimization in terms of batch processing is left for the future work. As well, to limit the scope of this thesis, each access region is assumed to have an application server running on MEC. The life cycle management involved with the application, such as instantiation, termination and migration is not considered within the scope of this thesis.

5.3 Sub-Tasks Allocation in a MEC based MAC

In this section, the proposed heuristic approach for sub-tasks allocation is evaluated and compared with other heuristic approaches such as FFD, FF, and ED. The evaluation begins when a requester initially sends a request to an ad-hoc application server. The request consists of the sub-tasks and their resource requirements.

Maintaining and managing a MAC is challenging, mainly due to the rapid movement of mobile devices. Consequently, there is a need to involve fewer volunteers
for the composition of a request. In addition, composing MAC with the least number of volunteers helps to reduce the churn in the network and increases the efficiency of the composed MAC\textsuperscript{26}. Hence, as with the first case, the packing efficiency of each heuristic is evaluated. The evaluation aims to compare the number of volunteers (VMs) selected by each heuristic, along with the average percentage of sub-tasks and request rejected. Initially, the request with 10 sub-tasks is sent to the ad-hoc application server for allocation, and the number of sub-tasks is increased gradually to a maximum of 100 in the order of 10. Furthermore, each increase in the number of sub-tasks is iterated over 100 times, and for accuracy of the evaluation, the average of those 100 iterations is considered. In addition to a requester, 16 volunteers are initialized, and every volunteer is assumed to participate in the composition of MAC.

Figure 5.2a shows the average percentage of sub-tasks accepted by each heuristic for allocation. It is evident that the proposed heuristic approach using E. ED consistently allocates the highest percentage of sub-tasks when compared to other heuristics. This is possible due to three factors:

1. E. ED relies on the bin-centric approach for allocation, where a new bin or VM is only selected when no item or sub-task can fit.

2. E. ED uses the residual capacity of the VM to allocate sub-tasks (recall the calculation of Euclidean distance)

3. Most importantly, E. ED uses normalized scoring to select volunteers for sub-tasks allocation, as it allows for picking volunteers who are resource intensive and has the highest stability when compared with other volunteers

Since E. ED allocates the most number of sub-tasks from a request, the lowest percentage of requests rejected along with the lowest VM count is observed from figure
Amongst the other heuristic approaches, FF and FFD provide the highest VM count with the highest rejection, as they allocate sub-tasks based on the order they appear rather than their residual capacity of the VM. Furthermore, it is highly possible that some of the VM resources allocated by FF and FFD are poorly utilized, which increases the number of volunteers involved in the composition.
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Figure 5.2: Packing Efficiency of Various Heuristic Approaches
Next, an evaluation is conducted to measure the performance of each heuristic when subjected to increase resource availability within an access region. Unlike the previous experiment, the number of sub-tasks in a given request is fixed, and the number of VMs is varied. It initially starts at 10 and is increased by 1 after each iteration until it reaches 16. Each increase in the number of VMs is iterated over 100 times, and the average of 100 iterations is considered for evaluation.

![Figure 5.3: Avg. Percent of Sub-Task Rejection with Increase in No. of VMs](image)

Figure 5.3 shows the comparison of each heuristic when the number of VMs increases while the number of sub-tasks is kept fixed. Since the number of VMs increases, the chances of selecting a better volunteer for sub-tasks increases. E. ED identifies the increase in the availability of the VM and uses the normalized score to identify the best volunteer. However, other heuristics fail to identify newer and better volunteers and use the first volunteer available for allocation. As well, other heuristics fail to optimize the resource utilization of the selected volunteers. Therefore, E. ED is observed to drop its rejection faster than any other heuristics.
Although these results show that the proposed heuristic has better request acceptance while selecting lesser volunteers, they do not provide sufficient information for the stability of the selected volunteers. As a result, in this work, such measurements were taken by introducing churn such that volunteers are allowed to leave and reenter the region. The mobility of the volunteers is based on the Random Way Point model, where each volunteer has its own set of minimum, maximum velocity, and positions. Figure 5.4 shows the ping response of volunteers selected by each heuristic for the composition. Clearly, E. ED results in a stable response because the algorithm makes use of information provided by the MEC in order to compose MAC. The normalized scoring allows for the selection of volunteers who are closer to AP and have the highest RSSI. Other heuristics do not incorporate the intelligence of closeness, and instead, allocate based only on the resources. Thus, there is no guarantee that the device remains or leaves the region. Apart from E. ED, all three heuristics are observed to face some interruption in the session (drop in the ping response), which means the volunteers selected for the composition may have left the region and entered again.
Figure 5.5: Comparison of Processing time on phone and a server

For the evaluation of centrally managed MAC, a measurement is taken of the time required to perform bin packing and sub-tasks scheduling on a mobile device and to compare these results with the simulated MEC server. The mobile phone used in this experiment is a Google Pixel 2XL and runs Android 8.0 (Oreo). It consists of an Octa-Core processor with a 4 GB of memory and 64GB of internal storage. Figure 5.5 justifies the argument for using a MEC server for sub-tasks allocation. The figure shows that MEC consumes nearly 25% of the time to run bin packing and almost 50% of the time to run resource allocation compared to a mobile phone. This is because the tests involved to perform bin-packing and sub-tasks scheduling are process intensive. A faster CPU results in faster processing of tasks, while using less energy and time. Hence, offloading the composition logic on a MEC server results in faster and more energy efficient processing.

5.4 Request Migration in SDN Assisted MAC

In the previous section, the performance of the heuristic approach using E. ED was evaluated to allocate the resources for an IaaS request. However, when the resources requested by the IaaS requests surpass the resources a region can offer, they are either
rejected or queued until the resources are made available. In either case, the service availability of a mobile ad-hoc IaaS is compromised. In this section, the performance of the proposed SDN based architecture is measured, and evaluation is given on the impact of using SDN to migrate a request to a neighboring region.

The goal of the experiments mentioned in this section is to measure the service response time for an IaaS request under various conditions such as resource availability, mobility, and request migration. The experiment uses multiple requests with an arrival rate following the Poisson’s distribution. The arrival rate is first set to 4 requests per minute, which is gradually increased by 4 requests per minute until it reaches 24 requests per minute. Each request consists of 10 sub-tasks, and they are allocated using the proposed heuristic approach.

**Impact of Resource Availability on Service Time of IaaS Request**

In MAC, volunteers contribute resources based on their interests and availability. However, insufficient resources either queue the requests until they are available or reject them right away. Thus, the impact of resource availability is evaluated by measuring the time required when queued until the requests are allocated and queued until the time to live of the request expires. Figure 5.6 shows the time response for both scenarios. Based on the observation, when the requests are queued, the time taken to serve the requests rises exponentially. The increase in time affects the QoS, and it is possible that the requester may withdraw the request. On the contrary, when the requests are queued, almost 40% of them were rejected. Thus, from the evaluations, it is evident that the performance of offered IaaS service is affected when the supply of resources fails to match the demand of the requests.

To manage the request in a resource-scarce region, an evaluation of the results from the request migration strategy is conducted using SDN. The topology used for the
Figure 5.6: Local Broadcast in MEC with Request Rejection

experiment to evaluate request migration is shown in figure 5.7. It consists of 5 access regions, where each region connects to a centralized controller by an OpenFlow switch. Pox is used as a controller. In addition, each region contains 8-10 volunteers, and all volunteers are assumed to participate in the composition of MAC. The simulation parameters used for the access region and volunteers are referred to in table 5.1.

Figure 5.7: Platform Setup
Figure 5.8 evaluates and compares the overall response time for a two-state collection technique, namely real-time and trigger based. These techniques are used by the SDN control application to perform request migration. As observed, the trigger-based technique consumes 30% additional time when compared to a real-time system. This increase in time is due to the additional time required to perform region discovery, collecting state information, and setting up the flow entries. Since real-time technique collects state information every short interval, which in our case is 3 seconds (adjustable), there is no additional time required for region discovery or setting up the flow entries.

![Graph Comparison of Request Allocation in a SDN system with Non-SDN](image)

**Figure 5.8: Comparison of Request Allocation in a SDN system with Non-SDN**

In the next experiment, the impact of migrating a request is measured. In addition, a comparison is made of the overall response time for each request when allocated with and without migration. Figure 5.9 compares the response time for SDN based migration and local region allocation with queuing. Although the delay which was introduced due to migration using SDN, adds extra latency of nearly 40% as compared to locally served requests, the benefits of migration improve the service availability across the cluster.
Migrating the requests when resources are not available improves the request acceptance and decreases the overall response time caused as a result of queuing.

Figure 5.9: Comparison of Service Time per Request in SDN and Non-SDN System

One of the most significant drawbacks of keeping a near real-time system is the number of messages that need to be exchanged to maintain the state. This work measures these messages by monitoring Flow IN and Flow Mod/Out exchanged between the regions and the controller. Figure 5.10a illustrates Flow IN messages exchanged between regions and the controller. In a trigger-based technique, discovery is issued only when the request arrives at the controller. As a result, the number of packets accounted for is negligible when compared to a real-time system. On the contrary, to maintain the active state of the region, the discovery in a real-time system occurs at every short interval, leading to a vast number of message exchanges. Figure 5.10b reveals a similar response, showing the Flow Mod/Out message sent by the controller. These flows indicate the responses for a request migrated to a neighboring region. Based on the above-discussed evaluation, although a real-time system saves time over a trigger-based technique for request migration, it introduces overhead costs due to frequent message exchanges that may congest the network.
Figure 5.10: OpenFlow message exchange in a Real time & Trigger based system

5.5 Summary

The performance of the proposed MAC architecture was measured and evaluated in an emulated environment called Mininet-WiFi. It was evident that offloading the composition logic from a requesting device saves a considerable amount of time and energy. Also, it was apparent that the MEC server requires 25% to 50% for bin-packing
and sub-tasks scheduling when compared to a mobile device.

Subsequently, a comparison was made of the results from several experiments conducted on various heuristics for multi-dimensional bin packing. It becomes evident that when the resource vectors are highly co-related, there is limited knowledge concerning these vectors while packing results in an inadequate allocation. As well, it was clear that selecting devices for allocation based on normalized score ensures reliability and helps to create a stable mobile ad-hoc cloud IaaS.

In addition, an observation was made of the impact of device selection on the service time of the IaaS request. Also, an evaluation was conducted of the time taken to allocate the resources for an IaaS request when the composed MAC loses connectivity with the participating devices. Based on this evaluation, it was evident that the poor selection of devices that are not stable can lead to a reconfiguration of the composed MAC, thereby increasing the overall response time.

Finally, the measurements were conducted on the impact of migrating a request during limited resource availability and an evaluation of the response time of using SDN for request migration. Based on this evaluation, the overhead introduced during migration was observed negligible in comparison to local region allocation. Furthermore, it became clear that based on the network condition and required QoS, real-time, or trigger-based state collection can be used to perform requests migration.

To sum up, the evaluation conducted in this thesis shows that the proposed MAC architecture is feasible and offers consistent performance in the presence of an MEC and a centralized SDN controller. Although the simulated environment used to simulate the unpredictability of a mobile device in a mobile ad-hoc cloud represents only a part of the real environment, it is apparent that the proposed framework can address any untested behaviors.
Chapter 6

Conclusion and Future Work

In this chapter, a conclusion to this thesis is presented, highlighting a summary of the contribution and outcome of the proposed work. This is followed by a description of plausible future research directions to be adopted in the field of mobile ad-hoc cloud computing.

6.1 Conclusion

The purpose of this dissertation was to determine the challenges faced in the field of mobile ad-hoc cloud formation and to propose a novel solution using state-of-the-art technologies. Initially, the research started with performing a literature review. The review identified some of the research challenges in the field of mobile ad-hoc cloud such as limitations of requester managed MAC, volunteer resource heterogeneity, lack of commitment, and scalability of the mobile cloud IaaS. Additionally, the literature identified the challenges of a remote cloud data center and analyzed the benefits of an edge cloud server.

The focus of the conducted research included developing a MAC formation framework that addressed the challenges involved in the composition of a mobile ad-hoc IaaS. The
main feature of the proposed work is the use of MEC and SDN in the context of MAC that provides a transparent, stable, efficient, and scalable service allocation mechanism. The following section presents a summary of the contributors involved in this dissertation:

- **MEC assisted Infrastructure as a Service for Mobile Ad-hoc Cloud**
  A mobile ad-hoc IaaS composition framework using the MEC server was presented, which offloaded the MAC composition, and management logic to an application located centrally on the MEC server. The centrally managed infrastructure was allowed to perform a region-wide discovery and used MEC services for selecting volunteers to compose resources for an IaaS request. Thus, the framework provided the requester with a transparent request provisioning mechanism. Based on the outcome of the proposed architecture, composing MAC using MEC employed greater stability and remained churn tolerant.

- **Enhanced Euclidean Distance based sub-tasks scheduling for MAC**
  A sub-tasks allocation algorithm, which composed MAC, was introduced to select the volunteer resources for an IaaS request. The algorithm involved a heuristic approach for a multi-dimensional bin packing, which was based on the use of Euclidean distance. The algorithm also considered resource heterogeneity of the volunteers and used the residual capacity of the resources for selecting sub-tasks to achieve improved allocation efficiency. In addition, node scoring was used for selecting volunteers to achieve stability of the composed mobile ad-hoc cloud. In order to evaluate the performance of the proposed heuristic with respect to existing heuristic, a series of experiments were conducted. Selecting fewer, stable volunteers with the lowest rejection was demonstrated throughout the evaluation process.

- **Cluster-based Request Provisioning for a MEC assisted MAC using SDN**
A framework providing a scalable request migration during a lack of volunteer resources was presented. The framework provisioned requests across multiple MEC servers in a cluster with the help of a logically centralized SDN control application. The application determined and selected an MEC region that satisfies the IaaS request requirement based on the region scoring. Also, a two-state collection mechanism was presented, namely real-time and trigger-based, which were used to collect the state information of the region. In addition, this research work highlighted the use of MEC services in conjunction with SDN to provide mobility assistance for participants that are part of the composed ad-hoc cloud. The outcome of the proposed work reduces the rejection due to limited resources and presents the impact of state collection on network and requests migration.

6.2 Future Work

The research work in the field of the mobile ad-hoc cloud has shown several possibilities to extend the proposed work. These include the following:

6.2.1 Extending Ad-hoc Service Availability

MEC offers a wide range of benefits to the applications running on the platform, including context awareness and ultra-low latency communication. However, it is not economically feasible to deploy the MEC server at every access region. Since the proposed work relies on the presence of MEC within the region, some fall back mechanisms need to be proposed to continue the mobile ad-hoc IaaS. The possible solutions to extend the mobile ad-hoc service availability include:
1. Place MEC server near the aggregation node.

2. Use a global orchestrator to provision the request.

In case one, a MEC server can be placed at the aggregation point, instead of at each access region. The placement allows the ad-hoc application to utilize resources from each region, providing a vast pool of resources. In addition, SDN can be used to manage the network when participants from multiple regions serve an IaaS request. SDN can allow routing and traffic management amongst the region using flow-based communication. Furthermore, an optimization algorithm can be proposed to allocate resources based on the requirements of the IaaS request.

In case two, a global orchestrator can be used to provision requests within a cluster of regions. The global orchestrator can be physically placed on any MEC server which is sufficiently resource-full to handle the workload of the entire cluster. All the requests, irrespective of whether the region is equipped with MEC or not, can be made to the global orchestrator. The requests are then optimally dispatched by the global orchestrator based on the availability of the MEC servers within the region.

6.2.2 Extending Mobility Management using MEC and SDN

Mobility management in the mobile cloud is challenging because of the unpredictability of the mobile device. In the current work, when a participant of a composed ad-hoc cloud leaves the access region, the resource monitor takes assistance from the SDN controller to keep the session alive. However, mobility assistance is provided only when the participant leaves the region. In addition, only the participants are considered for mobility management, and requester mobility still needs to be addressed. Thus, to address both problems, several variations in terms of mobility management can be proposed.
One of the approaches is to develop a dynamic mobility management system that uses machine learning to predict the mobile user path before it leaves the region. Machine learning has been used for a decade in the field of mobile networking to assist mobility [82]. MEC can provide meaningful context information to train the prediction model. The predicted region information for a mobile device can be sent to the global controller, which can add the flow in advance.

Another solution includes the use of hierarchical SDN control architecture. A local controller can be used to manage its local region, whereas a global controller is used to manage the entire cluster for inter-regional mobility. When a device attempts to move, the local controller, with the help of MEC services, detects the movement and sends device information to the global controller. The information includes the IP and MAC address of the device. The global controller uses this address as a matching field and adds flow in advance.

The above alternative can be used to address the device mobility in real-time, thus reducing the impact of latency.

6.2.3 Use of Optimization for Region Selection

In the current implementation of SDN assisted MAC, request migration algorithm used region scoring to determine the region of interest for an IaaS request. Nevertheless, the algorithm is based on a heuristic approach, and as with every heuristic, the solution to the problem may not always be an optimal solution. Thus, the selection of the region can be improved by using an optimization-based request migration strategy. The algorithm then guarantees the optimal placement of the request. Furthermore, additional constraints such as channel bandwidth, request load, and past allocation results can be included to improvise the selection further.
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