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Abstract

Affective computing has gained significant attention from researchers in the last decade due to the wide variety of applications that can benefit from this technology. Often, researchers describe affect using emotional dimensions such as arousal and valence. Valence refers to the spectrum of negative to positive emotions while arousal determines the level of excitement. Describing emotions through continuous dimensions (e.g. valence and arousal) allows us to encode subtle and complex affects as opposed to discrete emotions, such as the basic six emotions: happy, anger, fear, disgust, sad and neutral.

Recognizing spontaneous and subtle emotions remains a challenging problem for computers. In our work, we employ two modalities of information: video and audio. Hence, we extract visual and audio features using deep neural network models. Given that emotions are time-dependent, we apply the Temporal Convolutional Neural Network (TCN) to model the variations in emotions. Additionally, we investigate an alternative model that combines a Convolutional Neural Network (CNN) and a Recurrent Neural Network (RNN). Given our inability to fit the latter deep model into the main memory, we divide the RNN into smaller segments and propose a scheme to back-propagate gradients across all segments. We configure the hyperparameters of all models using Gaussian processes to obtain a fair comparison between the proposed models. Our results show that TCN outperforms RNN for the recognition of the arousal and valence emotional dimensions. Therefore, we propose the adoption of TCN for emotion detection problems as a baseline method for future work. Our experimental results show that TCN outperforms all RNN based models yielding a concordance correlation coefficient of 0.7895 (vs. 0.7544) on valence and 0.8207 (vs. 0.7357) on arousal on the validation dataset of SEWA dataset for emotion prediction.
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Chapter 1. Introduction

The field of affect detection has been gaining increased attention due to its applicability to various domains such as human-computer interaction and healthcare [1]. Today, machines can recognize affects by analyzing multiple modalities of information that include the human voice, facial expressions, and body gestures.

Conventionally, human emotions are divided into six discrete classes: happiness, sadness, fear, neutral, disgust, and surprise. However, to express the subtlety of human emotions, researchers are increasingly describing affects using a 2D or 3D dimensional model of emotion where typically the x-axis represents valence and the y-axis corresponds to arousal [2]. Commonly, valence and arousal range between -1 to +1. For valence, +1 signifies the peak of positive emotions and -1 reflects the maximum negative emotion that can be recorded by the model. Similarly, +1 for arousal reflects the complete engagement of the subject in an interaction and -1 reflects the absence of expressions or clues about the underlying emotions. For 3D models, dominance is habitually the third dimension [3][4]. Evidently, due to the expressive power of dimensional models of emotion, compared to discrete categories of emotion, measuring the former is considerably more challenging compared to the latter [5]. This is mainly due to the large spectrum of emotions that can be encoded using the dimensional model ranging from subtle to pronounced.

1.1. Motivation

Computer-based human emotion estimation is a challenging endeavor that has gained significant attention from researchers in the last decade due to its envisioned applicability to various technological systems [6] such as computer tutoring applications that personalize learning based on the user’s affective response or automated systems that assist therapists in the diagnosis of
depression [7] or bipolar disorder [7]. Picard, in her 1997 book on Affective Computing [8], described how barometers could be installed in classrooms to provide feedback regarding the students’ level of engagement [8]. Picard [8] also describes how emotionally intelligent agents can possibly assist individuals with autism to navigate difficult social situations [8].

Affect recognition in the wild refers to the detection of the emotional state of subjects engaging in spontaneous and natural interaction. In contrast, detection of acted emotions refers to the recognition of the emotions expressed by subjects intentionally for the purpose of collecting a dataset. Moreover, detection of induced emotions refers to the estimation of the affective state of subjects reacting to strong emotional content, such as watching an emotionally charged video clip. Acted and induced emotions tend to be prominent and devoid of the subtlety that often characterizes natural interactions. Several algorithms have achieved impressive results for the detection of emotions on acted datasets [9][10][11]. However, there remain challenges in the recognition of spontaneous emotions expressed in the wild.

Given the wide spectrum of affective computing applications, we are motivated to pursue the development of affect recognition algorithms. We believe that the technology has not achieved its peak potential, especially for affect recognition in the wild. Therefore, we will focus our effort in this thesis on the latter problem.

1.2. Problem Statement

Emotion recognition algorithms can process multiple modalities of information, such as facial expression, speech, physiological signal and gesture [12], to produce their output. Although many algorithms rely on a single modality of information to detect emotions, these techniques fail when the modality’s features are missing such as when the audio is missing as the target speaker is silent.
or when the face is occluded. As a result, multimodal solutions are more reliable for the detection of emotions. Moreover, multimodal solutions are typically more accurate due to the increase in the considered relevant information.

We can typically achieve modality fusion in one of three ways: feature, decision, and model level fusion. In decision level fusion [13], multiple models are trained on unimodal features. The models feed their outputs into a second level model such as a Support Vector Machine (SVM) [14] or a linear regression model [15]. In either case, the interaction between multimodal features is ignored, which is a drawback as features may be correlated [16]. In feature level fusion [17][13], features from multiple modalities are concatenated and fed into the model to compute the predictions. Rozgic et al. [18] achieved improved results in emotion prediction when they applied feature level fusion compared to decision level fusion. However, this technique can suffer from the curse of dimensionality [19], especially when a single classifier is fed with a high number of features after concatenating multimodal features. As a result, overfitting may occur if we train with a small dataset. Additionally, features should be extracted at the same time, such as every 100 ms, for synchronization. Model level fusion [20] techniques often fuse intermediate representations of features, such as concatenating hidden layers from different modalities [21], kernel fusion for kernel classifiers [22], and novel forms of feature interactions in Hidden Markov Modal (HMM) classifier [23]. As a result, model level fusion solves the asynchrony dilemma among multimodal features while preserving their natural correlation over time.

Predicting spontaneous emotions during natural interaction is more challenging than estimating acted or induced emotions. During natural interaction, the same facial expression can depict different emotional states as affect can best be appreciated from the analysis of multiple modalities of information [12]. Moreover, a rater could be biased and provide different labels for the same
facial expression and vocal tone [24] patterns. This increased complexity can be eased by transforming input features into a different space which makes the prediction mechanism easier. In other words, using neural networks to automatically learn the hidden representation, or features, can outperform engineered features. These hidden features learned by neural networks are the result of transforming the input into a different space as mentioned above. Thus, neural networks, a particular class of machine learning, is the most recently employed technique [5][4] given its success and robustness in the field of affective computing.

Emotions are continuously evolving. Hence, they can be described as a time series of dependent values, i.e., the valence/arousal measure at \( t \) is dependent on the measure at \( \{ t - k, ..., t - 1 \} \) where \( k \) is a variable number of time steps. Predictions are done using regression methods such as SVMs, deep belief networks with temporal pooling, multimodal temporal fusion [25], and recurrent neural networks [19]. Wollmer et al. [26] proposed a Long Short Term Memory-Recurrent Neural Network (LSTM-RNN) for continuous emotion prediction yielding the best average recognition performance. Additionally, Zhao et al. [5] performed experiments to evaluate the performance of SVM and LSTM-RNN. Their results show that LSTM-RNN outperforms SVM methods in emotion recognition challenges. Recently, researchers have been adopting LSTM-RNN as a consistently robust regression method for continuous emotion prediction.

Therefore, in this thesis, we will address the following problems:

- Choosing the neural network architectures that allow us to extract robust features to enable accurate affect estimation.
- Choosing the most suitable time series model to predict emotions and selecting the optimal model hyperparameters.
1.3. Contributions

1- Typically, when we have a limited memory capacity, an RNN is trained after truncating the sequence data into segments of length n. However, this will impose a limitation on capturing long-term dependencies. As a result, we provide a new way to train an RNN on any length sequential data.

2- We adopted the Temporal Convolutional Neural network (TCN) [27] architecture, an architecture that outperforms RNNs on most time series applications. Our work outperforms the state of the art on the emotion prediction challenge on the SEWA dataset defined in Section 2.2.5.

3- We apply Gaussian processes on top of TCN and LSTM to perform hyperparameter optimization.

1.4. Thesis Outline

The rest of the thesis is organized as follows:

Chapter 2: We present the thesis background. In particular, we discuss the features used for emotion prediction, datasets employed in related work, hyperparameter optimization, and time series models, namely RNN and TCN.

Chapter 3: We provide an overview of the related work. We discuss previous approaches and techniques used for dimensional emotion prediction.

Chapter 4: We describe the TCN architectures that we train using feature level fusion and model level fusion. Additionally, we present our approach to fitting LSTMs modelling long-term time series into memory.
Chapter 5: We present our results, mainly the accuracy for the arousal and valence estimation using TCN, LSTM, and Gated Recurrent Unit (GRU) models. Moreover, we discuss our results and conclusion.

Chapter 6: We summarize the thesis findings and provide insights into future work.
Chapter 2. Background

Performing emotion recognition from audio-visual features is a tedious process where the accuracy depends on the extracted multimodal features. These features are extracted using tools that have been studied for decades. Recently, using representation learning, features are learned automatically after defining the objective function and the dataset to perform the recognition task [28]. A noticeable effort has been made in the field of affective computing to learn audio/video representation [29][30].

Most commonly, the features used for emotion recognition are extracted from audio, video, physiological, and text modalities. We discuss these modalities in the following sub-sections.

2.1. Multimodal Features

2.1.1. Audio Features

AVEC [7][32][33] challenges provide a set of audio features that are divided into supervised expert-level features, semi-supervised and unsupervised features. The first set includes features computed over low-level descriptors (LLD) with a set of functionals such as median, mean, standard deviation, min, max, etc., computed over a fixed window length. The LLDs and their statistical measures are extracted using the openSMILE toolkit [33]. This includes the extended version of Geneva Minimalistic Acoustic Parameter set (eGeMAPS) [34], which contains 23 acoustic LLD, extracted using a window length of 10 ms, and their functionals giving a total of 88 features. LLDs cover cepstral, spectral, prosodic and voice quality information. Previous work proved the robustness of this feature set in affective computing [36][37]. Another set of low-level descriptors’ audio features is the Mel-frequency Cepstral Coefficients (MFCC) 1-13 along with
their functionals, first and second derivative. The second set includes the Bag-of-X-Words (BoW) as semi-supervised representations extracted from text and audio using the openXBOW toolkit [38].

2.1.2. Video Features

Visual features that are used for emotion detection pertain to all relevant information from facial expressions, eye gaze and blinking, pupil diameter, and hand and body gestures and poses [12]. Visual features appear in two forms according to Al Osman et al. [12], appearance and geometric features. Geometric features are related to the detected landmarks and their first and second derivative to estimate their speed and direction of motion as the facial expression develops [12]; in addition, the head pose and eye gaze direction can be taken into account. Appearance features are those related to the overall texture information that results from the deformation of the neutral expression [12].

Action units are one example of appearance features. Action units taxonomize variations in facial muscles and are used to describe emotions [12]. Some action units are a combination of other action units and the same action unit might have different intensity levels [39].

Local Gabor Binary Patterns from Three Orthogonal Planes (LGBP-TOP) and Histogram of Gradients (HOG) are appearance features. LGBP-TOP are extracted from a sequence of video frames to capture dynamic information. Hence, the faces should be detected and aligned according to the mean and standard deviation of the landmarks before the calculation of the LGBP_TOP. HOG are computed by dividing an image into a grid and calculating the distribution and the intensity of the gradients or edges within each cell.
According to Chao et al. [40], predicting the valence emotional dimension is best accomplished using visual features.

### 2.1.3. Textual Feature

Textual features include bag of words (BoW), i.e., word frequencies as features, which are learned from the training partitions of the dataset after removing the stop words and keeping the unigrams as the dictionary. The textual modality is best used for sentiment analysis and has proved its usability in predicting the likability dimension of emotion [5][4]. Word vector is another set of textual features. In this approach, each word is mapped into an n-dimensional vector representing the semantics of the word. This mapping takes place using a neural network trained on a massive dataset [45].

### 2.1.4. Physiological Features

Various physiological signals are utilized for the emotion detection task due to the presence of certain biological patterns that are reflective of subtle underlying emotional behavior [19, 20]. Biological patterns are present in electrocardiography (ECG), electromyography (EMG), electroencephalograph (EEG), skin conductance (EDA) and skin conductance response (SCR), respiration rate, heart rate (HR), heart rate variability (HRV) and skin temperature [12] signals. Signals are captured using non-invasive sensors affixed to the human body. The RECOLA [47] database, discussed in Section 2.2.1, introduces physiological features in their database.

### 2.2. Datasets

The application of multimodal emotion detection requires a large collection of sensory data obtained from a large number of subjects. Additionally, comparing models trained on different
dataset does not lead to reliable conclusions given the difference in the experimental setup. Therefore, researchers have published publically available datasets to expedite the algorithm validation process and allow researchers to compare their results consistently. We divide these datasets into three categories: posed, induced and natural emotional database. In the posed databases, subjects are asked to act out an emotion. These databases are not introduced or discussed in the thesis since they do not reflect spontaneous emotions. In induced databases, subjects are asked to watch a movie clip while recording their emotional reaction. Likewise, the displayed emotions are not entirely spontaneous and do not reflect emotions displayed between individuals interacting in real life. For example, the AffWild [51][52] dataset belongs to this category. Finally, with a natural emotional database, subjects interact naturally with another peer. Subjects are asked to have a discussion on a certain topic, such as a watched advertisement, and their emotional reaction is recorded. For instance, both RECOLA [47] and SEWA [8] are natural emotional databases. Additionally, datasets differ in the emotion’s labels, that is, discrete vs. continuous emotions. In our work, we describe few databases in terms of their advantages, disadvantages, and the category to which they belong. All details are presented in Table 1.

2.2.1. RECOLA Dataset

The REmote COLlaborative and Affective (RECOLA) corpus introduced by Ringeval et al. [47] is concerned with spontaneous and natural emotions along the arousal and valence emotional dimensions. Each video was recorded for 5 minutes and the arousal/valence annotations are provided by 6 French-speaking subjects, 3 males and 3 females. The corpus contains four modalities: video, audio, ECG, and electro-dermal activity (EDA) recorded synchronously from 27 French-speaking subjects. The subjects are diverse and originate from Germany, France, and Italy. The subjects are assigned to 3 sets; training, validation, and testing dataset where each set is
composed of 9 subjects such that the age, gender, and mother tongue are balanced. The ratings of arousal and valence are recorded every 40 ms frame. Additionally, the corpus provides the inter-rater reliability measured by Cronbach’s \( \alpha \) and inter-class correlation coefficient. Finally, the ratings are concatenated among all participants and the RMSE, Pearson Correlation Coefficient (CC) and concordance correlation coefficient (CCC) values are averaged over all possible pair of raters. The CCC is defined as:

\[
\rho_c = \frac{2 \rho \sigma_x \sigma_y}{\sigma_x^2 + \sigma_y^2 + (\mu_x - \mu_y)^2}
\]

Where \( \mu_x \) and \( \mu_y \) are the means of the sequences \( x \) and \( y \), and \( \sigma_x \) and \( \sigma_y \) are the corresponding standard deviations. \( \rho \) is the Pearson Correlation Coefficient (PCC) between \( x \) and \( y \). Generally, \( x \) and \( y \) reflect the model predictions and gold standard labels respectively.

### 2.2.2. AFEW Dataset

The AFEW dataset [48] corpus is adopted in the EmotiW challenges [49][50] which focus on classifying audiovisual clips into 7 facial expressions (Disgust, Fear, Anger, Sadness, Happiness, Surprised and neutral). The dataset contains 1809 videos, presenting dynamic temporal facial expressions, extracted from reality TV shows and movies. Subjects in the video range from 1 to 77 years old. The videos are divided into 3 sets, training set (773 video clips), validation set (383 video clips) and the testing set (653 video clips). The dataset has a limitation in terms of the small number of annotators (3 annotators were used), the small number of frames in total, and the restriction of emotions to 7 basic categories, among which fear, surprise, and disgust are scarce in the dataset.
2.2.3. AFEW-VA Dataset

Part of the AFEW dataset has been annotated in the valence and arousal dimension hence giving a new dataset named AFEW-AV. The new dataset contains 600 video clips that are considered natural and realistic, and include many variations of illuminations, background, head pose and free movements from the subject. Each video ranges from 10 frames to more than 120 frames, giving a total of 30,000 frames. Furthermore, the annotations are provided on a frame by frame basis. Finally, the annotations range from -10 to +10 for valence and arousal.

The AFEW-AV includes some limitations due to the limited number of frames, the small number of annotators (only 2) and the use of discrete values for the emotional dimensions which provides a coarse approximation of the subject’s behavior in real life and poor modeling of emotional state, contrast to time continuous emotions that can better model the richness and expressiveness of the emotional state.

2.2.4. Aff-Wild dataset

The Aff-Wild dataset [51][52] introduced in the Affect-in-the-wild challenge (Aff-Wild Challenge) in conjunction with CVPR 2017 contains recordings that describe the human emotional state in terms of arousal and valence. The dataset presents a diverse set of subjects and a large number of frames and 8 annotators. Its recordings show subjects with a variety of head poses and gestures while the illuminations and background differ from one video to another. However, the emotions displayed by participants may not be subtle as the participants were reacting to an emotional stimulus such as watching a disturbing clip or reacting to a prank.
2.2.5. SEWA Dataset

The SEWA database [8] which contains recordings made in the wild, in contrast to the RECOLA [41] database. The dataset consists of 64 German subjects divided into 3 sets, 34 for training, 14 for validation and 16 for testing. A major extension to the SEWA database is done by adding 66 Hungarian subjects to the testing dataset. The aim is to test the generalizability of the machine learning model and exploring how the knowledge of emotion recognition can be transferred from one culture to the other. This open research challenge has gained increased attention in affective computing [53][54] research community.

The recordings include dyadic human-human interaction where each person appears in a separate video. The videos were recorded using personal devices such as a personal PC with a webcam. Since two people can be heard in each recording, additional features were added to the dataset to identify which participant is talking at a given time during the recording, and this is referred to as turn information. Each recording lasts for a maximum of three minutes in which the subjects discuss a product commercial they have watched.

In addition to the video and audio modalities, the transcription of the speech along with the duration and timestamps of utterances are provided by a native speaker.

Finally, the videos are labeled by six raters across three dimensions, arousal, valence, and liking; liking refers to the participant’s appreciation of the advertised product. Labels are recorded every 100 ms and the gold standard from the six raters is calculated using the evaluator weighted estimator (EWE).
Since we are concerned about natural emotions, we used the SEWA and the RECOLA datasets throughout the thesis to train and evaluate different models.

Given the noise in the labels provided by annotators, obtaining higher inter-rater agreement is a daunting task especially with dimensional emotions [24]. Ringeval et al. [55] discussed several post-processing techniques to enhance the inter-rater agreement between annotators. Re-annotation causes blanks or jumps to appear in the annotations and thus creates unwanted
variabilities. To fix this problem, Ringeval et al. [55] proposed a piecewise cubic interpolation scheme to estimate missing data points for less than 20 seconds of recording. Furthermore, to increase inter-rater reliability, they proposed two normalization techniques. The first is the zero normalization technique, which reduces any bias in the annotation. The second scheme pertains to synchronization due to a time lag in the reaction to annotate the emotion. In fact, Ebrahimi et al. [56] have shown that time-shifting the annotation from -2 to +2 seconds has minimized inter-rater agreement mean square error for each pair of the annotators. Additionally, they showed that applying synchronization and zero mean normalization provides more balanced instances for both valence and arousal. Finally, they performed mean filtering on the 6 annotators to compute the ground truth labels.

2.3. Hyperparameter Optimization

The process of designing neural network architectures can be tedious and require practitioners with years of experience to set the values of hyperparameters manually. One way to perform hyperparameter optimization is through the grid search algorithm. This method requires a researcher to define a range for each parameter a priori. However, the amount of time required to find the optimal parameter values scales exponentially as the number of parameters increases.
Figure 1 - Grid Search Vs. Random Search for Hyperparameter Optimization. Each square in the figure above represent a 2-dimensional space, relating to 2 parameters. The process of hyperparameter optimization defines a method that looks in this space for the best parameter values that lead to the smallest error on the validation dataset. The image to the left describes the searching processes following the Grid search algorithm. As a result, the image demonstrates how the grid search isn’t able to find the maximum of the posterior, where the peak lies between values picked by the algorithm. The dots represent the values chosen for each pair of parameters. However, the right image shows how random search is able to find the maximum of the posterior. Additionally, this figure shows that the performance is mostly affected by the parameter across the x-axis while the parameter across the y-axis contributes less to the performance of the model on the validation dataset.

Bergstra et al. [104] proved that hyperparameter optimization using random search can be superior to grid search optimization. Larochelle et al. [105] provided empirical evidence to prove the disadvantage of grid search, after comparing hyperparameter optimization using grid search to manual search to configure neural networks. Bergstra et al. [104] found that adopting random search optimization achieved better results compared to grid search within a small fraction of the computation time. Since grid search involves searching over the solution space by stepping exhaustively over the hyperparameters values, increasing the step size may result in skipping the maximum of the objective function (see Figure 1) while decreasing it renders the grid search too long.

Recently, hyperparameter optimization based on Gaussian Processes [106] (GPs) has been adopted as the systematic approach to automatically discover the near optimal machine learning
hyperparameters. Hence, this problem is addressed in Bayesian analysis by sampling from space to find the peak of the posterior distribution, or objective function, where the objective function is the accuracy on the validation dataset, as a function of the model hyperparameters.

A GP is a function over functions. Given a set of points \( x_1, ..., x_n \) then the finite set of values \( f(x_1), ..., f(x_n) \) follows a multivariate normal distribution. Typically, \( x_1, ..., x_n \) are a set of vectors, where each entry corresponds to one hyperparameter. A GP is specified by a mean \( m(x) \), where \( m(x) = E[f(x)] \), and a covariance matrix \( k(x, x') \), the kernel, equal to \( Cov(f(x), f(x')) \). The smoothness of the functions generated from a GP is determined by the covariance matrix which determines the correlation between all pairs of output values. As a result, \( k(x, x') \) is large when \( x \) and \( x' \) are close to one another. A common function for \( k(x, x') \) is \( e^{-\alpha \|x-x'\|} \), where \( \alpha \) is a random hyperparameter, could be determined by the maximum likelihood. This distance is denoted as Radial Basis Form (RBF), and the resulting kernel matrix denoted by \( K_{xx'} \):

\[
K_{xx'} = \begin{pmatrix}
k(x_1, x_1) & \cdots & k(x_1, x_n) \\
\vdots & \ddots & \vdots \\
k(x_N, x_1) & \cdots & k(x_N, x_N)
\end{pmatrix}
\]

Where \( X \) is \( D \) dimensional; \( X \in \mathbb{R}^D \).

Typically, given a set data points (observations) \( X \in \mathbb{R}^D \), representing the model hyperparameters, and their corresponding outputs \( f \in \mathbb{R}^n \), representing the accuracy over the validation dataset, with \( n \) being the total number of input vectors; this will results in tractable posterior distribution [106].

Bayesian optimization is an approach to optimizing objective functions that take too long (minutes and hours) to evaluate. It is best suited for optimization over continuous domains of less than 20 dimensions, and tolerate stochastic noise in function evaluations [108].
A Bayesian optimizer can give new suggestions for hyperparameters in a region of the search-space that is not explored yet, or those that could bring the most improvement. This process is known as expected improvement. Repeating this process a number of times will build a good model of how performance will vary as a function of the hyperparameters. Figure 2 describes this processes:

Figure 2 - The processes of hyperparameter optimization using Gaussian Process and Bayesian Optimizer.

2.4. Recurrent Neural Networks

Commonly, ANNs, such as Convolutional Neural Networks (CNNs), consider their input data to be independent and identically distributed [127]. However, RNNs break from this convention by processing input data sequentially [127], which involves the application of the recurrence formula over multiple time steps:
\[ h_t = \sigma(W_{hh}h_{t-1} + W_{xh}x_t) \quad (1) \]

Where \( \sigma \) denotes a non-linear function, \( h_t \) is the current state or the hidden vector at time \( t \), which is a function of the hidden state at a previous time step \( h_{t-1} \) multiplied by the transition matrix \( W_{hh} \) added to the current input \( x_t \) multiplied by the weight matrix \( W_{xh} \).

Theoretically, RNNs can be extended to infinitely long sequences. An RNN is similar to a state machine where the output at each time step is a function of the current input and the output of the previous step [127]:

\[ y_t = W_{hy}h_t \quad (2) \]

Where \( y_t \) is the output of the RNN cell at time step \( t \), \( h_t \) is the current hidden state, and \( W_{hy} \) is a weight matrix. Figure 3 shows an example of an RNN.

To train an RNN, we apply backpropagation over time [130]. By unraveling the network, we consider the RNN to be a feed-forward network with multiple layers. Hence, we can train the RNN through the conventional backpropagation algorithm. However, in this case, all time steps share the same set of weights.
Theoretically, gradients at each time step are back propagated until time 0 and updating the model parameters is done by summing the gradients followed by optimizing using gradient descent.

As the number of time steps increases, the depth of the RNN, once unraveled, increases as well. Hence, we may encounter the vanishing or exploding gradients problems during model training [131]. We can address the exploding gradients problem by clipping the gradients. However, to solve the vanishing gradients problem, researchers have proposed new RNN architectures such as the Long Short-Term Memory (LSTM) unit [132] and GRU [133][131]. These architectures solve the vanishing gradient problem by applying an identity function to the input of the LSTM or GRU cells. The identity function has a derivative of 1, hence gradients are back propagated without vanishing [131].

Given the requirement needed by the standard backpropagation through time (BPTT) algorithm, a memory constraint arises when we unroll the RNN for a large number of time steps [134][135] as the internal states and activations of all cells are stored in memory to compute the gradients. As a result, researchers commonly employ truncated-BPTT by dividing the network into a fixed number of segments of length $S$ [136][130]. The last hidden state from a segment is fed as an initial hidden state to the next segment. However, dividing the network into a fixed number of segments prohibits the RNN cells from capturing long-term dependencies [137]. This problem arises since RNN gradients are summed up during training. Summing $S$ gradients from a single segment is not equivalent to summing all gradients in the network. Therefore, when the RNN is truncated, the gradients only back propagate within each segment as opposed to across the entire network. We propose a solution to this problem in Section 4.2.
2.5. Temporal Convolutional Neural Networks

Deep learning practitioners commonly adopt RNN methods and their variations such as LSTM and GRU for time series prediction. However, today, convolutional architectures are being applied for applications where conventionally RNNs were used such as word-level language modeling [101], audio synthesis [102] and machine translation [103]. Consequently, a new CNN based model named, Temporal Convolutional Neural network (TCN) was proposed [27] in an attempt to adopt CNNs instead of RNNs for sequential modeling. Bai et al. [27] presented a systematic evaluation across different RNN architectures and generic convolutional models. They performed testing on a broad range of tasks and datasets that are commonly used to benchmark recurrent networks. Their results show that TCNs are superior to RNNs on most tasks and datasets. Hence, they proposed the adoption of CNN as a new time series model for future research involving time series prediction.

The distinguishing characteristics of TCNs include:

1) Fast training and convergence capability

2) Dependence on causal convolutional layers. Hence, there is no information leakage from future to past.

3) A simpler and clearer architecture. The model now is a simple sequence of convolutional layers.

4) The ability to take input sequences of any length and map them to an output sequence of the same length, just as with RNNs.
Finally, the key advantage of TCNs is their ability to look very far into the past to make a prediction using a combination of very deep networks (augmented with residual layers) and dilated convolutions.

2.5.1. Causal Convolution

Given that TCNs are based upon 2 key principles: no leakage of information from the future to the past and their ability to produce an output of equal length as the input, some factors need to be satisfied. First, TCNs depend on a 1D Fully-Convolutional Network (FCN). All layers are of the same length and inputs are zero padded by (kernel size - 1) to keep subsequent layers the same length as previous ones. Second, the TCN causal convolution is what prevents the leakage of the future information (inputs) to predict the current output at time $t$. Figure 4 demonstrates the concept of causal convolution.

Hence, the prediction of any point $y_t$ depends on previous inputs $x_{t-n}, ..., x_t$.

However, to capture long-term dependencies, or long effective history, the network should be very deep due to the linear relationship between the network depth and the effective history size. Thus, this limitation makes it hard to apply a 1D FCN on a sequence modeling task. Fortunately, Bai et al. [27] proposed using dilated 1D-FCN which supports an exponentially large receptive field.
Figure 4 - Predictions at any time step depends on previous inputs if all layers are 1D convolutional causal layers. White nodes represents the output hidden convolutional layers.

2.5.2. Dilated Convolutions

Dilated convolution is the technique which allows us to model long-term dependency with fewer layers in the 1D-FCN [27]. The dilation factor $d$ introduces a fixed step between every 2 adjacent filter taps of the convolutional filters which allows nodes of hidden layers to span a wider range of inputs, thus enabling long term effective history. When $d = 1$, a dilated convolution is treated as a regular convolution. Using larger dilations enables an output at the top level to represent a wider range of inputs, thus effectively expanding the receptive field of a convolutional network. Figure 5 provides an example of a dilated convolutional neural network.
To enable long-term dependency or to increase the receptive field of the TCN, we can either choose to increase the filter size $k$, dilation factor $d$, or the network depth. Commonly, we should increase the dilation factor after the addition of each hidden layer as shown in the Figure 5, i.e., $d = O(2^i)$ at level $i$ of the network. However, in our work, we did not add any restrictions to the depth to attempt to achieve better time-dependent deep learning features. We will evaluate this design decision in Section 5 of the thesis. Finally, the receptive field size of any layer is $(k - 1) \times d$.

2.5.3. Residual Connection

Adding more layers to neural networks shows improved performance in accuracy [61]; however, there exists a threshold for the number of layers after which the accuracy peaks and then degrades rapidly during training. Remarkably, this is not related to overfitting since the degradation in performance occurs on the training dataset [61].

If we consider a shallow network and its deeper counterpart such that the added layers are identity mappings, then the deeper model should produce an error not higher than its shallower counterpart. Therefore, inspired by this idea, He et al. [61] proposed a residual unit which consists of an identity mapping (shortcut connection, $x$) and a mapping function $F(x)$, added together, as shown in Figure 6. This way, it is easier to derive a mapping function $F(x)$ to output zeros if the identity mapping
is the ideal solution. However, if the ideal solution requires having $F(x)$ close to zero, then this learning should be easier than learning the entire transformation function which consists of few stacked layers, as with VGG models, which they refer to as “plain network”.

![Residual Unit](image)

*Figure 6 - Residual Unit*

Therefore, instead of stacking layers to learn the function transformation $H(x)$, the residual framework will require learning an easier function transformation $F(x)$ such that $H(x) = F(x) + x$. Obviously, identity shortcut connections do not add any parameters or computational complexity. Moreover, the entire network can be trained using stochastic gradient descent with backpropagation. He et al. [61] evaluated ResNets after conducting comprehensive experiments and their results show how ResNets were easy to optimize compared to “plain” nets, which consist of stacked layers, and that considerable accuracy improvements are achieved with stacking more layers. As a result, Bai et al. [27] applied residual connections to TCNs and the results outperformed all RNN (including LSTM and GRU) model configurations.
Chapter 3. Related Work

In this section, we discuss different unimodal and multimodal emotion prediction regression algorithms proposed in the literature. We review different time series models such as Kalman filters and RNN as well as the different set of features fed into the time series models which include handcrafted features, and automatically learned features by neural networks.

3.1. Related Work on the RECOLA Dataset

Povolny et al. [33] introduced a multimodal emotion detection algorithm using audio features with bottleneck (BN) and text-based features along with the same set of features introduced by Velstar et al. [41]. The text-based features consisted of word embedding [57][45] and sentiment lexicon. BN features are extracted from a narrow hidden layer of a neural network trained toward phonetic targets. They have been recently integrated with automatic speech recognition systems and their multilingual variants [58]. The set of visual features in [41] were complemented with CNN features, extracted from hidden layers, after training the CNN on a landmark localization task [59]. The CNN features were found to encode geometric and appearance based visual features. Finally, Povolny et al. [33] proposed multiple linear regression systems, trained on individual feature sets, for predicting the arousal and valence emotional dimensions. The individual systems, trained on each modality separately, are followed by additional single linear regression system, as the decision level fusion technique, for the final arousal/valence predictions. CCC on the arousal increased from 0.699 to 0.833 after the inclusion of BN features on the validation dataset of the RECOLA dataset. On the other hand, Sun et al. [15] complemented the visual features in [41] using the Multiscale Dense SIFT (MSDF) features and deep visual features. Sun et al. [15] utilized MSDF features as they showed considerable potential in the facial expression recognition domain
They obtained deep visual features from AlexNet [60] and from Deep Residual Neural Networks [61] for each input frame of the RECOLA videos. Finally, they trained a SVR model for each set of input features followed by multiple linear regression to perform final prediction as their decision level fusion method. The results showed that Povolny et al. [33] outperformed Sun et al. [15] in the arousal dimension of the testing dataset, scoring an accuracy (CCC) of 0.719 compared to 0.683. However, Sun et al. [15], achieved better results in the valence dimension, scoring 0.642 compared to 0.596.

In contrast, Somandepalli et al. [62] proposed Kalman filters as the decision level fusion method compared to [33][15]. First, they performed predictions from unimodal features using a support vector regression (SVR) where they treated predictions as noisy estimates of arousal and valence. They fed the SVR models’ output to the Kalman filters for fusion. To leverage the correlation between arousal and valence [63], they considered arousal predictions as additional noisy observation to enhance the prediction accuracy of valence. They proposed a facial posture cues and voicing probability scheme to account for the multimodal nature of the problem. Hence, they detected the presence and absence of each input modality to select the appropriate Kalman filter while performing online tracking. Their results demonstrated additional improvements on the validation and testing dataset compared to the baseline results of AVEC2016, scoring 0.703 for arousal and 0.681 for valence.

Different CNN architectures including AlexNet have been applied on emotion recognition where results demonstrate obvious performance improvement [64][65]. Recent studies show the benefits of applying deep convolutional networks for facial feature extraction. Tao et al. [66] investigated the effectiveness of various modalities for predicting dimensional components of emotions. They achieved the best results for the arousal dimension estimation using the audio modality which
consists of the Geneva Minimalistic Acoustic Parameter Set [35] features. For valence, they achieved the best results from the FACE-CNN features extracted from the final layer of the CNN. These results are consistent with previous studies from Gunes et al. [67][68]. Additionally, their results showed that appearance feature sets render better results compared to geometric features for both arousal and valance prediction. In contrast, they obtained the least accurate results when they used physiological features. Gunes and Schuller [67] trained two separate deep CNNs pre-trained on a large dataset and then fine-tuned on their audio and video dataset.

Given the superiority of RNN in [69][70][55] and the success of LSTM in continuous emotion prediction, [71][55][72][16], Gunes et al. [71] proved the success of LSTMs in dimensional emotion prediction and achieved promising results. Additionally, Ringeval et al. [55] successfully applied LSTM-RNN for regression on dimensional emotional recognition utilizing the visual, audio, and physiological modalities. Perhaps, the main feature that makes LSTMs appropriate for emotion prediction is their robustness in the presence of outliers and ability to describe temporal structure and variations in the emotions over time [72]. Chen et al. [16] used LSTMs to capture the long term inter-dependency within a multimedia signal’s segments. They proposed a new conditional attention fusion scheme where modalities are weighted depending on the current input feature and its recent history.

Given the difficulty of training deep neural network, the ResNet model is proposed by [73] to ease the training. The main intuition behind ResNet model is, if a shallow network followed by identity mapping should be at least as good as the shallow network, therefore, learning an identity mapping is easier than learning the full function. As a result, training a ResNet comes down to train residual units as described in [73]. It has been shown that ResNet models achieve better performance with deeper layers and are able to generalize better on the testing dataset [73].
Several works combined CNN and LSTM models to resolve human emotion. Tzirakis et al. [72] used a Resnet-50 to capture robust features from both raw audio and video signals. The extracted features were then fed into a two layer LSTM. The model was trained from end-to-end as opposed to training individual components separately. Their work outperformed traditional approaches based on baseline handcrafted features (LGBP-TOP, geometric features and pixel coordinate of the 49 detected landmarks) in the RECOLA dataset used in AVEC 2016. Deep ResNets takes advantage of stacked residual blocks of the form:

\[ y_k = F(x_k, \{W_k\}) + h(x_k) \]  

(3)

Where \( x \) and \( y \) are the input and the output from the residual unit. \( F \) is the function applied by the residual block and \( h \) is an identity function.

Huang et al. [74] employed a Deep Neural Network (DNN) and hypergraphs for emotion recognition using facial information. After training the CNN, they extracted facial features from the last fully connected layer and treated them as attributes for the hypergraph. Another study was performed by Ebrahimi et al. [56] where the CNN was used to extract features that were fed into a Recurrent Neural Network (RNN). The purpose was to categorize emotions in a video. At the end, the model produces a single value that reflects the emotion in a video clip. Brady et al. [75], winner of AVEC 2016, proposed training a CNN followed by an RNN in an end to end manner. The RNN is used as a regressor where predictions are performed in the arousal and valence dimensions. Given the robustness of sparse coding method in the field of computer vision and object recognition tasks [76][77], their second contribution depends on extracting higher level features from raw features using supervised and unsupervised learning method based on deep learning and sparse coding, to ease the learning of the SVM regressor which was chosen as the baseline regressor in past AVEC challenges [9][10]. Finally, they proposed predicting continuous
emotion dimensions using a state space approach such as Kalman filters [11] where measurements and noise are treated as Gaussian distribution. They achieved a CCC of 0.770 and 0.687 in the arousal and valence respectively on the testing dataset of the RECOLA database.

3.2. Related Work on SEWA Dataset

Recently, researchers have been increasingly adopting an LSTM-RNN architecture for emotion prediction. Haung et al. [79], trained different LSTM-RNN models separately on different features types while utilizing temporal pooling and annotation delay. The annotation delay caused by the reaction lag of the annotators observing the videos [80] is handled by shifting forward the annotations before training the model. An Epsilon-insensitive loss function is used to avoid small errors while the absolute value is applied to the large errors. This cost function was proven to be superior to other cost functions [66]. LSTM is followed by SVR as the decision level fusion method to predict the final output for each dimension of the emotion. The speaking turn information is utilized to decrease the influence of the interlocutor on the target speaker.

Recently, phonetic features, Phone Log-Likelihood Ratio (PLLR), have outperformed the eGeMAPS feature set in continuous emotion prediction with both Relevant Vector Machines (RVM) and SVR [81], suggesting useful phonetic information that aid in emotion prediction. Therefore, Dang et al. [82] utilized this feature set in their emotion detection algorithm.

Also, it was assumed that certainty in continuous emotion prediction does not vary over time. However, it is hard to use hard labels for emotion modeling [83] due to the inherent uncertainty in emotions. Therefore, characterizing emotions as distributions with mean and standard deviation, reflecting intensity and confidence, is a more promising [84] approach. Finally, adopting multiple regression models reduces the uncertainty in emotion prediction. An effective method for
multimodal fusion is the Output-Associative RVM (OA-RVM) [85][86][87] which is capable of capturing temporal information and dimensional affect dependencies. Therefore, the predictions of multiple regressors in the arousal and valence dimensions can be included in the OA metrics which was the main motivation for Dang et al. [82] to apply this fusion approach. Hence, the OA-RVM is adopted as a technique for multimodal fusion with multiple modalities and feature types. As a result, Dang et al. [82] achieved significant improvement over the baseline results in AVEC 2017 by 39.5%, 17.6% and 29.3% for arousal, valence and liking.

Chen et al. [4], investigated different deep learned features from the acoustic, visual and textual modalities. For the acoustic features they used the Soundnet [88], a CNN based model, to extract low-level acoustic features. Aytar et al. [88] had shown that extracted acoustic features from the Soundnet CNN outperformed MFCC features in an audio event recognition task. Additionally, Chen et al. [4] explored several strategies to assess the influence of the interlocutor on the target speaker. These strategies take into account the noise in the audio features when the interlocutor is speaking and the target speaker is silent. Hence, one way to reduce the noise is by multiplying audio features by zeros whenever the interlocutor speaks, and keep the audio features unmodified when the target speaker speaks. As a result, Chen et al. [4] took advantage of the turn information provided with the dataset. Visual features are CNN features extracted from the VGGFace [89] CNN pre-trained on FER+ [90] dataset, a new annotation for the standard emotion FER dataset where each image is labeled by 10 crowd-sourced taggers. Moreover, they used another feature set they extracted from the DenseNet [91] model pre-trained on the FER+ dataset and fine-tuned on the SEWA dataset. As for the textual modality, they utilized word-embedding features on the speech transcriptions in the original language (German) and translated language (English) in addition to the conventional bag-of-words textual representation. Since arousal and valence are
highly correlated, they trained them simultaneously in a multi-task learning framework. Their results showed that the fusion of modalities can benefit the arousal and valence prediction, but unimodal solutions that only used textual features generalized well for the liking prediction. Finally, they compared the LSTM and SVR models and their results showed that the temporal LSTM model significantly outperformed the non-temporal SVR model.

Wataraka et al. [92] presented a new approach for predicting arousal and valence that does not depend on low and high-level features. Instead, predicting arousal and valence depends on sparse information, salient events and gestures embedded in human speech such as laughter, moaning and fumbling. In emotion psychology [93], some clearly identifiable events can trigger the non-verbal expression of affect in both voice and face. This behavior is defined as affect bursts. As a result, Wataraka et al. [92] considered the non-verbal vocal events they extracted from speech transcripts. Such events were previously largely disregarded in previous emotion prediction frameworks [94][95]. Each type of event defines a different fluctuation in the emotional state (arousal and valence). This was perceived to be consistent among subjects/speakers. Their experimental results highlighted the effect of laughter and slight laughter as salient events, or vocal affect bursts, in the subject’s speech. Huang et al. [19], utilized audio, video and textual modalities along with an RNN-LSTM as a regressor for emotion prediction. Due to the difficulty in capturing continuous emotions, and due to the shortage in training data, they applied data augmentation by creating overlapping video segments extracted from the original videos. This method shows better results compared to models trained on the original data. Additionally, they compared two fusion modalities, feature-level fusion and the decision-level fusion. Their results showed that both methods have comparable accuracy in the arousal dimension. However, feature-level fusion
outperforms decision-level fusion in valence dimension and decision level fusion achieve better results in the liking dimension.

Zhao et al. [5], explored the deep learning features of different modalities while utilizing the LSTM network to model long-term temporal relations between the data point, followed by a regressor. Due to the high correlation in the arousal and valence dimension between both speaker interacting through a conversation, and similar to [4], Zhao et al. [5] proposed that interlocutor features can influence the emotions of the target speaker. Similar to [4], when the target speaker is talking, the audio features are considered totally without any modification. However, when the “Doubled” strategy is applied, the audio features are doubled with one half to represent audio features from the target speaker and the other half for the interlocutor. In addition, Zhao et al. [5] propose a Facial expression interaction strategy. In this method, they ignore the interlocutor facial expression information when the speaker is silent, while extending the facial features to include that of the interlocutor’s whenever the target subject speaks. Combining both strategies results in the following case scenarios: when the target subject speaks, inputs features are the target speaker’s audio and facial features, as well as facial features of the interlocutor and zeros for the interlocutor audio features. And when the interlocutor speaks, the input features consists of the interlocutor audio features, zeros for interlocutor facial features, the target speaker facial features and zeros for the target speaker’s audio features. Finally, textual features are treated the same way as audio features. They extracted acoustic features from VGGish [96], a CNN based model, instead of handcrafted features. They utilized the same visual and textual features adopted by [4]. The textual modality demonstrated direct influence of the liking prediction while acoustic and video feature solely affect the arousal and valence dimension of emotions.
3.3. Related Work on Aff-Wild Dataset

Dimitrios et al. [28] proposed a neural network architecture, AffWildNet, that was trained end-to-end and performed prediction of the emotional dimensions, arousal and valence, based on input faces extracted from the video recordings of the Aff-Wild dataset. Their architecture consisted of a CNN followed by an RNN. The CNN was responsible for extracting facial features while the RNN was used for modeling the temporal dynamics of the emotions. The model was trained on the GTX TITAN X GPU for 5 days. The CNN model was based on the VGG-Face [89] and ResNet-50 [61] models while the RNN consisted of 2 Gated Recurrent Unit (GRU) [97] layers. Their results show that VGG-Face outperforms ResNet-50. The proposed architecture outperforms other trained architectures on the same dataset. These models are the MM-NET [98], a variation of the ResNet architecture followed by multiple memory networks to model the temporal behavior of emotions. Finally, predictions from an ensemble of MM-NET models were combined for the final prediction. Another model named FATAUVA-Net [28]. This model consisted of convolutional layers, followed by one layer to extract facial features, then by another one to extract facial action units and a final layer to predict arousal and valence. Last model is based on the Inception-ResNet [99], named DRC-Net [100] is redesigned for the task of facial affect estimation.
Chapter 4. Proposed Method

Recently, numerous researchers have adopted an architecture composed of a deep CNN followed by RNN for modeling emotions across the arousal and valence dimensions. The best performance on the SEWA dataset has been achieved by the same group of researchers over the past two years in [4] and later in their improved model in [5]. Dimitrios et al. [28] achieved the best overall performance on the AffWild dataset. Their architecture is composed of deep CNN model, mainly ResNet-50, followed by a two-layer GRU model. The state of the art on the arousal dimension of the RECOLA dataset was recorded in [109] which adopt a multi-task deep bidirectional LSTM-RNN (BLSTM-RNN).

Inspired by the aforementioned previous work, we implemented the architecture proposed by Dimitrios et al. [28]. Likewise, we implemented the state of the art model proposed by Zhao et al. [5] on the SEWA dataset. However, after Bai et al. [27] proved the superior performance of TCN compared to LSTM and GRU on different benchmarks and tasks, as discussed in Section 2.5, we adopt a TCN to replace the RNN. To the best of our knowledge, this is the first time a TCN is used for emotion prediction across the arousal and valence dimensions.

In the following sub-sections, we will present our detailed work and implementation for the TCN. First, we describe the employed audio, video, and textual features. Second, we propose our first contribution, memory-efficient backpropagation for recurrent neural network, which enabled us to implement previous work [28], originally applied on AffWild dataset, with the SEWA dataset. Third, we describe our implementation of TCN. Finally, we provide a thorough description of the application of LSTM and GRU from previous work [4][5][28], as well as discuss the application of Gaussian processes for hyperparameter optimization on all models (TCN, LSTM, and GRU).
4.1. Multimodal Features

4.1.1. Audio Features

We adopted the VGGish [96] features as the acoustic feature set similar to Zhao et al. [5] who achieved the state of the art on the SEWA dataset. The VGGish model is trained on a large scale dataset and is able to learn a rich audio representation. Extracted features represent short-term acoustic features. Features extraction takes place by first dividing the videos into overlapping video frames (i.e. video segments). The length of each video segment is set to 0.98 seconds. The overlapping window length is set to 100 ms. Each frame is then transformed into log-mel spectrogram features before feeding it to the VGGish model. Audio Embedding Features are then extracted from the last fully connected layer with a dimensionality of 128. Similar to [5], we refer to these features as “vggish.100ms”. The term 100ms is used since the labels, arousal and valence, are provided, by annotators, every 100ms. Furthermore, to reduce the influence of the interlocutor on the target speaker, we adopt the same technique discussed in [4][5] by taking advantage of the turn information and zero-out acoustic features when the target speaker is silent. Hence improving the accuracy in the arousal dimension of emotions. Finally, after considering the interlocutor influence, the obtained audio features are named “vggish100ms.empty”.
4.1.2. Word Features

Word features are textual features related to the semantic meaning of the word. Similar to Zhao et al. [5], we translate German text (speech transcription as described in the SEWA Section 2.2.5) into English using Google translator, then we extract word level features with 300 embedding dimensions using the Google English word embedding model [5], [46]. We apply mean pooling, or smoothing using the average, to each 5-word embedding features. Given that there is no time frame for each word, we repeat the extracted features within the time frame for which the target speaker is speaking before the interruption from the interlocutor. Previous work [4][5] showed that textual features were most conducive for the prediction of the liking dimension and add a minimal contribution to arousal and valence estimation. In this work, we conducted few experiments where we considered word features but then dropped it to obtain faster training process and to reduce the feature dimensionality, especially that we could not see a discernable improvement in the performance attribute to the inclusion of this modality.
4.1.3. Video features

Before extracting video features, we detect the faces using the Dlib [110] machine learning library. To better detect the subject’s face in each video frame, per subject, we utilize the CNN-based face detector instead of the HOG-based detector from the Dlib library. Despite applying both face detection algorithm, we still failed to detect the face in a number of frames in each video in the dataset. After performing face detection, we align the faces using the Dlib after detecting the 5 facial landmarks that correspond to the nose, left-eye corner, right eye corner, left-mouth corner, and right-mouth corner.

To accelerate the training speed of neural networks, a batch normalization layer [111] can be applied to adjust and scale the input features to the activation unit in any hidden layers of the neural network. Thus, reducing the covariance shift according to [111]. The batch normalization layer consists of 2 trainable parameters named Gamma and Beta which determine the amount of scaling and shifting of the input features. However, normalizing features according to the mini-batch statistics is not desirable during inference. Therefore, normalization is done according to the population mean and standard deviation which is a running average over the mini-batch mean and standard deviation. As a result, the former will be affected whenever the mini-batch statistics are noisy, that is, contains a large number of black images (a black image is used whenever no face is detected within a frame). Therefore, increasing the training speed requires less black images, or the application of a high-performing face detection algorithm, which is why we use the CNN-based face detection algorithm from the Dlib library.

After the detection and alignment phase, we scale the frames to 112 by 112 pixels. Faces that are not detected, we replace the frame by a black image.
The state of the art [4][5] on the SEWA dataset extract deep visual features from the VGGFace. Therefore, we extract visual features from the VGG-Face [89] network after training the latter on the FER+ [90] dataset to classify emotions into 8 categories (Happy, surprise, anger, disgust, sad, fear, neutral, contempt). The VGG-Face model is composed of a set of convolutional layers of small filter sizes, interleaved with max pooling and dropout layers. The number of output feature maps after every convolutional layer doubles whenever its dimensions reduce by half. Our implemented VGG-Face model achieved 81.5% on the testing dataset of the FER+ testing dataset. Though VGG-Face predicts the 8 discrete emotions as opposed to arousal and valence, deep visual features contain useful facial information reflecting the facial emotional expression. Hence, we extract features from conv5 and conv6 layers as deep visual features. However, since conv5 generalizes better than conv6, we used conv5 features throughout the thesis. Hence, we name the extracted video features, vgg.conv5.

### 4.2. Memory-Efficient Backpropagation for Recurrent Neural Network

We would like to apply an LSTM/GRU-RNN on significantly long time series data to capture long-term dependencies. This task can be challenging given the memory limitation on most graphics processing unit.

An RNN can be truncated into several, typically equally sized, segments to relieve the training memory requirements [120][121]. The segment size can affect the calculation of the loss and gradients if they are calculated from each data segment independently as opposed to the entire sequence. Consequently, a small segment size can prevent the model from capturing long-term dependencies [122]. Conversely, a large segment size would better learn long-term dependencies at the expense of increased memory resource requirements. The segment size can be increased
until the number of segments is reduced to 1, in which case the RNN is no longer truncated and the memory resource requirements are the most stringent. The calculation of some loss functions, such as the CCC, require using the outputs for the entire data sequence. Hence, calculating the loss based on each segment separately is not feasible in this case.

The proposed method uses a truncated RNN training strategy. However, we introduce a mechanism to ensure that the calculation of the loss matches that of non-truncated RNNs. Furthermore, when we back propagate gradients from the final time step to time step 0, the sum of gradients with respect to the model parameters at time step 0 is equal to the sum of gradients we would obtain if the RNN was not truncated. Hence, the modeler can benefit from the less stringent memory requirement that a truncated RNN enables while achieving training results that reproduce those of a non-truncated RNN.

We summarize the proposed approach as follows:

- **Step 1**: Truncate the RNN into \( m \) segments of size \( S \).
- **Step 2**: Feed the data points into the RNN and record predictions and the last hidden state for each segment. The last recorded hidden state in a segment is fed to the next segment. Concatenate predictions from all segments (See Figure 9).
- **Step 3**: Given the ground truth, compute the loss and the gradients of the loss with respect to the predictions \( L_t \) and \( \frac{\partial E_t}{\partial o_t} \) in Figure 9). Where \( L_t \) is the sum of \( E_t \) at each time step.
Figure 8 - Emotion detection procedure starting from feature extraction. First, faces are detected in each frame. Then, images are aligned according to the detected landmarks as mentioned before in the proposed method, video features section. Images are then fed into a deep CNN architecture to extract deep visual features. On the other hand, acoustic features are extracted in parallel using another Deep CNN architecture which in our case the Vggish model.
• Step 4: Feed the data points into the RNN starting from segment \( m \) and traversing backward towards segment 0 while at each segment (See Figure 10):
  
  o A- Back propagate the recorded gradients of predictions with respect to the model parameters which we refer to as local parameters. Then, sum the local gradients according to equation (4):

\[
\frac{\partial E}{\partial w} = \sum_{t=1}^{S} \frac{\partial E_t}{\partial w} = \sum_{t=1}^{S} \left( \frac{\partial E_t}{\partial o_t} \frac{\partial o_t}{\partial h_t} \left( \prod_{k=t+1}^{S} \frac{\partial h_k}{\partial h_{k-1}} \right) \frac{\partial h_t}{\partial w} \right)
\]

(4)

Where \( E \) is the error, \( w \) are the weights, \( o \) and \( h \) are the predictions and hidden states at time step \( t \).

o B- Back propagate the gradients of the last hidden state with respect to the model parameters using equation (5). We refer to these as the future gradients.

\[
\frac{\partial h_S}{\partial w} = \sum_{t=0}^{S} \frac{\partial h_t}{\partial w} \prod_{k=t+1}^{S} \frac{\partial h_k}{\partial h_{k-1}}
\]

(5)

o C- Back propagate the gradients of the predictions with respect to the initial hidden states according to equation (6).

\[
\frac{\partial E}{\partial h_0} = \sum_{t=0}^{S} \frac{\partial E_t}{\partial o_t} \left( \prod_{k=t+1}^{S} \frac{\partial h_k}{\partial h_{k-1}} \right)
\]

(6)

o D- Add local and future gradients to obtain the total gradients.

o E- Back propagate the gradients from the last hidden state, if it exists, to the initial hidden state and add them to the gradients collected at C.

o F- Repeat step 4 until we reach segment 0.

• Step 5: Apply the gradients to the model parameters.
Figure 9 - Initial forward pass for the RNN. All inputs are fed sequentially starting from segment 0 to segment \( m \), where the length of a segment is 3 time steps in this case. At the boundaries between segments, the hidden states are saved and used as the initial hidden state in the next iteration. Predictions are recorded and saved in memory. At the end, predictions, \( O_t \), are concatenated and the partial derivative of the error \( E \) is computed with respect to the predictions given the Labels \( L_t \).
We apply Memory-Efficient Backpropagation for Recurrent Neural Network in 2 ways. First, to achieve the same behavior while training a truncated RNN, gradients must not back propagate at some point across RNN cells. Generally, when an RNN is truncated into 100 time steps, or the “original” segment size is set to 100, and when the model cannot fit in memory especially if it contains a CNN before the RNN layer, we back propagate the gradients using the, memory-efficient back propagation technique, within the actual “original” segment (of size 100) by dividing the later into smaller sub-segments of size $S' << 100$. Therefore, we back propagate gradients within the original segment, but not across “original” segments. We will refer to this procedure as Efficient-Truncated back propagation through time (E-TBPTT).

Secondly, to back propagate gradients across the whole data sequence, we divide it into m segments, each of size $S'$, and back propagate gradients across the RNN cells of each segment and across the segments as well. We will refer to this method as Complete-BPTT (C-BPTT).
Inspired by AffWildNet, we tried out different CNN architectures, followed by a single GRU layer. In all cases, we set the cell size to 64 and we tried different CNN architectures mainly: ResNet-18, ResNet-24, Vgg-16 and a customized CNN model whose configurations is summarized in Table 2. This is done to test out the best CNN architecture to choose before modifying the GRU cell size and the number of layers used.

In our work, we trained a CNN+RNN model in an end to end manner using the E-TBPTT method but it did not converge even after few days of training. Probably the model requires more time to be trained given that AffWildNet was trained for 5 days. Therefore, we trained the AffWildNet and similar models to AffWildNet using C-BPTT which allows us to achieve convergence. All results are summarized in Table 10, Section 5.3.

Table 2 - Summary of our custom model used before the RNN

<table>
<thead>
<tr>
<th>CNN – Custom 1</th>
</tr>
</thead>
</table>
| **Conv2d** (filters = 32, kernel_size = 5, strides = 2, padding= “same”)  
| **Relu**  
| **Max_pool2d** (pool_size = 3, strides = 2, padding= “same”)  
| **Conv2d** (filters = 64, kernel_size = 3, strides = 2, padding= “same”)  
| **Relu**  
| **Reshape** (new_shape = [-1, feature_size])  
| **Dense** (units = 128)  
| **Relu** |

4.3. Applying TCN in Unimodal setting

To study the effect of TCN in a unimodal setting, we trained a TCN on Vggish100ms, Vggish100ms.empty and Vgg.conv5 separately. After training few models to obtain a rough estimate of which ones work well for TCN, we obtained a model composed of 5 layers, the number
of feature maps in each layer is set to 125, the filter size is set to 5 and the dropout rate is set to 0.25. Finally, we applied hyperparameter optimization using Gaussian processes in an attempt to achieve higher accuracy. We discuss the results in Section 5.1.

4.4. Applying TCN in Multimodal Settings

4.4.1. Training TCN using Feature Level Fusion

After performing prediction on a single modality of features, we experimented with multimodal features. The later consists of audio and visual features (vggish100ms.empty and Vggface.conv5). In this case, we concatenated input features before feeding them into the model.

4.4.2. Training TCN under the Model Level Like-Fusion Paradigm

We split the TCN into 2 sub-models that join in the middle as shown in Figure 11. This view is close to the model level fusion technique where we allow both sub-models to train simultaneously on different feature sets while feeding their outputs (representations), after concatenating them, into a third level TCN model.

Additionally, we added the linguistic feature, word vectors features as described in the wordvec features in Section 4.1.2, to test out any opportunity to get higher accuracy. Whenever the textual modality is included, they are merged with audio features given the synchrony between both of them (audio features are only present when the target subject is speaking). We divided the parameters into three different sets. First, for the audio-related sub-model, we have the number of layers \( num\_layers\_audio \), number of filters per layer \( num\_filters\_audio \) and the filter size in each layer denoted as \( filter\_size\_audio \). Similarly, the second set consists of \( num\_layers\_video \), \( num\_filters\_video \) and \( filter\_size\_video \). Third set include, \( num\_layers\_rest \), \( num\_filters\_rest \) and
Figure 11 - Our TCN architecture following Decision Level Fusion. Layers are denoted by the curve edged rectangle. Nodes are denoted by the ellipse. Change in color take place when the input or the output dimension changes for specific layer. Layers having the same architecture have the same color. Arrows colored in gray represent tensor transfer between nodes and layers. Phase train is the place holder informing each layer whether we are in the train phase or not. Dropout is another placeholder defining the rate of the dropout in each layer. Numbers are even because the TCN consists of residual units where each contains 2 layers. The init node is responsible for initializing the weights in the layers.
filter\_size\_rest, where “rest” denotes for “the rest of the model”. The final parameter is the dropout rate. Then we performed hyperparameter optimization using Gaussian processes while aiming to increase the average score on both valence and arousal dimensions. Tables 8 and 9 summarizes our obtained results.

4.4.3 Training LSTM and GRU model in Multimodal Setting

In order to perform a firm comparison between the TCN and RNN based time series models, we implemented the time series model which consists of an LSTM layer, along with the same pre- and post-processing steps discussed by Zhao et al. [5]. Furthermore, we ran Gaussian processes to perform hyperparameter optimization on RNN models. Additionally, we tested out 2 more different models, one based on 2 layer GRU and the other is based on 1 layer GRU units. Generally, GRU layers are better than LSTM in many different time series prediction tasks [28][123] and are less complex and faster to train. The variable parameters are the cell size in each layer, the dropout rate and the learning rate. More formally, we compared first one layer GRU to one layer LSTM. Since the former outperforms the later, we implement 2 layer GRU and we report our results in Section 5.2.2.

All models (TCN and RNN) are implemented using the tensorflow framework. All models are trained for 120 epochs and optimized using the Adam Optimizer starting with a learning rate of 0.01. The learning rate is then reduced by half every 50 epochs. Predictions and input features are smoothed by averaging within a fixed window of length 5. To optimize hyperparameters, Gaussian processes were applied for each model setting and the training lasted for 3-4 days for each model separately.
Chapter 5. Results and Discussion

In this section, we compare our results, after applying TCN, to the state of the art methods on RECOLA, SEWA and Aff-Wild datasets on the arousal and valence dimensions. More formally, the state of the art on the SEWA and RECOLA dataset adopts the LSTM [4][5][72] as the time series model for regression, whereas the state of the art on Aff-wild adopts the GRU [28] as the time series model. Consequently, we compared our results with the state of the art on the SEWA dataset by Zhao et al. [5], likewise, we replaced the LSTM by 1 layer GRU, and then by 2 layer GRU similar to Dimitrios et al. [28]. We adopt the CCC for our performance metric. The results are reported in Sections 5.1 - 5.3.

In Section 5.4, we provide more insight into the advantage of adopting the memory-efficient backpropagation for RNN proposed in Section 4.2.

5.1. Results of TCN with unimodal features

In this section, we compare our achieved results after training the TCN on one feature modality at a time (in unimodal settings), to the results achieved by Zhao et al. [5].

Table 3 presents the CCC for the arousal and valence for two TCN-based networks that estimate emotions using the audio modality. We obtained model parameters through a trial and error process. The first network, which we call TCN_audio_1 uses the vggish.100ms features set while the second one, named TCN_audio_2, uses the vggish.100ms.empty features. We notice that taking into account the turn information, by utilizing the vggish100ms.empty, which reduces the effect of the interlocutor on the target speaker enhances the performance of both arousal and valence.
Table 3 - The Performance of Different TCN models with audio features on the arousal and valence dimensions of the SEWA dataset. The performance metric used is the CCC.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Model Params</th>
<th>Features</th>
<th>Arousal (CCC)</th>
<th>Valence (CCC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCN_audio_1</td>
<td>- Num of layers: 5</td>
<td>Vggish.100ms</td>
<td>0.5520</td>
<td>0.5010</td>
</tr>
<tr>
<td></td>
<td>- Num of filters: 125</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Filter size: 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Dropout: 0.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TCN_audio_2</td>
<td>- Num of layers: 5</td>
<td>Vggish100ms. empty</td>
<td>0.6262</td>
<td>0.5442</td>
</tr>
<tr>
<td></td>
<td>- Num of filters: 125</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Filter size: 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Dropout: 0.25</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4 - the Performance of Different TCN models with video features on the arousal and valence dimensions of the SEWA dataset. The performance metric used is the CCC.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Model Params</th>
<th>Hyperparameter optimization applied?</th>
<th>Features</th>
<th>Arousal (CCC)</th>
<th>Valence (CCC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCN_video_1</td>
<td>- Num of layers: 5</td>
<td>No</td>
<td>Vgg.conv5</td>
<td>0.6657</td>
<td>0.6343</td>
</tr>
<tr>
<td></td>
<td>- Num of filters: 125</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Filter size: 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Dropout: 0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TCN_video_2</td>
<td>- Num of layers: 14</td>
<td>Yes</td>
<td>Vgg.conv5</td>
<td>0.6796</td>
<td>0.7353</td>
</tr>
<tr>
<td></td>
<td>- Num of filters: 26</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Filter size: 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Dropout: 0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TCN_video_3</td>
<td>- Num of layers: 12</td>
<td>Yes</td>
<td>Vgg.conv5</td>
<td>0.7356</td>
<td>0.6978</td>
</tr>
<tr>
<td></td>
<td>- Num of filters: 29</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Filter size: 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Dropout: 0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4 presents the CCC for the arousal and valence for three TCN-based networks that estimate emotions using the video modality. All networks use the vgg.conv5 features. We resolved the model parameters of the first network, TCN_video_1, through a trial and error process, while we
adopted the Gaussian processes for hyperparameter optimization for TCN_video_2 and TCN_video_3. The hyperparameter optimization allowed us to improve the results that we obtained through the trial and error process.

In Table 5, we compare the most accurate audio-based unimodal network from Table 3, TCN_audio_2, to the corresponding LSTM-based network by Zhao et al. [5]. The proposed TCN architecture outperformers that of Zhao et al. [5] for the arousal and valence emotional dimensions.

Table 5 – Performance results of the best TCN model on the arousal and valence dimensions, while being fed with audio features, compared with the state of the art by Zhao et al. [5]. The performance metric used is the CCC.

<table>
<thead>
<tr>
<th>Features</th>
<th>TCN_audio_2</th>
<th>Zhao et al. [5]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Arousal</td>
<td>Valence</td>
</tr>
<tr>
<td>Vggish100ms.empty</td>
<td>0.6262</td>
<td>0.5442</td>
</tr>
</tbody>
</table>

In Table 6, we compare two of the video-based unimodal networks from Table 4 to the corresponding method by Zhao et al. [5]. Hence, we present the results of TCN_video_1 (the network we developed without hyperparameter optimization), and TCN_video_2 (the most accurate network we obtained after performing hyperparameter optimization with Gaussian processes). For TCN_video_1, we achieved a higher CCC compared to Zhao et al. [5] on the arousal dimension. However, we were not able to realize a superior result on the valence dimension. For TCN_video_2, we achieved a higher CCC compared to Zhao et al. [5] on both the arousal and valence dimensions.
Table 6 - Performance results of the best TCN model on the arousal and valence dimensions, while being fed with video features, compared with the state of the art by Zhao et al. [5]. The performance metric used is the CCC.

<table>
<thead>
<tr>
<th>Features</th>
<th>TCN_video_1</th>
<th>TCN_video_2</th>
<th>Zhao et al. [5]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arousal</td>
<td>Valence</td>
<td>Arousal</td>
<td>Valence</td>
</tr>
<tr>
<td>Vgg.conv5</td>
<td>0.6657</td>
<td>0.6343</td>
<td>0.6796</td>
</tr>
</tbody>
</table>

We should note that the reported results are achieved at the same epoch for all tested models.

Also, similar to previous findings [5][19][4][79], we achieved the best accuracy on the valence dimension with Vgg.conv5 features which is a visual feature (even before applying hyperparameter optimization).

5.2. Results of TCN with Multimodal features

5.2.1. Results Obtained Using Feature Level Fusion

In this section, we report our results on the arousal and valence dimension when training the TCN on multiple features combined. We use feature level fusion to fuse the input modalities.

Table 7 presents the CCC for the arousal and valence for two TCN-based networks that estimate emotions using audio and visual features combined. The first row presents TCN_f_1, a model with the same parameters as TCN_audio_1 (from Table 3). In this case, we used “f” to indicate that this model is trained using a feature level fusion technique. We obtain the TCN_f_1 model parameters through a trial and error process. However, we obtain the parameters of the second model, TCN_f_2, using Gaussian processes while performing hyperparameter optimization. As with our previous results in Table 4 for the unimodal networks, the hyperparameter optimization allows us to achieve a higher CCC for the arousal and valence dimensions.
Table 7 – TCN model configurations trained using feature level fusion.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Model Params</th>
<th>Features</th>
<th>Hyperparameter Optimization applied?</th>
<th>Arousal (CCC)</th>
<th>Valence (CCC)</th>
</tr>
</thead>
</table>
| TCN_f_1    | - Num of layers: 5  
- Num of filters: 125  
- Filter size: 5  
- Dropout: 0.25 | vggish100ms.empty + vgg.conv5 | No | 0.7763 | 0.7318 |
| TCN_f_2    | - Num of layers: 12  
- Num of filters: 57  
- Filter size: 2  
- Dropout: 0.045 | vggish100ms.empty + vgg.conv5 | Yes | 0.7819 | 0.7785 |

Table 8 - Comparison between the best models achieved while training using unimodal features and feature level fusion.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Features</th>
<th>Feature Fusion Technique</th>
<th>Hyperparameter Optimization Applied?</th>
<th>Arousal (CCC)</th>
<th>Valence (CCC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCN_video_2</td>
<td>vgg.conv5</td>
<td>Unimodal</td>
<td>Yes</td>
<td>0.6796</td>
<td>0.7353</td>
</tr>
<tr>
<td>TCN_audio_2</td>
<td>vggish100ms.empty</td>
<td>Unimodal</td>
<td>No</td>
<td>0.6262</td>
<td>0.5442</td>
</tr>
<tr>
<td>TCN_f_1</td>
<td>vggish100ms.empty + vgg.conv5</td>
<td>Feature Level Fusion</td>
<td>No</td>
<td>0.7763</td>
<td>0.7318</td>
</tr>
<tr>
<td>TCN_f_2</td>
<td>vggish100ms.empty + vgg.conv5</td>
<td>Feature Level Fusion</td>
<td>Yes</td>
<td>0.7819</td>
<td>0.7785</td>
</tr>
</tbody>
</table>

In Table 8, we compare the proposed unimodal and multimodal networks. We achieve better performance in the multimodal setting compared to the unimodal setting. This performance increase is expected since the input features dimension is increased. Even before applying
hyperparameter optimization (with TCN_f_1), we are able to achieve better results on the arousal dimension, but not on the valence dimension, compared to the models trained in the unimodal setting. TCN_audio_2 and TCN_f_1 are exactly the same model. However, after applying hyperparameter optimization using Gaussian processes, we obtain model TCN_f_2, which outperform TCN_f_1 and TCN_video_2 on both arousal and valence dimensions.

Table 9 - Performance of different TCN architectures trained in the Multimodal Settings. Models are trained using feature level fusion, i.e., features are concatenated before being fed to the model. The performance metric used is the CCC.

<table>
<thead>
<tr>
<th>Features</th>
<th>TCN_f_1</th>
<th>TCN_f_2</th>
<th>Zhao et al. [5]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Arousal (CCC)</td>
<td>Valence (CCC)</td>
<td>Arousal (CCC)</td>
</tr>
<tr>
<td>vggish100ms.empty + vgg.conv5</td>
<td>0.7763</td>
<td>0.7318</td>
<td>0.7819</td>
</tr>
</tbody>
</table>

In Table 9, we compare our multimodal methods that employ feature level fusion to the corresponding models presented by Zhao et al. [5]. Before applying hyperparameter optimization, TCN_f_1, outperformed Zhao et al. [5] in the arousal dimension, but not in valence. However, after applying Gaussian processes for hyperparameter optimization, we outperformed the state-of-the-art in both dimensions.

Generally, after analyzing the performance measure on the arousal and valence dimensions while training with Gaussian processes, we found that there is a tradeoff in the performance of any model on the arousal and valence dimensions. Increasing the accuracy of prediction of one emotional dimension detrimentally affects the other. Hence, feature level fusion may not be the best
approach. Performing late fusion or model level like-fusion is a better alternative. For this reason, we split the TCN model and adopt the approach discussed in Section 4.4.2.

5.2.2. Results Obtained Using Model level Fusion

In this section, we present the results that we achieved after training the TCN model using the model level fusion approach, which depends on two TCN sub-models followed by another TCN sub-model for the final prediction of arousal and valence. In table 10, we present several network architectures, whose model parameters are obtained after applying hyperparameter optimization using Gaussian processes. TCN_m_1 and TCN_m_2 are models that are fed with video, audio and textual features. However, the remaining models are fed with audio and video features only. We eliminated textual features to obtain faster training time while performing hyperparameter optimization.

As we can see in Table 10, we achieved the highest accuracy on the valence dimension only when accounting for the wordvec features. Clearly, textual features include useful information that improves the accuracy of the valence dimension. Perhaps, affect bursts [92] such as, laughing, grimacing, frowning, etc., reflect effectively the underlying emotions, as was noted in [92].

Even though wordvec features showed enhanced performance on the valence dimension, we decided to reduce the input dimensionality for faster training of TCN_m_3. For TCN_m_3, we obtained better results in the arousal dimension while the valence CCC dropped slightly. However, TCN_m_3 is a simpler model compared to TCN_m_1 and TNC_m_2 as it only considers the audio and video modality.

Since we do not have access to the testing partition of the SEWA dataset, this imposes a limitation on the work presented in this thesis. Therefore, if performing hyperparameter optimization on the
validation dataset leads to overfitting the validation dataset, then that should be the case with RNN based models as well. Consequently, we attempt to remove the TCN model and replace it with RNN based model. From Table 10, first we compared to 1 layer LSTM (similar to the Zhao et al. [5] architecture) 1 layer GRU. Since GRU model outperform LSTM, we trained a 2 layer GRU model (similar to Dimitrios et al. [28]). The 1 layer LSTM, GRU and the 2 layer GRU are all trained while applying hyperparameter optimization. Therefore, if we are overfitting the validation dataset with TCN, then we should be overfitting the validation dataset with RNN based models. However, the achieved results did not outperform the TCN.

Table 10 - TCN model trained with a model level fusion setting. Multimodal features are utilized and the models are configured using Gaussian processes. Models are trained using a model level fusion approach. The performance metric used is the CCC.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Model params</th>
<th>Features</th>
<th>Arousal (CCC)</th>
<th>Valence (CCC)</th>
</tr>
</thead>
</table>
| TCN_m_1    | - num_layers_audio: 2  
- num_filters_audio: 16  
- filter_size_audio: 6  
- num_layers_video:10  
- num_filters_video:16  
- filter_size_video:2  
- num_layers_rest:10  
- num_filters_rest: 100  
- filter_size_rest: 6  
- Dropout: 0.01 | vggish100ms.empty + vgg.conv5 + English-wordvec | 0.7704 | 0.7895 |
| TCN_m_2    | - num_layers_audio: 2  
- num_filters_audio: 130  
- filter_size_audio: 5  
- num_layers_video:10  
- num_filters_video:83  
- filter_size_video:3  
- num_layers_rest:5  
- num_filters_rest: 30  
- filter_size_rest: 6  
- Dropout: 0.028656 | vggish100ms.empty + vgg.conv5 + English-wordvec | 0.8168 | 0.7809 |
<table>
<thead>
<tr>
<th>Model Name</th>
<th>Features</th>
<th>Arousal (CCC)</th>
<th>Valence (CCC)</th>
</tr>
</thead>
</table>
| TCN_m_3    | - num_layers_audio: 2  
- num_filters_audio: 105  
- filter_size_audio: 2  
- num_layers_video: 8  
- num_filters_video: 43  
- filter_size_video: 4  
- num_layers_rest: 8  
- num_filters_rest: 138  
- filter_size_rest: 4  
- Dropout: 0.1718                          | vggish100ms.empty + vgg.conv5                              | 0.8207 | 0.7739 |
| 2 Layer GRU| - cell_size_1: 312  
- cell_size_2: 610  
- dropout: 0.0954  
- learning_rate: 0.0001                                      | vggish100ms.empty + vgg.conv5                              | 0.7357 | 0.7542 |
| 1 Layer GRU| - cell_size: 505  
- dropout: 0.0858  
- learning_rate: 0.00047                                      | vggish100ms.empty + vgg.conv5                              | 0.7076 | 0.7544 |
| 1 Layer LSTM| - cell_size: 120  
- num_time_steps: 100  
- dropout: 0.5  
- learning_rate: 0.01                                      | vggish100ms.empty + vgg.conv5                              | 0.6589 | 0.6853 |

Table 11 - Comparison of performance of different TCN models trained using feature level fusion and model level like-fusion
In Table 11, we compare the best performing network that employs feature level fusion, TCN_f_2 to the model level fusion networks. TCN_m_3 significantly outperformed TCN_f_2 on the arousal dimension. However, they achieved comparable accuracy on the valence dimension. Therefore, training TCN using model level like-fusion is advantageous compared to feature level fusion for emotion estimation. Consequently, we should distinguish between the audio and the video deep learned representations which play a significant role in enhancing the performance. Probably, both visual and audio features should experience some transformation before concatenating them. Also, when performing early level fusion, the first few convolutional layers will be consuming directly visual and audio features. Thus, it is necessary to distinguish between both features and apply few transformation layers before concatenating the features.

Table 12 - Reported Results of TCN trained using model level fusion against the state of the art by Zhao et al. [5]. The performance metric used is the CCC. Input features are video, audio and textual features.

<table>
<thead>
<tr>
<th>Features</th>
<th>TCN_m_1</th>
<th>TCN_m_2</th>
<th>Zhao et al. [5]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Arousal</td>
<td>Valence</td>
<td>Arousal</td>
</tr>
<tr>
<td>vggish100ms.empty</td>
<td>+</td>
<td>0.7704</td>
<td>0.7895</td>
</tr>
<tr>
<td>vgg.conv5 +</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English-wordvec</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 13 - Reported Results of TCN trained using model level fusion against the state of the art by Zhao et al. [5]. The performance metric used is the CCC. Input features are video and audio features.

<table>
<thead>
<tr>
<th>Features</th>
<th>TCN_m_3</th>
<th>Zhao et al. [5]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Arousal</td>
<td>Valence</td>
</tr>
<tr>
<td>vggish100ms.empty + vgg.conv5</td>
<td>0.8207</td>
<td>0.7739</td>
</tr>
</tbody>
</table>
In Table 12, we compare TCN_m_1 and TCN_m_1 to the multimodal network that uses audio, video and text features by Zhao et al. [5]. TCN_m_1 outperforms Zhao et al. [5] for the valence, but not the arousal dimension. However, TCN_m_2 outperformed Zhao et al. [5] on the arousal dimension. Additionally, in Table 13, we compare our bimodal network TCN_m_3 which uses audio and video features to that of Zhao et al. [5]. TCN_m_3 outperforms Zhao et al. [5] in both arousal and valence dimension. Moreover, TCN_m_3 outperforms TCN_m_1 in the arousal dimension, and TCN_m_2 in the valence dimension. However, none of the TCN models outperformed Zhao et al. [5] on both arousal and valence simultaneously. One possible solution could involve dividing the audio TCN sub-model into 2 separate TCN sub-models, one for audio and the other one for textual features. As a result, we end up having three different TCN sub-models followed by a final TCN sub-model.

Applying dilation convolution in the TCN allows us to model long-term dependency. Generally, the effective history length achieved without dilation is equal to the number of layers. For instance, a TCN without dilation, of depth 10 will have an effective history of size 10. However, with dilation, a TCN of depth 10 will reach an effective history of size \((k - 1) \times d\), where \(d\) is the dilation rate and \(k\) is the filter size. Hence, having a filter size of 3, and \(d = 2^{10}\), the effective history will be equal to 3072.

We found that using only audio and visual features, TCN models outperform any RNN based model, even those trained while performing hyperparameter optimization. Hence, we suggest adopting TCN as the future baseline time series model in emotion detection tasks.
5.3. Results of Training AffWildNet Using Memory-Efficient Backpropagation for Recurrent Neural Networks

As discussed in Section 3.3, the AffWildNet [28] achieved the highest accuracy on the AffWild dataset. This model is composed of a VGG-Face or ResNet models followed by a 2 layer GRU for the arousal and valence prediction. Hence, we aimed at training the same model on the SEWA dataset. In [28], the batch size is set to 4. However, since the SEWA database consists of 34 subjects in the training dataset, we set our batch size to 34. Nonetheless, this imposes a stringent requirement on the number of time steps, segment size $S$, which is set to 80 in [28]. In our case, with a batch size of 34, the maximum number of time steps allowed is less than 10 to be able to fit the model into memory. Therefore, using C-BPTT, we were able to train the AffWildNet on the whole dataset. Table 14 summaries our finding based on different CNN architectures tried out.

Table 14 - Performance of different CNN architectures while utilizing 1 layer GRU

<table>
<thead>
<tr>
<th>Model Name</th>
<th>CCC (Arousal)</th>
<th>CCC (Valence)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN - Custom 1</td>
<td>0.4611</td>
<td>0.5279</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>0.5441</td>
<td>0.4902</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>0.3737</td>
<td>0.5059</td>
</tr>
<tr>
<td>Vgg-16</td>
<td>0.5</td>
<td>0</td>
</tr>
</tbody>
</table>

In this experiment, we were not able to perform hyperparameter optimization using Gaussian Processes since training a single model under one configuration settings takes more than one day to converge. While training, the shallow network, CNN – Custom 1 was fast to train, around 14 hours. ResNet-18 took 1 day to converge and ResNet-34 took 2 days. However, when we adopt Vgg-16, our model required 3 days to start converging on the arousal dimension but never converged on the valence dimension. However, we noticed a slight improvement in the valence
dimension after day 4 before we concluded the training. Therefore, maybe setting a longer training time might enable us to train this model.

Again, our realization in Section 5.2.2. is confirmed in this section. Even training a CNN model followed by a 2 layer GRU model in an end to end manner did not result in a model that outperforms the TCN one. Additionally, training the AffWildNet requires days of training which impedes the application of hyperparameter optimization.

5.4. Memory-Efficient Backpropagation for Recurrent Neural Networks Evaluation and Results

To evaluate our method, we build a 2 layer LSTM model followed by a fully connected layer to predict the two dimensions of emotions. The model is trained using the Adam optimizer for 100 epochs. The metric used for evaluating the model is the CCC whose inverse is employed to calculate the loss during training.

We trained 3 different models (2 layer LSRM), truncated into various segment sizes and compare them to a non-truncated 2 layer LSTM in terms of the accuracy, execution time, and memory consumption during training. Hence, the objective of the evaluation is to:

1. Illustrate the relationship between memory consumption and execution time during training; and

2. Demonstrate that all compared models achieve the same accuracy at the end of each epoch and thus exhibit identical training behavior.
As a case study, we will employ an affective computing problem to demonstrate the performance of the proposed method. However, our training technique can be used to train RNN models corresponding to any other domain.

In Figure 12, we depict the CCC accuracy plotted against the number of epochs for three models that estimate arousal (Figure 12a), valence (Figure 12b). The first model is a truncated RNN with a segment size of 2-time steps. The second model is a truncated RNN with a segment size of 100 time steps. We apply the proposed method for training these truncated models. The third model is a non-truncated RNN that considers the entire data sequence (which is composed of 1500 time steps). Weight initialization for all three models is set to glorot normal initializer, and the initiale seed is set to “123” for all models. The results in Figure 12 are rendered using tensorboard. Although we are training three models, the CCC curves are fully overlapping across valence and arousal. This demonstrates that the three models are behaving identically during training.

Figure 13 illustrates the relationship between the time and memory requirement as the number of segment size decreases from 1500 to 2. Note that a segment size of 1500 corresponds to a non-truncated RNN as a single segment covers the entire data sequence. The inverse relationship between the memory consumption and execution time during training is evident. This tradeoff gives modelers the flexibility of reducing memory consumption at the cost of increasing the training time without limiting their ability to capture long term dependencies.
Figure 12 - The accuracy of Arousal and Valence when segment size is 2, 100 and 1500 time steps; given the same random initialization and random seed for all models.

Figure 13 - This figure shows the memory vs. time requirement, displayed on y-axis, for training different RNN models unrolled into different segment sizes, displayed on x-axis.
Chapter 6. Conclusion and Future Work

In this chapter, we finalize our work with the conclusion and future work.

6.1. Conclusion

The goal of this thesis was to improve on the emotion prediction task across the valence and arousal dimensions. This problem is of high complexity due to the difficulty of estimating spontaneous emotions compared to acted or induced ones.

We extracted audio, visual, and textual features from deep neural network models, and performed time series modeling for feature fusion and regression through the temporal convolution neural network instead of RNN-LSTM, the state of the art regression and time series model for emotion prediction. We summarize our contributions as follows:

1- The ability to train recurrent neural networks to capture long term dependencies. Models that were unable to fit in memory can now be trained while setting the number of time steps to be equal the size of sequential data.

2- We adopt the temporal convolution neural network as model based fusion technique which replaces the previous state-of-the-art time series models, RNN-LSTM, on emotion prediction tasks. Thus, we use convolutions for modeling time series data and for regression. Our work outperforms the state-of-the-art as reported in Sections 5.1-5.3

3- We apply Gaussian processes and Bayesian inference to perform hyperparameter optimization on the validation dataset of the SEWA dataset, for TCN models and other RNN based models. This enables us to perform a fair comparison between alternative models.
Finally, we were able to achieve better results with our TCN based model on the arousal and valence dimensions compared to RNN models. Hence, we recommend adopting TCN as the baseline model for emotion prediction in future research in the field.

6.2. Future Work

We summarize our future work as follows:

1- Applying different time series models such as the Wavenet [119] for the emotion prediction task. If TCN resembles ResNet models, then Wavenet resembles DenseNet models, a CNN based model that outperformed ResNets [102].

2- Improving the residual unit in TCN given its importance in the ResNet model. For instance, we can adopt the Wide-ResNet residual unit.

3- Utilizing unsupervised deep learning based features for emotion prediction similar to [125]. For instance, a variational auto encoder may be able to detect facial action units as latent variable after being trained on massive unlabeled dataset such as YouTube videos [126]. As a result, this may enable us to achieve better results on small datasets.

4- Improving on the natural language processing we performed to extract emotions from text more effectively.

5- Performing data augmentation by: 1) training time series models on overlapping video segments cropped from the original videos provided with the dataset, and 2) merging more datasets.
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