Abstract

This thesis looks at the problem of discovering nearby friends and nearby places of interest in a privacy-preserving way using location-based services on mobile devices (e.g., smartphones). First, we propose a privacy-preserving protocol for the discovery of nearby friends. In this scenario, Alice wants to verify whether any of her friends are close to her or not. This should be done without disclosing any information about Alice to her friends and also any of the other parties’ information to Alice. We also demonstrate that our approach can be efficiently applied to other similar problems; in particular, we use it to provide a solution to the socialist millionaires' problem.

Second, we propose a privacy-preserving protocol for discovering nearby places of interest. In this scenario, the proposed protocol allows Alice to learn whether there is any place that she is looking for near her. However, the location-based service (LBS) that tries to help Alice to find nearby places does not learn Alice’s location. Alice can send a request to the LBS database to retrieve nearby places of interest (POIs) without the database learning what Alice fetched by using private information retrieval (PIR). Our approach reduces the client side computational overhead by applying the grid square system and the POI types ideas to block-based PIR schemes to make it suitable for LBS smartphone applications. We also show our second approach is flexible and can support all types of block-based PIR schemes.

As an item of independent interest, we also propose the idea of adding a machine learning algorithm to our nearby friends’ Android application to estimate the validity of a user's claimed location to prevent users from sending a fake location to the LBS application.
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Chapter 1

Introduction

A location-based service (LBS) is an information service that offers various types of applications based on the user’s location, such as identifying the location of a person, object or place, weather service, parcel and vehicle tracking, etc. An LBS retrieves the user’s geographical location from the user’s mobile phone via the global positioning system (GPS), cell tower triangulation, or wireless local area network (WLAN). If the users have given that application appropriate permission at the time of application installation, the device automatically releases the user’s location to the service provider applications. By granting this permission, the user’s location is sent periodically, or whenever the service is required, to the service provider. However, revealing accurate location information in a manner that is completely invisible to the users can give rise to privacy concerns. While LBSs may be useful for mobile users for safety-related LBSs (for example, it is helpful if emergency services know a user’s location details), users might not be aware of the loss of personal information to other third party services. Indeed, instead of using an LBS to improve life, it could easily be misused and turn into a tracking tool. Hence, an important aspect for the research community is protecting the user’s real-time location while they are using LBSs.

1.1 Motivation and Threat Model

Enormous enthusiasm for geographical referencing of individual information is apparent on the Web these days. The majority of people currently use smartphones with many complex sensors closely related to their activities. Most of these smartphones are equipped with high-precision localization sensor such as a GPS receiver. GPS-enabled devices have allowed people
to store their mobility tracks, tag photographs and occasions. In addition, the number of sensors
in our environment that interact with smartphones have been increased. Although most people
like the convenience of using these personal communication devices, there is an inherent trade-
off between convenience and privacy. Clients may not be completely aware of what information
of their location is being gathered, how the data is utilized and by whom, and subsequently
clients can disregard the potential risks that can happen by using their location information.

Location-aware capabilities allow the service providers to offer their users the ability to geo-
reference their posts and to share their location with other users. In this way, clients can utilize
the location identifier to search and browse for different resources. A wide range of LBS nearby
applications have been released and become popular recently, such as Foursquare, Yelp,
Facebook Nearby Places, AroundMe and Places to help users to identify their nearby locations;
and Facebook Nearby Friends, Loopt, and WeChat to help users discover their nearby friends.
An essential key for providing these services is to gather real-time location information on
clients and additionally other logical data including client relationships and client provided
content updates perhaps over long periods of time. Specifically, in nearby location applications,
service providers are not only able to collect clients’ location information, but also able to gather
other personal information by allowing clients to write their opinions and experience in terms of
reviews and tips on the visited place. Subsequently, clients' historical location data can be
identified with relevant and semantic data freely accessible online and can be utilized to discover
individual and sensitive data about clients and to develop comprehensive client profiles. The user
activities, relationships, interests and mobility patterns could be extracted from these profiles.
Although these location-based profiles may be considered helpful to improve and personalize the
quality of applications for the clients, they can potentially be utilized for unwanted purposes and
can cause different levels of privacy threats. Users’ mobility tracks are not only a collection of locations on a map. The content of these tracks includes the users’ interests, activities, habits, and relationships. It may also disclose users’ private information and secrets. It can expose the users to undesirable commercials and spam, or even threat of physical harm. All of these imply that the negative side effects of lacking location privacy have increased.

Location privacy can be defined as a special type of information privacy which concerns the ability of individuals to determine for themselves when, how, and to what extent location information about them is communicated to others. In short, control of location information is the central issue in location privacy [16]. The main aim of this thesis is to protect the users’ location privacy against a passive adversary, active adversary and malicious service providers while they are using LBSs. We consider the following threats in our architecture:

**Passive adversary.** A malicious location based service provider (LBSP) or an external observer who has access to the data that passes between the user and the database on the communication channel but cannot change the data.

**Active adversary.** A malicious external observer who has access to data that passes between the user and the database on the communication channel and can modify, delete or insert data. The LBSP is considered to be trusted in Claim 4.2.

**Malicious service provider.** A malicious server refers to an LBSP that tries to modify, delete or insert new messages in response to the user.

Users should have the privilege of controlling the amount of information (about their location) that is revealed and shared with others. This can be achieved in different ways such as users have a right to choose not to share their location information to untrusted applications, legislating
privacy policies to force organizations and service providers to protect their users’ location privacy; finally, designing a system in a privacy preserving manner, so it does not disclose users’ location information to others.

1.2 Thesis Statement

During the last two decades, privacy-preserving protocols for LBSs have been proposed based on non-cryptographic and cryptographic approaches. Non-cryptographic approaches use trusted third parties to maintain the user’s privacy, such as “dummy locations”, “K-anonymity” and “cloaking” approaches [42][52][54][63][103]. The K-anonymity approaches protect a user’s location by sending the user’s query with the queries of at least K other users within that region. Therefore, the service provider cannot determine the user or the user’s location. As an alternative to mixing the user’s query with K-1 genuine queries, the user could generate K-1 dummy queries and send these to the service provider. The main goal of cloaking is to modify or blur the exact location of the user within a certain area (from perspective of the LBS provider).

The main drawback of these approaches is that they use a trusted third party as an anonymizer for K-anonymity approaches or cloaking approaches to prevent the service provider from guessing the user’s location. Both of these approaches may protect the user’s location information in many LBS applications, but neither of these is suitable for the nearby friends’ application because the nearby-friends’ application needs to know the identity of the person who is nearby (therefore, the K-anonymity approach is not an appropriate choice for this application). In addition, they are unsuitable because the nearby-friends’ application should protect both friends in the proximity relationship. Furthermore, the approximate location or K-1 dummy query features can affect the returned information (making it less useful).
Moreover, the trusted third party-based construct has an inherent drawback: it could become the primary security vulnerability of the system since it stores sensitive information of all users. If an attacker breaches this third party, the users’ private information will be compromised. Note, too, that it is difficult to find an entity that will be trusted fully by all users in practice. The main challenge is to tackle these problems to retrieve required information without disclosing any user’s location information.

Our main focus in this thesis is to use cryptographic mechanisms to help the user search on her smartphone for nearby friends or particular places of interest (POIs) while keeping her location private from other parties and the location-based service provider (LBSP). The cryptographic mechanisms use encryption methods to protect user location. The main difference between our two protocols is that in the nearby friends’ protocol, users interact with each other to find out if they are nearby or not, but in the nearby places protocol, the user should send her request to the service provider to find out the nearby places. We show our two proposed protocols are not only useful for location-based applications, but also suitable to apply to other kinds of applications that need to protect users’ privacy while they are searching for similarity of their data with other data without revealing the value of their data, or when they are searching for specific data in a database.

As an item of independent interest, we propose the idea of adding a machine learning algorithm to our nearby friends’ Android application to estimate the validity of a user's claimed location to prevent users from sending a fake location to the LBS application. Our approach provides anomaly detection by using a machine learning algorithm as an additional step to centralized and/or distributed location proof systems to enable more reliable location proofs. A location proof is a digital certificate attesting the position of a user at a specific time. Our
proposed protocol is able to distinguish between regular or expected users’ locations and irregular or unexpected users’ locations.

1.3 Thesis Overview

The rest of this thesis has the following structure: chapter 2 presents our first protocol “Privacy-Preserving Discovery of Nearby Friends”. We also discuss the security analysis and prototype implementation of our first protocol. In chapter 3 we use the approach described in chapter 2 to construct an efficient solution to the socialist millionaires’ problem. Chapter 4 constructs a PIR scheme to improve the computation cost on the client-side of smartphone applications and we present our second protocol “PIR-based Scheme for Discovering Nearby Places” based on that. We also discuss the security analysis and prototype implementation of our second protocol. In chapter 5 we propose an idea of adding a machine learning algorithm to our nearby friends’ Android application of chapter 2 to estimate the validity of the user's claimed location. Finally, chapter 6 concludes this thesis.
Chapter 2
Privacy-Preserving Discovery of Nearby Friends

Location-Based Services (LBSs) use the global positioning systems and the mobile phone network to calculate the geographical position of mobile phones. If the users have given that application appropriate permission at the time of application installation, the device automatically releases the user’s location to the service provider applications. By granting this permission, the user’s location is sent periodically, or whenever the service is required, to the service provider. However, revealing accurate location information in a manner that is completely invisible to the users can give rise to privacy concerns.

Social networking applications have added nearby friends features by using the features of LBSs. Some of the more popular applications are Facebook nearby friends, Loopt, WeChat, etc. These applications have become popular and widely used. They need to access the exact (or obfuscated) user’s location to calculate the distance between friends and return the result. However, the leakage of the user’s precise location to friends and the service provider may be a concern.

Secure LBSs [42][52][54][63][103] have been proposed using cryptographic and non-cryptographic mechanisms. Most existing solutions are non-cryptographic approaches. These typically use a trusted third party as an anonymizer for K-anonymity approaches or cloaking approaches. The K-anonymity approaches protect a user’s location by sending the user’s query with the queries of at least K-1 other users within that region. Therefore, the service provider cannot guess the user’s identity. As an alternative to mixing the user’s query with K-1 genuine queries, the user could generate K-1 dummy queries and send these to the service provider. The
main goal of cloaking is to deviate or blur the exact location of the user within a certain area from the LBS provider.

As mentioned in Chapter 1, both of these approaches may protect the user’s location information in many LBS applications, but neither of these is suitable for the nearby friends’ application. The approximate location or K-1 dummy query features can affect the requested information. The main challenge is to tackle these problems to retrieve required information without disclosing any user’s location information.

The cryptographic mechanisms use encryption methods to protect users’ location. Homomorphic encryption makes it possible to perform addition and/or multiplication over encrypted data. The LBS service provider could, therefore, process the encrypted data and return required information to the user. The user who requested the data is the only one who can decrypt it. Therefore, the user location information can be kept private from the service provider. In nearby friends’ applications, cryptographic mechanisms could remove all responsibility for proximity calculation from the server. Friends send their encrypted location directly to each other. On the receiver side, the encrypted data is processed and the result is returned to the sender without revealing location information.

2.1 Our Contributions

We propose a homomorphic cryptographic protocol, based on the Goldwasser-Micali probabilistic encryption scheme[45][46], for discovering nearby friends. Our protocol possesses a number of advantages over the existing ones. First, our protocol does not need a trusted third party for processing data. Second, the server simply registers users and forwards the encrypted
data between them – it cannot collude with friends to learn information about users’ locations. Finally, our protocol is secure against an active adversary who has access to the ciphertext on the communication channel and a decryption oracle. The adversary cannot forge another ciphertext, which leads him to guess the user’s location (IND-CCA2 security) [10]. Moreover, he cannot modify the ciphertext, which leads to forging the user’s location and affects the outcome of the nearby friends’ application (NM-CCA2 security) [10]. We have used the same approach to solve the socialist millionaires’ problem; this is presented in Chapter 3.

The remainder of this chapter has the following structure. Section 2.2 presents a brief overview of previous work on privacy-preserving protocols for LBSs. Section 2.3 describes the details of our threat model and IND-CCA2 proposed protocol based on the Goldwasser-Micali cryptosystem. The security analysis of our proposed protocol is discussed in Section 2.4. Section 2.5 explains the efficiency of our proposed protocol. Section 2.6 gives an overview of our prototype implementation on Android. The limitations of our proposed protocol are discussed in Section 2.7. Finally, Section 2.8 summarizes the chapter.

2.2 Related Work

In this section, we give an overview of the existing location-based schemes for privacy preservation of a user’s location as follows: dummy locations, K-anonymity, spatial obfuscation, encryption, and PIR-based approaches.

2.2.1 Dummy Locations

In this approach, the user generates some fake locations, which are called dummies, and sends them with her real location to the LBS. In this way, the LBS would not find out which of them is
the user’s real location and the location of the user remains secure. The main advantage of this approach is that the user does not need to rely on a trusted third party to produce dummies. The difficult part of this approach is to generate the dummies in such a way that they are not recognizable from the real location. For example, if an adversary tracks the user for a period of time, he should not be able to find out which of the sent locations is the real one. Shankar et al. [92] presented an approach that assumed that the user generates a database from historical traffic and creates her dummy locations from it. In this way, her dummy locations are indistinguishable from her real location. Obviously, the security of this approach depends on the number of fake requests sent to the LBS. The main drawback of this approach is the fact that as the number of requests grows, the LBS may suspect that the user is an adversary and ignore the request. Furthermore, when the number of requests is increased, it slows down the server’s response time.

Niu et al. [79] proposed a caching-based scheme, which presents two caching-aware dummy selection algorithms to preserve location privacy. However, this method is only suitable for the snapshot query in LBSs.

2.2.2 K-Anonymity

The concept of K-anonymity [32][44][77][34] in location privacy approaches tries to make sure that in a set of K users, a specific user’s identity is indistinguishable from K – 1 other users. Here, K is the security parameter, which determines the level of anonymity. In K-anonymity, often a trusted location anonymizer is responsible for blurring users’ locations into cloaked (i.e., obfuscation) areas, such that the probability of identifying the user is 1/K. The trusted anonymizer calculates an obfuscation area of a user that includes K-1 other users in that area [47]. By this approach, the trusted anonymizer can provide K-anonymity; that is, hiding the user’s actual location by returning an area that has K-1 other people and protecting her identity
by a pseudonym. This approach assumes that all users have the same K-anonymity requirements and it suffers from scalability because the anonymizer calculates the set of K-1 other users and the obfuscation area for each user individually.

In Casper [77], the anonymizer maintains the locations of the user base in a pyramid data structure, like a Quad-tree. If the calculated obfuscation area contains k users, it will consider it as a cloaking region. Otherwise, the horizontal and vertical neighbors of the obfuscation area are added to the obfuscation area to provide enough users to apply k-anonymity. In the worst case, if the number of users is not enough, even with the neighbors, the anonymizer uses the parents of the obfuscation area and repeats this process until enough users are found. This approach guarantees k-anonymity, the minimum area and the maximum area within which the user wants to hide. Gedik et al. [34] proposed another K-anonymity scheme to support a personalized level of anonymity where each user is able to define the minimum and the maximum acceptable limits for the obfuscation area size and time periods. These approaches could present a problem due to the requirement of all the mobile users to periodically report their exact locations to the trusted location anonymizer. Storing the user’s exact location at a server is not secure and the user’s privacy is clearly impossible because the server could be a single point of attack.

To deal with these problems and remove the trusted anonymizer, Ghinita et al. [39] introduced a decentralized, cooperative, peer-to-peer model. The main idea is the dynamic formation of nearby peer groups that can perform location anonymization for each other to achieve reciprocity in an arbitrary spatial region, K-ASR. Using this approach, the individual in one K-ASR can cloak their location from all other K-ASRs. Consider a user $u_q$ issuing a query and its associated K-ASR $A_q$. $A_q$ satisfies the reciprocity property iff there exists a set of users $AS$ lying in $A_q$ such
that (i) \(|A_S| \geq K\), (ii) \(u_q \in A_S\) and (iii) every user \(u \in A_S\) lies in the K-ASRs of all other users in AS. Although a trusted anonymizer is not required anymore, all users must trust each other.

Similar to k-anonymity clustering, Mascetti et al. [74] presented an approach called historical k-anonymity that takes motion into consideration. They proved that an adversary could make the connection between each user and their location by observing continuous location updates. The ProvidentHider [74] algorithm uses historical information of each user to prevent this attack under certain assumptions. However, this approach did not consider query privacy. Query privacy is the ability to prevent other parties from learning the issuers of queries.

To hide the identity of the user who sends the request in a k-anonymity clustering approach, Chow et al. [22] used unstructured peer-to-peer networks. The user uses peer-to-peer communication to find a spatial region that contains k users. After clustering is finished, a random member of the cluster will send the query to the service provider server. Another fully distributed mobile peer-to-peer approach [40] called MobiHide presented Hilbert space-filling curves to anonymize a query by mapping it to a random group of k users. The mobile users should trust each other to exchange their location information and collaborate in computing cloaking regions. The main drawback of clustering k-anonymity is the overhead and latency of the group formation and entire communication.

Hu et al. [58] proposed another decentralized approach in which users collaborate to make a cloaking region without revealing their exact location to other peers. However, like previous ones, this approach considers just a snapshot of user locations and is not secure in continuous location updates.
Zhong and Hengartner [110][111] proposed two approaches to eliminate the requirement of fully trusting a single trusted third party, instead moving trust to suitable set of non-colluding entities. A number of location brokers track the location of different subsets of registered users. Each location broker learns the location and number of users that have registered with this broker, but not the total number of users in this cell (as some users may be registered with another broker). Moreover, a set of servers informs the user whether at least k users have registered in the user's current cell. The main drawbacks of their approaches are that entities (servers and users) need to trust each other, they are not secure against malicious entities, and they are vulnerable to collusion among the entities.

Ghaffari et al. [38] presented a distributed anonymizing protocol in which each mobile node collaborates with other peers to construct a specific anonymizing zone without accessing any information about other nodes. The main drawback of their protocol is that significant computation overhead on the user side may occur due to the processing of queries as well as the filtering of redundant results.

Ying and Nayak [108] proposed a Location Privacy-protection protocol based on sensor nodes which are scattered throughout the network to provide anonymized locations for users. Since the sensor nodes coverage must have a non-overlapping characteristic, it is difficult to deploy this scheme in the real world.

To enhance the anonymizing or cloaking technique, Sun et al. [97] introduced location labels to separate the locations of mobile users into sensitive and ordinary locations, and designed a location-label based (LLB) algorithm to protect the location privacy of users while minimizing the response time for LBS queries.
2.2.3 Location Obfuscation

“Location obfuscation” approaches try to preserve location privacy by changing, deviating or blurring the exact location of a user. Spatial cloaking approaches rely on a spatial area, not the number of users like K-anonymity. They may even accommodate the case that only one user is located at the spatial obfuscation region. The concept of spatial obfuscation was introduced by Ardagna et al. [4]. The user selects a circular region instead of her exact location and sends it to the LBS. This approach does not require a trusted third party to generate the obfuscation location. In addition, the user can choose their obfuscation area. However, the user should be careful about her choice because it affects the returned result. Cheng et al. [18] presented probabilistic cloaking, which preserves the privacy of the user’s location by uniformly distributing it in a closed region around her. In Duckham and Kulik [28], the obfuscation regions are modeled as a set of vertices in graphs, which provides a more flexible model of geographic space than circles.

Hashem et al. [50] presented the first group-based approach that tries to find a location nearest to each of the group members. For example, a group of friends wants to meet in a restaurant that minimizes travel for all of the group members. For privacy preservation of the user’s location, they offer a two-phase method. In the first phase, each user sends her imprecise location to the LBS instead of her exact location. In the second phase, the private filtering algorithm determines the exact result without disclosing the exact location of each user. Their approach preserves the location privacy for all users inside and outside of the group. However, it suffers from a high communication cost. All members have to send a distinct query to the LBS and the LBS has to send back a set of candidate answer points (where the exact result is one of them). Then, group members have to determine the exact result from the candidate set.
Damiani et al. [23] developed a semantic location cloaking framework called Probe (PRivacy-aware OBfuscation Environment). The idea here is that the user’s location may have a different sensitivity depending on where the user has been. For example, being in a hospital is more sensitive than being in a crowded street. By considering this sensitivity, the user can expand their obfuscation area in such a way that the probability of being in a certain sensitive location is less than a defined threshold.

In all these schemes, the size of the obfuscation region can be reduced if the adversary has background knowledge about the users’ location. In order to stop this attack, Ardagna et al. [5] introduced “Landscape-aware Location-Privacy Protection” which aims to provide a map-dependent obfuscation area by considering the probability that a user’s location is actually contained in an area.

Social-aware Location-privacy Protection (SLP) [107] uses social ties to protect the privacy of the original requester and uses cloaking areas instead of exact coordinates to enhance security. In their proposed network, participants may be friends, strangers, or malicious persons. The original requester still must take the risk that strangers might learn everything about the query, as these strangers can collude to compromise the location privacy of the requester.

Multi-Hop location protection (MHLP) [59] provides location privacy by sending messages through trusted friends. This algorithm aims to provide location privacy for nodes by using an obfuscation path. In order to provide identity privacy, the last friend exchanges her information with the message sender’s information to hide the sender’s real identity. Messages are encrypted in this algorithm so that confidentiality is provided, and trusted friends are recognized according to a defined threshold value.
2.2.4 Cryptography-based Approaches

Cryptographic location privacy approaches use encryption to protect user location. Mascetti et al. [75] use symmetric encryption techniques to notify users when their buddies are within their proximity in order to prevent friends and a location-based service provider to find out the actual current user location. However, the location-based service provider could compare the encrypted values if the encrypted scheme is not semantically secure. Therefore, the LSB provider could collude with one of the parties to find out the location of other friends. Alternatively, it could misinform friends that they are far apart from each other even though they are actually nearby.

Zhong et al. [109] proposed three different protocols for location privacy to alert friends if and only if that friend is actually nearby. The protocols are called Louis, Lester, and Pierre. The service provider does not need to be aware of the users’ locations. There are some drawbacks of each protocol such as one of the users will learn the exact location or distances of the other user in the Pierre protocol. The user can add a guessable location to check if her friend is near a special place or not in the Lester protocol. Finally, all of them require the user to calculate distance R, which is computationally expensive.

Narayanan et al. [82] presented three protocols to enable proximity testing without revealing the mobile users’ real location information for privacy preserving distributed social discovery. It allows users to exchange location-based information with friends while protecting their privacy. These schemes allow two parties to exchange privately whether they are close or not, without disclosing any further information to each other, the server or any eavesdropper. However, with an oblivious server, the protocol cannot guarantee privacy if any two parties collude.

Siksnys et al. [94] presented a location-privacy aware friend-locator LBS called FriendLocator. Each user encrypts her location with a one-to-one pre-shared key. Later, the
server checks for finding a user’s proximity by matching the encrypted location into four cells of a grid. This scheme has many flaws, such as lack of flexibility in user preference, dynamic-shape vicinities, and the server learns the information that was retrieved about the distance between users.

The buddy tracking application [3] presented an efficient algorithm for proximity detection called Strips. This approach focuses on the efficiency in terms of computation cost and communication complexity, such as reducing the messages exchanged between users, rather than location privacy issues. In general, cryptographic approaches try to determine whether location-based queries such as nearby friends’ queries can be provided efficiently over the encrypted data.

In collaboration methods [48][67][96], each user collects her location data to generate the cloaking region. The communication channels between the users are secure: user data privacy is guaranteed with cryptographic solutions. Shokri et al. [93] presented a collaboration scheme to exchange context information among the interested users, which allows one user to answer LBS queries from another user. However, user interactions pose additional privacy risks in some cases. Generally, in a non-centralized architecture, these approaches incur a high processing overhead on the client. In addition, the redundant results returned from the LBS server also incur a high communication overhead between the user and the LBS server.

2.2.5 PIR-based Approaches

Private information retrieval (PIR) techniques have drawn a lot of attention for privacy-preserving LBS for nearby points of interest (POIs) queries [42]. PIR allows a user to query a specific record of the database, without revealing which record the user is interested in to the server. Most of the previous PIR-based approaches in the location-based services are based on
secure hardware-assistance, which makes use of a secure coprocessor at the LBS server [31][52]. The secure hardware-based PIR uses the idea of a tamper-resistant CPU, which is trusted by the user, connected to the server. The user sends his query to this CPU, while his query is unreadable by the server. The CPU extracts the requested information from the server’s database and returns the results to the user. The main drawback of all secure hardware PIR schemes is that the proposed architectures are secure as long as the user can completely trust the hardware, which is often unrealistic. We review the details of previous work on PIR schemes and PIR-based LBSs in sections 4.2.1 and 4.2.2, respectively.

2.3 Proposed Privacy-Preserving Protocol for Nearby Friends

The main aim of cryptographic approaches in nearby friends is to make it possible to automatically detect nearby friends even when the user’s location privacy is applied to the application. Our proposed protocol uses homomorphic encryption of the Goldwasser-Micali (GM) cryptosystem to achieve this purpose.

2.3.1 Review of the Goldwasser-Micali Scheme

An important family of homomorphic encryption schemes [90][106], using the first probabilistic public key encryption system proposed by Goldwasser and Micali in 1982 [45][46], is described in Figure 1. The GM cryptosystem uses probabilistic encryption which is based on randomness. By using randomness in the encryption algorithm, every time we encrypt the same message, the ciphertext is different. With this consideration, the computational complexity of this step is $O(l(p)^2)$, where $l(p)$ denotes the number of bits in $p$. Note that the computational cost of decrypting $k$ bits to plaintext is $O(k. l(p)^2)$. 
Unfortunately, by increasing the number of bits, this approach has a strong drawback. This is not very efficient for an application with long data input [30]. However, the input data of our proposed protocol does not exceed 100 bits per user in the worst case (which is an MGRS-0.1 km grid reference; see section 2.3.3). The description of how we calculate the input for our nearby friends’ application is presented in the grid-based location section in more detail.

\[
\text{Goldwasser-Micali}[45][46].
\]

In the Goldwasser-Micali cryptosystem, as described in Figure 1, if the public key is the modulus \( n \) and quadratic non-residue \( g \), then the encryption of a bit \( b \) is 
\[
\varepsilon(b) = g^b r^2 \mod n
\]

for some random \( r \in \{0, ..., n - 1\} \). The homomorphic property is then:
\[
\varepsilon(b_1).\varepsilon(b_2) = g^{b_1}r_1^2 g^{b_2}r_2^2 \mod n = g^{b_1+b_2}r_1^2 r_2^2 \mod n = \varepsilon(b_1 \oplus b_2),
\]

where "." denotes multiplication and "\( \oplus \)" denotes exclusive-or.

The Goldwasser-Micali encryption scheme is semantically secure. (This notion of security is also commonly referred to as Indistinguishability under a chosen-plaintext attack (IND-CPA) [46]). Semantic security means that no partial information about the plaintext can be learned from the ciphertext. However, this definition of secrecy is only valid if the adversary is passive. In the other attack scenario, the attacker who is impersonating the sender is allowed to additionally inject a ciphertext on the communication channel between the sender and receiver.
Thereby, it causes the receiver to decrypt the ciphertext and get some information back to the attacker. This attack is called “chosen-ciphertext-attack” (CCA1), where the attacker can submit any ciphertext of his choice to the decryption oracle, then he learns the entire corresponding plaintext. In this model, the attacker loses the decryption oracle after he receives the challenge ciphertext. There is also “adaptive chosen-ciphertext attack” (CCA2), where the attacker can continue querying the decryption oracle with one restriction that he cannot decrypt the challenged ciphertext. This is a quite strong attack; nevertheless, there are real scenarios in which this level of security is required (IND-CCA2).

The main goal to tackle this attack is to define valid ciphertexts in such a way that the adversary cannot forge another ciphertext that leads him to guess the plaintext (IND-CCA2); moreover, he cannot modify the ciphertext in a way that affects the outcome of the protocol (NM-CCA2). Mao [67] showed the vulnerability of the GM cryptosystem to CCA2. In section 3.5, we show our proposed protocol solves this attack by using an authenticated encryption scheme that is called “Encrypt-then-MAC” [10].

2.3.2 The Vulnerability of the GM Cryptosystem to CCA2

Mao [73] showed the vulnerability of the GM cryptosystem to CCA2 with an example as follows:

Alice plays the role of a GM decryption oracle, and Malice can send reasonable ciphertext queries to her. If the received ciphertext looks random to Alice, she returns the plaintext to Malice. Suppose that Malice eavesdropped a ciphertext C = (c_1, c_2, ..., c_n) on a communication channel between Bob and Alice. The main goal of Malice is to find out the plaintext B = (b_1, b_2, ..., b_n). He modifies the ciphertext as follows:
\[ C' = (zc_1, zc_2, ..., zc_n) \mod N \]

Malice uses the following algebraic property:

\[
ab \mod N \in QR_N \iff \begin{cases} 
    a \in QR_N \text{ and } b \in QR_N \\
    a \in J_N(1)/QR_N \text{ and } b \in J_N(1)/QR_N
\end{cases}
\]

He chooses \( z \in J_N(1)/QR_N \). Therefore, \( C' \) looks random to Alice, and she returns the decryption \( B' = (b'_1, b'_2, ..., b'_n) \) to Malice. Then the “multiply-by-\( z \)” attack allows Malice to learn \( B = (b_1, b_2, ..., b_n) \) by complementing each bit of the received \( B' \).

Mao showed that an explicit oracle service is not necessary. Even if Alice stops decrypting Malice’s random ciphertext, Malice can still find out the plaintext bit by bit with the following example:

Malice wants to know whether the decryption of \( c_1 \) is 0 or 1. He sends an encrypted question to Alice for her to answer (e.g., a question requiring a YES/NO answer). Malice encrypts the first half of the question using Alice’s valid public key, but encrypts the second half of the question using \( c_1 \) in place of \( g \) in Figure 1 above. If Alice decrypts the first part of the message correctly and the second part of the message is all zeroes, she will ask Malice why his message is incomplete. Malice will learn that \( c_1 \) is a quadratic residue and therefore the decryption of \( c_1 \) must be 0. Otherwise, Alice will answer the question correctly and Malice will learn that \( c_1 \) is a quadratic non-residue and therefore the decryption of \( c_1 \) must be 1.

With these two examples of active attack, Mao showed that the GM cryptosystem is not secure against an active attack. Therefore, the notion of IND-CPA security is not sufficiently strong against an active adversary.
2.3.3 Grid-based Location

Let us consider a client-server architecture: Alice has a list of friends, \( \{U_1, U_2, ..., U_n\} = Alice_{FriendList} \), and the service provider acts as a registration server. All users can send and receive data through the service provider. Alice would like to be notified when any of her friends are nearby.

Each user extracts her location via GPS, Wi-Fi or cell towers and then the application calculates her grid reference based on the Military Grid Reference System (MGRS) [51]. The MGRS is a system to specify point locations on the earth. It uses a grid of squares of lengths 10 km, 1 km, 100 m, 10 m and 1 m depending on the precision used. Our protocol assumes a grid system like MGRS where pairs of friends agree on the grid reference size and they consider that they are nearby if they are located in the same grid square. For example, if two friends agree on 100 m, the MGRS will be "18T VR 465 301", which includes three parts: “18T” is the grid zone designator: “VR” is the 100-meter square identifier; and “465 301” defines a numerical location where east is “465” and north is “301” [51]. Figure 2 shows the different levels of MGRS blocks for the Ottawa, Ontario, area [117].
2.3.4 Problem Statement

Alice and her friends have their location as their secret values. This protocol allows Alice and her friends to separately learn whether they are in a same pre-agreed grid reference or not. However, if they are not in the same grid reference, Alice does not learn the location of her friends and her friends do not learn the location of Alice. Note that our protocol does not recognize that friends are nearby if they are near each other but in different grid squares.

Our proposed protocol is based on the homomorphic feature of the Goldwasser-Micali cryptosystem. We require the proposed protocol to be secure against active and passive attacks. However, homomorphic encryption schemes are malleable by design [6][114]. To tackle this problem we use an authenticated encryption scheme called Encrypt-then-MAC [10]. Bellare and Namprempre showed that encrypting a message and subsequently applying a MAC to the ciphertext implies security against an adaptive chosen ciphertext attack [10]. We analyze the security of the proposed protocol, and we show an active adversary who has access to the ciphertext on the communication channel, and the decryption oracle, cannot forge another
ciphertext which allows him to learn Alice’s location and her friends’ location (IND-CCA2 security). Moreover, the active adversary cannot modify the ciphertext in a way that allows him to affect the result of the protocol (NM-CCA2 security).

The nearby friends’ application notifies Alice if any of her friends are nearby her. The application could run in the background, and whenever it finds a nearby friend, a pop-up notification is displayed on Alice’s phone.

2.3.5 Threat Model

For the security proofs of the proposed protocol, we consider two different types of adversary, passive and active. Note that there is a certain amount of trust required between friends. If Bob uses a fake location, instead of his real location, there is no way to detect it in the proposed protocol. However, there are some techniques to stop the user from spoofing his location [82][113][114] (see also chapter 5).

The passive adversary has access to two ciphertexts created by Alice and Bob (see section 2.3.6), $C_A$ and $C_{AB}$ on the communication channel, but he is not able to modify any ciphertext. Note that the GM encryption algorithm used in the proposed scheme is semantically secure. This notion of security is also commonly referred to as indistinguishability under chosen plaintext attack (IND-CPA secure). Also, a MAC computed over ciphertext cannot reveal any information about the plaintext since GM is IND-CPA secure. Therefore, the entire proposed scheme is secure against the passive attacks (IND-CPA secure).

The active adversary can manipulate the communication channel between users. Therefore, he has access to two ciphertexts $C_A$ and $C_{AB}$, and the decryption oracle. He can send any modified ciphertext of his choice to the decryption oracle and receive the corresponding plaintext. The main
goal of the active adversary is to find out an individual’s location, or to learn whether two individuals are in the same location.

If friends are located in the same grid reference, they learn each other’s location. We desire that Alice does not learn her friend’s exact location, if they are not in the same grid reference. Our proposed protocol uses the homomorphic property of the Goldwasser-Micali (GM) cryptosystem; therefore, if the result of the XOR is not zero, a malicious application on Alice’s phone is able to detect her friend’s location. This can be addressed by putting the application and Alice’s private key in the secure element (SE) and using attestations. Note that the SE is not a trusted third party; it is a generic secure element that was built into her phone before she purchased the phone, and so it is not designed to attack Alice. The SE is simply a trusted component on her device that is assumed to execute cryptographic computations correctly. Note that the rest of her phone may or may not be trusted.

Given the assumption of having a trusted device raises the question of why we still need homomorphic encryption. Could not Alice’s friend (Bob) encrypt his location with standard public-key encryption and send it to Alice’s device? The SE would then decrypt the ciphertext, compare Bob’s location (in plaintext) to Alice’s location, and tell Alice only whether (or not) Bob is nearby.

We need homomorphic encryption to hide Bob’s exact location from Alice. When Alice uses the nearby friends’ application, her location is input to the application, and the application can validate the correctness of her location by using our proposed protocol in chapter 5. The application then homomorphically encrypts the (validated) location and sends the encrypted result to Bob. On the other hand, if only standard public key encryption is used, then when Bob’s encrypted location comes to the SE, Alice inputs her location to SE. However, the SE is not able
to detect if Alice’s location is real or fake (the SE cannot run a machine learning algorithm and is not able to access location proof services on the Internet). Therefore, Alice can learn Bob’s location if the fake location that she inputs to the SE is the same as Bob’s real location.

Note that in our proposed protocol, friends do not learn the exact location of their friends if they are in different grid squares. However, because we are using the grid reference system, if Alice’s grid reference and Bob’s grid reference have the same prefix, Alice will learn that Bob’s prefix is the same as hers (see section 2.3.3).

2.3.6 Proposed Protocol

Our protocol contains two phases. The first phase is the Enrollment phase in which the whole protocol becomes ready to use, on the client side and also on the server side. This phase can be repeated in the future if any changes occur or if the client decides to change the level of her privacy. The second phase is the execution phase in which the user searches for nearby friends.

**Enrollment Phase:** Suppose Alice wants to use our nearby friends’ application for the first time. Alice installs the application and logs on to the server by selecting a username and a password. The key generation algorithm generates a public and private key pair, \((PU, PR)\), based on the Goldwasser-Micali cryptosystem, and a second public and private key pair, \((PU_{RSA}, PR_{RSA})\), based on the RSA cryptosystem, for Alice on the secure element (SE). Alice sends a friendship’s request, her public key, and a preferred level of privacy to her friends. The level of privacy refers to the grid reference size (see section 2.3.3). Her friends who accept Alice’s request send their public key back to her. Note that the server in our protocol just passes encrypted messages between the users and it does not learn information about user’s location and whether they are close to each other or not.
**Execution Phase:** Suppose Alice wants to find out whether Bob is nearby her or not. The nearby process is as follows:

1. Alice first calculates the encryption of her location based on GM, \( M_A = \varepsilon_{GM}(PU_A, L_A) \) where \( L_A \) is a corresponding grid reference of Alice’s location.

2. Then, she applies Encrypt-then-MAC which is a composition of Encryption = \((K_e, \varepsilon, D)\) where \( K_e \) is a key, \( \varepsilon \) is the encryption algorithm and \( D \) is the decryption algorithm for a symmetric encryption scheme, and MAC = \((K_m, T, V)\) where \( K_m \) is a key, \( T \) is tagging algorithm and \( V \) is tag-verifying algorithm in a message authentication scheme MAC. She sends “return” to Bob:

   \[
   \begin{align*}
   K_{AB-e} & \leftarrow \varepsilon_{RSA}(PU_{RSA-B}, K_e) \\
   K_{AB-m} & \leftarrow \varepsilon_{RSA}(PU_{RSA-B}, K_m) \\
   C_A & \leftarrow \varepsilon(K_e, M_A) \\
   \tau_A & \leftarrow T(K_m, C_A) \\
   C_A & \leftarrow C_A || \tau_A \\
   \text{return } C_A \text{ and } K_{AB-e} \text{ and } K_{AB-m}
   \end{align*}
   \]

3. Bob calculates MAC to make sure the received message is from Alice, as follows:

   \[
   \begin{align*}
   &\text{Parse } C_A \text{ as } C_A || \tau_A \\
   &K_e \leftarrow D_{RSA}(PR_{RSA-B}, K_{AB-e}) \\
   &K_m \leftarrow D_{RSA}(PR_{RSA-B}, K_{AB-m}) \\
   &M_A \leftarrow D(K_e, C_A) \\
   &\nu \leftarrow V(K_m, C_A, \tau_A) \\
   &\text{if } \nu = 1 \text{ then return } M_A \text{ else return } \perp
   \end{align*}
   \]

4. Bob calculates \( M_B = \varepsilon_{GM}(PU_A, L_B) \) and \( M_{AB} = \varepsilon_{GM}(PU_A, L_B) * \varepsilon_{GM}(PU_A, L_A) \), and he sends “return” to Alice.

   \[
   \begin{align*}
   C_{AB} & \leftarrow \varepsilon(K_e, M_{AB}) \\
   \tau_{AB} & \leftarrow T(K_m, C_{AB})
   \end{align*}
   \]
\[ C_{AB} \leftarrow C_{AB} \| \tau_{AB} \]

return \( C_{AB} \)

Note that \( M_{AB} = \epsilon_{GM} (PU_A, L_A \oplus L_B) \) by the properties of homomorphic encryption.

5. Alice calculates MAC to make sure the received message is from Bob, as follows:

\[ \textit{Parse} \ C_{AB} \ \text{as} \ C_{AB} \| \tau_{AB} \]

\[ M_{AB} \leftarrow D(K_e, C_{AB}) \]

\[ \nu \leftarrow V(K_m, C_{AB}, \tau_{AB}) \]

\[ \text{if} \ \nu = 1 \ \text{then return} \ M_{AB} \ \text{else return} \ \bot \]

6. Finally, to prevent Alice from learning Bob’s location, our application on Alice’s side sets \( E = 0 \) and ORs it with decryption of the received \( M_{AB} = \epsilon_{GM} (PU_A, L_A \oplus L_B) \) bit by bit. Whenever the first “1” is detected, the decryption process stops. Otherwise, the result is “0” and Alice is notified that “Bob is nearby”.

This protocol is asymmetric equality testing because Alice learns the answer, but Bob does not. Bob should repeat the above protocol with his own public key to learn whether Alice is nearby him or not. The protocol is based on the homomorphic feature of GM, in which the product of the encryptions of two bits is equal to the encryption of their XOR; therefore, if those two bits are the same, the result of XOR will be “zero”.

Clearly, if Alice and Bob are in the same grid reference, Alice learns Bob’s location. If they are not at the same grid location, we have to show that Alice does not learn Bob’s location. Because of the stipulation that \( E = 0 \), which is then ORed with the decryption of \( \epsilon_{GM} (PU_A, L_A \oplus L_B) \) bit by bit, and stops whenever the first “1” is detected, Alice does not learn Bob’s location if the result of XOR is not zero. However, this stipulation does not prevent a malicious application. This can be addressed by putting the computation and Alice’s private key
in the secure element (SE) and using attestations. If the risk is considered small, the application can be run by itself; if the risk seems too great, SE is used instead for the relevant computation.

2.4 Security Analysis of the Proposed Protocol

Lemma 2.1. The proposed scheme is IND-CCA2 secure.

Assumption. We assume Malice is an active adversary, which means that he can manipulate the communication channel between Alice and Bob. Therefore, Malice has access to two ciphertexts \( C_A \) and \( C_{AB} \), and also the decryption oracle. He can send any modified ciphertext of his choice to the decryption oracle and receive the corresponding plaintext. The main goal of Malice is to find out Alice’s location, or Bob’s location, or whether Alice and Bob are in the same location.

Proof. Malice tries to modify \( C_{AB} \), as follows, and sends \( C_M \) to the decryption oracle.

\[
\text{Parse } C_{AB} \text{ as } C_{\bar{A}B} || \tau_{AB}
\]

\[
C_M = C_M || \tau'_{AB}
\]

The decryption oracle calculates:

\[
\text{Parse } C_M \text{ as } C_M || \tau'_{AB}
\]

\[
M_M \leftarrow D_{RSA}(PR_A, C_M)
\]

\[
\nu \leftarrow V(K_m, C_M, \tau_{AB})
\]

\[
\text{if } \nu = 1 \text{ then return } M_M \text{ else return } \bot
\]

Since Malice modifies \( C_{AB} \) to \( C_M \), the value of \( \nu \) is not equal to 1, therefore, the decryption oracle returns \( \bot \) to Malice. These chosen ciphertext queries did not help Malice to guess the plaintext. We also showed the proposed protocol is IND-CPA secure. Therefore, the proposed scheme is IND-CCA2 secure. Bellare et al. [10] proved that IND-CCA2 implies NM-CCA2. As a result,
attacker cannot modify the plaintext in a deliberately meaningful way by modifying the ciphertext.

### 2.5 Efficiency (Performance)

**Computation time:** Using the Goldwasser-Micali cryptosystem is not efficient, as a ciphertext may be several thousand times larger than the plaintext. However, our defined Android application runs automatically in the background and whenever it finds a nearby friend, it notifies the user. With this perspective, the user is not involved in the computation process even if it takes time.

**Energy consumption:** The amount of data processed is not large, although any computationally intensive operation that happens continually in the background will significantly impact battery drainage rate. The user can control how much background processing takes place (e.g., she can check for nearby friends every 60 minutes, or whenever her location changes).

### 2.6 Implementation

We implemented a client-server component to show the performance of our proposed protocol. The registration server is a tomcat server, which forwards encrypted messages between users. The user application is an Android API level 15, IceCreamSandwich, which is installed on the user’s phone and, after registration, the user can add her friends. Alice and each of her friends should agree on the grid reference size (e.g., 10 km, 1 km, 100 m or 10 m). As we mentioned before, the user has control over updating her location. For example, she can check for nearby friends every 60 minutes, or whenever her location changes. We set the application to send the
update location every 10 minutes. Alice’s task finishes at this point and the application does the computation part in the background. Whenever the application finds a nearby friend, a notification pops up on the user’s phone.

For showing the efficiency of the Goldwasser-Micali algorithm, we ran the desktop application, which encrypts and decrypts different grid reference sizes: 10 km, 1 km, 0.1 km and 0.01 km. We tried this for different numbers of friends and we ran our application one hundred times to calculate the overall computation time for Goldwasser-Micali. Figure 3 shows the linear increase of calculation time when the number of friends increases. As expected, 10 km has the least calculation time since MGRS has only 6 characters (e.g., 4QFJ16); therefore, it reduces the calculation time in the Goldwasser-Micali cryptosystem. In the worst case, we have 14 characters for presenting each user’s grid reference. Therefore, the computation process does not take long even if the number of friends increases (i.e., less than 2 seconds in the worst case in Figure 3).

We implemented our proposed protocol application and we used two “Samsung S5 neo” phones and one “Sony Ericsson XPERIA TX lt29i” to calculate the computation time for one and two friends in a real scenario. We wanted to make sure the computation time of Goldwasser-Micali on the Android application is practical. We tried it in the Ottawa region where the MGRS is “18TVR 44 14” for 1000 m, “18TVR 442 148” for 100 m and “18TVR 4420 1489” for 10 m. We tried this application 10 times, and the average computation time is shown in Figure 4.

The worst case occurred when the MGRS grid size is 10 m, which is 12 characters. However, the total computation time is sub-second for two friends. This shows that it is computationally possible to use the Goldwasser-Micali cryptosystem for realistic ciphertext sizes. As mentioned
before, all these calculation processes take place in background activity, and the user is not stuck waiting for the application to complete processing.

![Figure 3 Encryption and decryption time for Goldwasser-Micali](image)

![Figure 4 Computation time of the proposed protocol](image)
Figure 5 shows the implementation of our Android application. The user should enter her name in order to login to the application (Figure 5a). When the user clicks on “join”, the first screen shows the list of the friends which were added in the past. The first time that the user logs in, this list is empty. The user can click on “+” to add new friends. A new screen pops up and the user can search the name of the new friend. In the next step, the user should select the level of privacy with this new friend and the friends list will be updated. The application is running in the background, and whenever it finds a nearby friend, a pop-up notification is displayed on Alice’s phone and Alice can see a green light beside the nearby friend on the friends list (Figure 5e).

2.7 Limitations of our Proposed Protocol

The main limitation is if one of the users uses a fake location, instead of his real location, there is no way to detect it in our proposed protocol. There are some techniques to stop the user from spoofing his location (see Chapter 5). However, none of these techniques can completely
prevent spoofing. We also require an SE on Alice’s phone to do the cryptographic computation if Alice is malicious.

Our proposed protocol is asymmetric equality testing because at the end of the protocol Alice who asked for her nearby friend learns the answer that Bob is near her or not, but Bob does not. If Bob trusts Alice, she can forward the result to Bob, otherwise Bob should repeat the protocol to learn whether Alice is nearby him or not.

As we mentioned in section 2.3.3 our protocol assumes a grid system like MGRS where pairs of friends agree on the grid reference size and they consider that they are nearby if they are located in the same grid square. However, if they are located in two different adjacent MGRS squares, our protocol is not able to determine that they are close even though they may be located on the border of these MGRS squares. Moreover, as we mentioned in section 2.3.5, the Enrollment phase should be repeated every time, if the user decides to change the level of her privacy.

2.8 Summary

In this chapter, we proposed a protocol for a nearby friend privacy preserving LBS. Our proposed protocol is based on the Goldwasser-Micali probabilistic encryption scheme. The homomorphic property of the Goldwasser-Micali cryptosystem makes the corresponding plaintext equal to the XOR of the two grid references. If two grid references are equal, the result is “zero”. However, the Goldwasser-Micali cryptosystem is vulnerable to CCA2 attacks. Our proposed protocol uses authenticated encryption, Encrypt-then-MAC, to tackle this problem. We analyzed the security of the proposed protocol, and we showed that an active adversary, who has
access to the ciphertext on the communication channel and the decryption oracle, cannot forge
another ciphertext that allows him to guess the user’s location (IND-CCA2). Moreover, the
active adversary cannot modify the ciphertext in a way that allows him to affect the outcome of
the protocol (NM-CCA2). We also showed the performance and practicality of our protocol in
real world applications.
Chapter 3

An Efficient Solution to the Socialist Millionaires’ Problem

In cryptography, the socialist millionaires’ problem [60] is to determine whether the wealth of two millionaires is equal, in a way that no information about each party’s riches is leaked to the other party. This concept is mostly used in cryptographic protocols to verify the identity of two remote parties, in order to find out if both of them have the same secret information. This secret information could be a password or a passphrase that is shared between them outside the communication channel [60]. The socialist millionaires’ problem is a variant of the Millionaires’ Problem [104][105], in which two millionaires want to know who has the most money, without disclosing the actual amounts they own. For example, in cryptographic protocols, Alice has the secret value $x$ and Bob has the secret value $y$. They want to know whether $x$ or $y$ is greater than the other; however, they do not want to disclose any information about $x$ and $y$ to each other. Note that most of the existing solutions are presented to make the Millionaires’ Problem more efficient [29][70].

In the socialist millionaires’ problem, a passive attacker can eavesdrop on the communication channel between Alice and Bob, and he has access to the ciphertext. However, it should be infeasible for him to figure out any information about $x$, $y$ and even whether $x=y$ (IND-CPA) [11]. Moreover, an active attacker who can actively send a message or interfere with the message on a communication channel, should not learn more than a passive attacker (IND-CCA2). He should also not be able to modify the ciphertext in such a way that it leads to a desired modification of the plaintext (NM-CCA2). Bellare et al. [11] presented relations among notions of
security for popular public-key encryption schemes, such as IND-CCA, NM-CCA, IND-CCA2 and NM-CCA2.

Note that even “perfect secrecy” [104], which is a very strong notion of security that does not rely on any computational assumptions, is not sufficient to imply non-malleability and therefore achieve NM-CCA2. Semantic security, defined by Goldwasser and Micali [45][46], is the computational analogue to Shannon's concept of perfect secrecy. Semantic security means that no partial information about the plaintext can be efficiently learned from the ciphertext. However, this definition of secrecy is only valid if the adversary is passive. As a matter of fact, semantic security offers no guarantee of secrecy at all if the adversary is active. Mao [73] showed the vulnerability of the GM cryptosystem to a chosen ciphertext attack.

The first solution to the socialist millionaires’ problem [60] is based on complexity of polynomial operations but is not fair. Later, Boudot et al. [13] presented a fair and more efficient protocol for the socialist millionaires’ problem that has the same properties as the Jakobsson et al. [60] protocol, and it requires $O(k)$ exponentiations, where k is the security parameter [13][17]. Later, Garay et al. [17] showed that none of the above protocols remains secure when concurrently composed. They presented [17] a very simple protocol that remains secure when arbitrarily composed with any protocol. However, their proposed protocol still needs $O(k)$ exponentiations.

Secure computation of the socialist millionaires’ problem requires convincing two parties that the result is correct and neither party learns about the secret input of the other party. Moreover, the computation needs to be fair, which means that one of the parties cannot stop the protocol from sending the result to the other one. The socialist millionaires’ problem also
assumes that both parties are honest about their input and they do not cheat to send a false input \( X' \) instead of \( X \).

The focus of this section is to solve the socialist millionaires’ problem efficiently by using techniques different from the ones presented previously. In this solution, we take advantage of the XOR-homomorphic property of the GM scheme. However, the GM cryptosystem is not secure against an Adaptive chosen-ciphertext-attack (IND-CCA2) and homomorphic encryption schemes are malleable by design [6][115]. Therefore, we present a solution to these problems. The proposed protocol can be used in cryptographic problems that are solvable with the XOR homomorphic property of the GM. In order to achieve IND-CCA2, we present a scheme that uses the authenticated encryption scheme called Encrypt-then-MAC.

3.1 Problem Statement

Two parties, Alice and Bob, have secret values \( X \) and \( Y \), respectively. They want to know whether \( X=Y \) without disclosing information about \( X \) and \( Y \) to each other, and if \( X \neq Y \) they learn nothing. This problem is known as socialist millionaires’ problem [60]. In the following section we describe the socialist millionaires’ problem and previous work.

3.2 Proposed Protocol

Our proposed protocol is secure against active and passive attacks. We analyze the security of the protocol, and we show that an active adversary who has access to the ciphertext on the communication channel and the decryption oracle cannot forge another ciphertext that leads him to guess the plaintext (IND-CCA2 security). Moreover, the active adversary cannot modify the
ciphertext in such a way that it leads to a desired modification of the plaintext that will affect the outcome of the protocol (NM-CCA2 security).

The key generation algorithm generates a public and private key pair, \((PU, PR)\), based on the Goldwasser-Micali cryptosystem and \((PU_{RSA}, PR_{RSA})\), based on the RSA cryptosystem for Alice and Bob on the secure element (SE). The public keys are distributed between interested parties (here Alice and Bob). Suppose Alice wants to find out whether \(X=Y\).

1. Alice first calculates the encryption of her secret value, \(X\), based on \(GM\), \(M_A = \varepsilon_{GM}(PU_A, X)\).
   Then, she applies Encrypt-then-MAC which is a composition of Encryption = \((K_e, \varepsilon, D)\) where \(K_e\) is a key, \(\varepsilon\) is encryption algorithm and \(D\) is decryption algorithm for a symmetric encryption scheme, and MAC = \((K_m, T, V)\) where \(K_m\) is a key, \(T\) is tagging algorithm and \(V\) is tag-verifying algorithm in message authentication scheme MAC. She sends “return” to Bob:

   \[
   K_{AB-e} \leftarrow \varepsilon_{RSA}(PU_{RSA-B}, K_e) \\
   K_{AB-m} \leftarrow \varepsilon_{RSA}(PU_{RSA-B}, K_m) \\
   C_A \leftarrow \varepsilon(K_e, M_A) \\
   \tau_A \leftarrow T(K_m, C_A) \\
   C_A \leftarrow C_A || \tau_A \\
   return C_A and K_{AB-e} and K_{AB-m}
   \]

2. Bob calculates MAC to make sure the received message is from Alice, as follows:

   \[
   Parse C_A as C_A || \tau_A \\
   K_e \leftarrow D_{RSA}(PR_{RSA-B}, K_{AB-e}) \\
   K_m \leftarrow D_{RSA}(PR_{RSA-B}, K_{AB-m}) \\
   M_A \leftarrow D(K_e, C_A) \\
   \nu \leftarrow V(K_m, C_A, \tau_A')
   \]
\[ \begin{align*}
\text{if } \nu = 1 \text{ then return } M_A \text{ else return } \perp
\end{align*} \]

Bob calculates \( M_B = \varepsilon_{GM} (PU_A, Y) \) and \( M_{AB} = \varepsilon_{GM} (PU_A, Y) \ast \varepsilon_{GM} (PU_A, X) \), and he sends “return” to Alice.

\[
\begin{align*}
C_{AB} & \leftarrow \varepsilon (K_e, M_{AB}) \\
\tau_{AB} & \leftarrow T(K_m, C_{AB}) \\
C_{AB} & \leftarrow C_{AB} || \tau_{AB}
\end{align*}
\]

\[ \text{return } C_{AB} \]

Note that \( M_{AB} = \varepsilon_{GM} (PU_A, Y \oplus X) \) by the properties of homomorphic encryption.

3. Alice calculates MAC to make sure the received message is from Bob, as follows:

\[
\begin{align*}
\text{Parse } C_{AB} \text{ as } C_{AB} || \tau_{AB} \\
M_{AB} & \leftarrow D(K_e, C_{AB}) \\
\nu & \leftarrow V(K_m, C_{AB}, \tau_{AB})
\end{align*}
\]

\[ \begin{align*}
\text{if } \nu = 1 \text{ then return } M_{AB} \text{ else return } \perp
\end{align*} \]

Finally, to prevent Alice from learning Bob’s secret value, our protocol on Alice’s side sets \( E=0 \), then ORs it with the decryption of the received \( M_{AB} = \varepsilon_{GM} (PU_A, Y \oplus X) \) bit by bit. Whenever the first “1” is detected, the decryption process stops. Otherwise, the result is “0” and Alice learns that \( X=Y \).

This solution to the socialist millionaire’s problem is asymmetric equality testing, because Alice learns the answer, but Bob does not. If Alice and Bob trust each other, Alice can tell the result to Bob (several of the existing solutions consider that Alice and Bob trust each other). Otherwise, Bob should repeat the above processes with his own public key to learn whether \( X=Y \).

The protocol is based on the homomorphic feature of GM, in which the product of the encryptions of two bits is equal to the encryption of their XOR; therefore, if those two bits are the same, the result of XOR will be “zero”.
Clearly if Alice and Bob have the same secret value, Alice learns Bob’s secret value. Otherwise, we have to show Alice does not learn Bob’s secret value. Because of the stipulation that $E=0$, and then is ORed with the decryption of $E\ (PU_A, X \oplus Y)$ bit by bit and stops whenever the first “1” is detected, Alice does not learn $Y$. However, this stipulation does not prevent a malicious application. This can be addressed by putting the computation and Alice’s private key in the secure element (SE) and using attestations. If the risk is considered small, the application can be run by itself; if the risk seems too great, SE is used instead.

### 3.3 Summary

We presented a protocol to solve the socialist Millionaires’ problem. The proposed protocol is based on the homomorphic feature of the Goldwasser-Micali cryptosystem. Homomorphic encryption schemes are malleable by design. Therefore, we applied Encrypt-then-MAC to make our proposed protocol secure against passive and active attacks. We analyzed the security of the protocol (see Chapter 2), and we showed that an active adversary, who has access to the ciphertext on the communication channel and the decryption oracle, cannot forge another ciphertext which leads him to guess the plaintext (IND-CCA2 security). Moreover, the active adversary cannot modify the ciphertext to produce a desired modification of the plaintext which will affect the outcome of the protocol (NM-CCA2 security).
Chapter 4

A Practical PIR-based Scheme for Discovering Nearby Places for Smartphone Applications

Our focus in this chapter is to help the user search on her smartphone for particular places of interest (POIs) while keeping her location private from the location-based service provider (LBSP). For example, the user sends a request to the application to find a nearby restaurant, gas station, or ATM. This location could be the exact location of the user or a location to which she wants to travel in the future. These types of applications are especially useful for people who travel or have moved to a new city. A wide range of LBS nearby applications have been released recently, such as Facebook Nearby Places, AroundMe, NearBy Places, Yelp, Foursquare and Places to help users to identify their nearby locations quickly.

Modern multi-core smartphones have high-performing processors, which are well suited for cryptographic operations that can allow location privacy to the LBS applications. Unfortunately, the processing units often consume a considerable amount of energy, which in turn shortens the battery life of mobile devices. In addition, these devices have limited memory and bandwidth [64]. Therefore, downloading the entire database for finding POIs around the U.S. and Canada, which can contain ten million entries with respect to a typical commercial POI database (see Appendix A) [116] and require 3 to 4 GB of data storage, is obviously not practical. Furthermore, updating results periodically to make sure they are accurate enough, bandwidth limitation and data usage limitation of smartphones are other important factors that we should keep in mind when we are offering a cryptographic solution for LBS applications with respect to the privacy of the mobile user’s location.
4.1 Our Contributions and Assumptions

Our privacy-preserving protocol for LBS helps Alice to search for specific nearby POIs on her smartphone by sending a query to the LBS service provider (LBSP) over the wireless network. In this scenario, the proposed protocol allows Alice to learn whether any place that she is looking for is near her. However, the location-based service (LBS) that tries to help Alice to find nearby places does not learn Alice’s location. Alice can send a request to the LBS database to retrieve nearby places of interest (POIs) on her smartphone without the database becoming aware of what Alice fetched by using our practical PIR scheme. The LBS server retrieves the query from the POI database, and returns the list of results to the user containing the specific requested POIs type found in the specified area. In order to achieve this, our protocol must fulfill all of the following requirements [81]:

1. The LBS server must not learn the user’s exact location. It may only identify a general region that is large enough, in terms of area and the number of POIs it contains, to confer a sufficient level of privacy to the user’s satisfaction.

2. There must be no third parties, trusted or otherwise, in the protocol between the user and the server.

3. The implementation must be computationally efficient on resource-constrained hardware such as a smartphone. A user may be expected to tolerate a delay of no more than several seconds for any kind of query.

4. The approach cannot rely on a special secure processor (i.e., one that is not typically found on a commercial smartphone).
Our cryptographic approach is based on private information retrieval (PIR) for secure LBS applications that identify nearby places. PIR allows the user to fetch her required data from the database without revealing which data are fetched [19]. The POI database is labeled by the location of POIs; therefore, the LBS server is able to retrieve the POIs based on the user’s location of interest in the requested query. PIR solves most of the previous problems associated with non-cryptographic approaches in LBS. PIR approaches do not have the privacy vulnerabilities of k-anonymity or cloaking, such as single point of attack of their anonymizer or server, which tries to help them to apply k-anonymity or generate an obfuscation area. Therefore, the user location information remains private from the service provider by using PIR approaches.

Different types of PIR-based approaches have been proposed during the last two decades. The common criticism of PIR approaches is that the computational overhead is not appropriate for smartphones with limited processing power, memory, and wireless bandwidth [88], and therefore, they are not practical [68]. We ensure that the proposed cryptographic PIR approach is practical for smartphone applications. Based on Devet et al. [25], there are five factors that affect the speed of the PIR query:

1. the time for the client to generate a private query;
2. the communication time required to send the query to the server(s);
3. the time for the server(s) to apply the query to the database;
4. the communication time required for the response from the server to the client;
5. the time for the client to decode the response(s) and retrieve the results of decoding.

Our approach expands the Olumofin et al. [81] idea of applying a cloaking region to reduce these five factors. Moreover, our approach reduces the time for the client to decode the response(s) and retrieve the results of decoding on the smartphone by approximately 50%
compared to Olumofin et al. [81] by applying the POI types idea to block-based PIR. Reducing the decode time is valuable in our application to satisfy the fifth requirement, so that it can be used on modern smartphones’ hardware. The server(s) processing cost is similar to Olumofin et al. [81], in order to preserve the privacy of the user’s location. Our proposed protocol is able to support all types of block-based PIR schemes.

In our proposed approach, the identity of the user is not hidden from the LBS, in order to return the results to the user. However, if the user wants to keep her identity hidden from LBS, she can use an onion routing technique, such as Tor [27]. Note that keeping the user’s location private has priority in an LBS application over keeping the user’s identity hidden from the LBS, because if the LBS knows the user’s location, it is easy to identify the user. We should mention that a mobile communications operator is always aware of the user’s location based on the cell tower. Therefore, we assume that this operator does not collude with the LBS service provider.

The remainder of this chapter has the following structure: Section 4.2 presents a brief overview of previous work regarding PIR and LBS approaches. Section 4.3 describes the details of our PIR scheme. Section 4.4 explains the details of our threat model and privacy-preserving protocol for LBS. The security analysis of our proposed protocol is discussed in Section 4.5. Section 4.6 gives an overview of our implementation and compares it with previous work. The limitations of our proposed protocol are discussed in Section 4.7. Finally, Section 4.8 summarizes the chapter.
4.2 Related Work

For greater understanding, we first review the definition of PIR and give a brief overview of different types of PIR schemes. Then, we provide a review of PIR-based approaches for the users’ location privacy in LBS applications.

4.2.1 Review of Private Information Retrieval (PIR)

Nowadays, users are more aware of the privacy requirements of their information in their online activities. But is it actually possible to keep the user’s query contents private while she issues a request to online applications? This appears to be an easy problem to solve. The user can connect to the application over the Tor network and send her request via Tor [27]. In this scenario, the server has no idea who searched for the data, but the server has access to the content of query in order to fetch the requested data from its database. Therefore, Tor is not a good option to solve our problem. The problem that we want to solve is to allow a user to query the database without sharing what the user looked for. Here, we are not trying to protect the identity of the user, but rather the content of the query. Private information retrieval (PIR) is a cryptographic database technique that solves the problem of allowing the user to query a database while the content of the user’s query is hidden from the database. The need for PIR has been demonstrated in real applications, such as location-based services, online research, social networks, etc. [81].

The PIR problem was first introduced by Chor et al. [19], and it attracted the attention of cryptography and privacy research groups. The trivial PIR scheme is to transfer the entire database to the user and ask her to retrieve what she is seeking locally. This gives the user perfect privacy because the query does not contain any information about what the user is
looking for, but it creates a large communication overhead. Three important requirements for PIR are correctness, privacy, and non-triviality [43]. Correctness requires that the received data from the database should satisfy the user’s query. To have privacy, the database should not be able to learn the user’s input or the block of the database that she retrieved. Triviality is defined as the communication cost between the client and server, which is \( o(n) \), where \( n \) is the number of bits in the database. We want the cost of the PIR approach to be non-trivial; that is, to be much less than the cost of downloading the whole database. Another requirement for PIR is implementation efficiency, which is not considered in most of the published literature. Most researchers attempt to reduce the communication complexity rather than the computational complexity [1][95]. This lack of attention to the computational overhead has resulted in PIR schemes that are impractical for resource-constrained hardware, such as smartphones.

The first non-trivial PIR scheme was defined by Chor et al. [19]. Gasarch [33] presents it informally as follows:

**Definition 2.1.** [19][33] A 1-round \( k \)-DB Information Retrieval Scheme with \( x \in \{0,1\}^n \) and \( k \) databases has the following form.

1. Alice wants to know \( x_i \). There are \( k \) copies of the database which all have \( x = x_1 \ldots x_n \). The DBs do not communicate with each other.

2. Alice flips coins and, based on the coin flips and \( i \), computes (query) strings \( q_1 \ldots q_k \). Alice sends \( q_j \) to database \( DB_j \).

3. For all \( j, 1 \leq j \leq k \), \( DB_j \) sends back a (answer) string \( ANS_j(q_j) \).

4. Using the value of \( i \), the coin flips, and the \( ANS_j(q_j) \), Alice computes \( x_i \).

The complexity of the above PIR scheme is \( \sum_{j=1}^{k} |q_j| + |ANS_j(q_j)| \).
**Computational PIR (CPIR):** One class of PIR protocols assumes that the server(s) and the adversary have limited computational capability to guarantee the user’s privacy. In order to break the security of CPIR protocols, the adversary has to solve a problem that is believed to be hard. This kind of assumption is usual for cryptography and privacy schemes.

In 1995, Chor et al. [19] showed that single-database PIR does not exist in the information-theoretic security sense. In 1997, Chor et al. [20][21] proposed the first CPIR to prove that the communication complexity of PIR can be reduced if one is willing to achieve computational privacy, rather than information-theoretic privacy. In the same year, Kushilevitz and Ostrovsky [66] presented a CPIR protocol that has the same assumption for the computational capability for the adversary, but it uses a single server. Their protocol was the first single-server CPIR. It is based on the Quadratic Residuosity problem, which is considered difficult to solve. The main advantage of single-server CPIR protocols is that the communication cost of PIR can be improved by using the CPIR recursively. Later, different types of single-server CPIR were proposed, which tried to reduce the communication complexity of PIR, such as φ-hiding problem [15][35], the existence of one-way trapdoor permutations [65], the Pailler homomorphic encryption [69], and the Hidden Lattice problem [1].

Sion and Carbunar [86] showed that CPIR schemes were not practical, given certain realistic assumptions at the time. However, in 2016, Aguilar-Melchor et al. [2] introduced XPIR. They showed that by using lattice-based cryptography, CPIR is of practical value and the conclusion of Sion and Carbunar is not valid anymore.

**Information Theoretic PIR (IT-PIR):** Information-theoretic privacy means the privacy of the user cannot be compromised even if an adversary has access to unlimited computational capability. In 1995, Chor et al. [19] showed that any single-server IT-PIR scheme must have
communication cost at least that of the trivial protocol. Therefore, IT-PIR protocols assume that if you have \( k \geq 2 \) non-cooperating servers, each having a copy of the database, then there are PIR schemes that achieve complete information theoretic security. Later, different types of IT-PIR were proposed [12][36][43][81] that tried to improve Chor et al.’s protocols [19].

By using multiple databases, we add robustness to the PIR, but this can affect privacy in the case of malicious servers or non-responsive servers [12][43]. To tackle this problem, Goldberg [43] defined the privacy threshold that must be lower than the total number of the servers. Therefore, we need extra responding servers in order to set a privacy threshold.

**Trusted Hardware PIR:** In 2006, Wang et al. [99] proposed a new type of PIR called the trusted hardware-based PIR. The trusted hardware-based PIR uses the idea of a tamper-resistant CPU, which is trusted by the user and connected to the server. The user sends her query to this CPU, where her query is unreadable by the server. The CPU extracts the requested information from the server’s database and returns the results to the user. These types of PIR achieve the lower bound for both communication and computation costs. However, the proposed architecture is secure only if the user can trust the hardware.

**Hybrid PIR:** In 2014, Devet et al. [25] proposed a hybrid PIR that was a combination of CPIR and IT-PIR to reduce communication costs. Their goal was to combine the positive features of CPIR and IT-PIR to reduce the negative features of each. They considered the low communication and computation cost of multiple-server IT-PIR schemes and the recursion of single-server CPIR schemes to improve the communication cost of PIR queries.
4.2.2 Review of the PIR-based Scheme for Nearby Places

One of the motivations for developing useful and practical PIR schemes is to protect the users’ private information while they are using mobile devices with positioning capabilities. In a stationary desktop scenario, when a user tries to query the database or the remote server, the primary concern is leaking information about the query’s content. However, in an LBS scenario, when a user sends a query to the LBS server, the user’s location is also released to the LBS server. The problem with location privacy is preserving the privacy of the user’s actual location when she is using the LBS while providing the most precise and acceptable response.

Many of the previous problems of privacy preserving protocols for LBS that we encountered were solved by introducing PIR-based LBS protocols. The idea is to use the PIR scheme to let the user send a query to the LBS server without disclosing her actual location. This query typically consists of POIs, which includes a description of the POI and its geographic location.

Most of the previous works that attempted to apply PIR to location-based services were based on secure hardware, with a secure coprocessor at the LBS server [31][52][63][86]. The idea of using the secure hardware-based PIR in LBS was first proposed by Hengartner [52]. This hardware performs the trusted computing in order to hide the user’s location from the LBSP. Recent work regarding secure hardware PIR was proposed by Fung et al. [31]. Their PIR technique was similar to Papadopoulos et al. [86], however it offered better efficiency, and it was more practical for large datasets. Their framework applied the concepts of ε-differential privacy and private information retrieval (PIR) to use the query statistics to increase efficiency without compromising privacy. All proposed solutions for secure-hardware PIR claim that the secure hardware method is the only practical PIR mechanism [31][86]. The major drawback of all secure
hardware PIR schemes is that the proposed architectures are secure only if the user can trust the hardware.

The common criticism of other PIR approaches for location privacy is that the computational overhead is not suitable and practical for resource-constrained hardware such as a smartphone [68][88]. In 2007, Ghinita et al. [42] proposed the first PIR-based approach for location privacy, without using a third party. Their proposed protocol used the idea of the trade-off between privacy and efficiency defined by Ghinita [41]. The approach of Ghinita et al. [42] used a single PIR request for each query. In their approach, all queries were indistinguishable, and it was able to achieve strong location privacy. Their proposed protocol included two stages to protect information about the user’s location and her query. In the first stage, the user and the server engaged in a protocol, which is based on Paillier encryption [84], to determine the index of the user’s location cell, without releasing the location to the server. In the second stage, the user uses PIR to retrieve the query results for the target cell. The advantages of the Ghinita protocol are the nondisclosure of location information and its security against correlation attacks for both stationary and mobile users.

Khoshgazaran et al. [63] described three drawbacks to Ghinita et al.’s [42] protocol. First, it focuses on the nearest neighbor queries. Second, it scans the entire database linearly for each query. Third, it has a high communication complexity. Additionally, the protocol is secure if the privacy of the user is a concern and the LBS is not able to learn the user’s query, but it is not symmetric for LBS’s database privacy since the user can infer the data that are in the same column as her query.

Later, Olumofin et al. [81] proposed a hybrid solution combining PIR and cloaking to protect the user’s privacy without using trusted computing. Their idea of using cloaking reduces the
computational cost of PIR and makes it more practical. The user’s location privacy depends on the size of the cloaking region. Their PIR approach is flexible and supports all types of block-based PIR schemes. Our proposed PIR protocol expands Olumofin et al. [81] idea. However, we focus on reducing the computational cost on the client side. We explain the details of our protocol in the following section.

4.3 A PIR Scheme to Improve the Computation Cost on the Client-Side of Smartphone Applications

The focus of this section is to propose a block-based PIR scheme for smartphone applications. In this solution, we take advantage of the partial query in order to reduce the computation and communication costs [19]. In addition, we categorize the database based on types of data, in order to minimize the computational cost on the client-side, which is considered to be a smartphone. The user retrieves the exact category of the data that she is looking for and she does not need to filter the received data to extract the subset that matches her request. This reduces the decode computation cost on the smartphone with limited resources. The proposed protocol is suitable for all applications that need to protect users’ privacy while they are searching for data in a database (it is not restricted to just LBS applications).

4.3.1 Preliminaries

We explain our PIR scheme based on the 2007 Information-Theoretic PIR (IT-PIR) scheme by Goldberg [43]. The main advantage of the multiple-server IT-PIR solution is that it reduces the computation and computation costs in general. Goldberg’s protocol uses Shamir’s secret sharing [91] to split the user’s query into $l$ shares and transfers $l$ shares to multiple servers. The
protocol is also robust for byzantine servers that may not respond to the query or may respond incorrectly. Note that our proposed protocol is flexible to support all types of block-based PIR schemes.

To reduce the computation cost on the client side, we use the idea of trading off privacy for better performance [81]. In this idea, the level of privacy refers to the number of data items in the database that the PIR server should process in order to respond to the client. Our proposed protocol has three improvements in comparison to Olumofin et al. [81].

First, our approach divides the database into classes. Each class is categorized based on the sub-types of data that the user is interested in. In this way, when the user asks for the specific data of her interest, the application can convert it to the proper portion of the database. Therefore, the result that comes back to the user is exactly the type she was looking for. In this way, the client side does not need to filter the received response to find data that the user was looking for. This reduces the computation cost on the client-side for decoding the received response(s).

Second, if the amount of data is higher for a sub-type, then a higher data traffic cost will result and the query will be much slower. If on the other hand, the amount becomes significantly lower in another sub-type, then the result size may be so minimal that the server may guess the user’s sub-type of interest with a high degree of confidence and leading to loss of privacy. In order to tackle this problem, we equalize the amount of data in each row of the sub-type in a specific class by adding “null” to all the sub-types that are not equal to the maximum sub-type size in that class. The main advantage of our “null” solution is that if the user searches for a sub-type with less data, the PIR computation cost on the client-side is reduced (when receiving the first null in the decoding process, the computation process stops), and if the user searches for a sub-type with more data, the PIR computation cost on the client-side increases, without losing privacy.
Finally, as shown in Figure 6, the amount of data is different in different classes, unlike the proposed approach in Olumofin et al. [81]. Their approach has no concept of class and all rows in their defined database have an equal amount of data. Therefore, our PIR computation cost depends on the specific class that the user requests. If the user searches for a class with less data, the PIR computation cost is reduced. If the user searches for a class with more data, the PIR computation cost increases.

By considering these three improvements, if the user sends a query to the database for the sub-type of data in each class, the response that is returned to the user not only needs less computation time for decoding, but also does not need to be filtered on the client side to remove non-requested data.

4.3.2 Proposed PIR Scheme

Our protocol contains two phases. The first phase is the pre-processing phase in which the whole protocol becomes ready to use, on the client side and also on the server side. This phase can be repeated in the future if any changes occur on the server side, or the client decides to change the level of her privacy. The second phase is the execution phase in that the user sends her request to the server. Her request contains the class of data which she is looking for concatenated with the sub-type category.

Pre-processing Phase contains the following steps:

1. Given a chosen level of the user’s privacy, “Class”, “sub-type” and “data” category are applied to the database.

2. The “class” and “sub-types” are defined to have a number based on their specific categories. As shown in Figure 6, for example, Class-0 is considered 00 and Sub-type-4 is considered 0100. Note that in this Figure we just showed “10” different “sub-types”
for each “class”. This depends on the number of different sub-types of data in the
database and also on the level of the user’s privacy which is applied in step 1.

3. Each database index will be the “class” concatenated with the “sub-type”. For example,
in Figure 6, the database index for the Class-0||sub-type-4 is considered as 000100.

**Execution Phase contains the following steps:**

1. The user chooses the class of interest.

2. The user chooses the sub-type of her interest from the suggested list by the client
application. For example, she is looking for Class-0||sub-type-4.

3. The client application sends the class to the server. Also, the client application
identifies which portion of the class contains the sub-type, in a way that is hidden from
the server. In this example, the request is 000100 which refers to Class-0||sub-type-4.

4. The server receives the request, and finds the database portion corresponding to the
class. A block of rows is retrieved from this portion based on the user’s sub-type by
using PIR. The sub-types present in these rows are transmitted back to the client
application.

5. The client application decodes the results and the results are shown on the user’s
smartphone.
The main aim of cryptographic approaches in nearby places is to make it possible to automatically detect nearby places even when the user’s location privacy is applied to the application. Our proposed protocol uses private information retrieval (PIR) to achieve this purpose.

4.4.1 Problem Statement

Alice has her location as her secret. Alice wants to use a location-based service (LBS) application to search and find nearby places of interest. We propose a protocol that allows Alice to find nearby places for which she is looking. However, the LBS that helps Alice to find her nearby place does not learn Alice’s location. Alice can send a request to the LBS’s database to
fetch her nearby places of interest without the LBS being aware of what Alice fetched by using private information retrieval (PIR). Most of the existing PIR schemes are not acceptable in LBS applications because of their use of secure hardware. The focus of this section is to solve the PIR-based LBS issues by offering a practical PIR without using secure hardware or a trusted third party and reduce the computational cost on the client side application on the smartphone. At the end of this protocol, the proposed application should list the POIs that meet Alice’s search criteria or show her that there is no POI in the selected area.

4.4.2 Threat Model

Our proposed PIR protocol applies to all existing block-based PIR schemes (computational PIR and information-theoretic PIR). In this section, we use the information-theoretic PIR (multi-server) to explain our threat model (as was done by Olumofin et al. [81]). The primary assumption in IT-PIR schemes is that servers should not collude to break users’ query privacy. Under this assumption, the IT-PIR protocol itself has been proven secure [12][19][43]. Given the cryptographic security of the IT-PIR scheme, we analyze the security of our proposed protocol, and we demonstrate that it is secure against passive and active attacks.

4.4.3 Review of the Olumofin, et al., Protocol

Our protocol follows Olumofin et al.’s [81] hybrid solution that uses PIR to protect the privacy of the user’s query and a cloaking scheme to reduce the computational cost of PIR to a practical level. The benefits of the hybrid solution are as follows: the user’s location is kept secret from the LBSP to an acceptable privacy level chosen by the user without depending on the other users in the selected area; there is no need to have a trusted third party to calculate the cloaking region or cryptographic algorithms; and the computational cost of the PIR algorithms is practical.
The approach that Olumofin et al. [81] proposed entails two phases. First, there is a pre-processing phase in which the system is set up for use. Second, there is an execution phase, in which the LBS server responds to queries for POIs from users.

**The pre-processing phase consists of the following steps:**

1. An appropriate static grid system is applied on the geolocation plane.
2. A collection of POIs is saved in a database.
3. Each cell of the grid is mapped to a portion of the database, i.e., a particular set of database rows (each containing a POI).

**The execution phase consists of the following steps:**

1. The user determines the area of interest.
2. The user chooses a desired level of privacy.
3. The client creates a cloaking region corresponding to this level of privacy, which will enclose the area of interest.
4. The client sends the cloaking region to the server. In addition, the client identifies which portion of the cloaking region contains the area of interest, in a way that is hidden from the server.
5. The server receives the request and finds the database portion corresponding to the cloaking region. A block of rows is retrieved from this portion based on the user’s specified location of interest. The POIs present in these rows are transmitted back to the client.
6. The client decodes the result and automatically finds the nearest neighbour POI, or presents the full list of returned POIs to the user (for the user to choose amongst).
4.4.4 Proposed Privacy-Preserving Protocol for LBS

We first informally describe our proposed protocol via an example. Suppose Alice is located in Ottawa and she wants to look for a specific type of POI, for example a restaurant, near Bank Street. Since she is privacy conscious, she sets her cloaking region to be a 10 km MGRS grid square (see section 4.4.3). The client application sends the cloaking region to the server. Also, the PIR allows the client application to identify which portion of the cloaking region contains the restaurant, in a way that is hidden from the server. The entries in the POI database are indexed by their MGRS block concatenated with the POI type. The row that contains the restaurant(s) is retrieved from the selected MGRS grid square on the database and the results are transmitted back to Alice. The client application decodes the results and sorts the results, and the nearest restaurants are shown on her phone’s local map.

Our proposed protocol has two improvements compared to Olumofin et al. [81]. First, due to the user’s request for a specific POI type, our protocol categorizes the cloaking region in the database into the POI type. Thus, when the user asks for her POI in her selected cloaking region, the results that are returned to her are of the type that she is looking for. Therefore, our protocol on the client side does not need to filter the block of different types of POIs to identify the POI that the user requested. This reduces the computational costs, and saves the battery and data usage on the smartphone. For example, if there are no restaurants near the user, she does not need to wait to decode all POIs in that cloaking region and then filter the restaurant to find that actually the answer is “null”.

Second, we propose a new technique based on a static grid-based approach for defining our cloaking region and mapping our POIs to a cloaking region. Therefore, the number of POIs is different in different MGRS blocks, unlike the Olumofin et al. [81] approach which uses the VHC
(Various-size-grid Hilbert Curve) technique [87]. Their approach has no concept of class and all rows in their defined database have an equal amount of data. Therefore, our PIR computation cost depends on the specific MGRS block that the user requests. If the user searches for an MGRS block with fewer POIs, the PIR computation cost is reduced. If the user searches for a block with more POIs, the PIR computation cost increases. Our client-side computation is therefore less on average than Olumofin et al. because their computation cost corresponds to the maximum number of POIs across all blocks.

Our proposed protocol describes how the POI database is initialized and how the protocol creates a cloaking region around the user’s exact location, and performs a PIR query on the contents of the cloaking region. We name our phases similarly to Olumofin et al. [81] to highlight the similarities and differences between our phases. Note that each POI consists of 300 bytes that includes longitude and latitude coordinates, name, exact address, the phone number, website address, etc.

**The pre-processing phase contains the following steps:**

1. An appropriate static grid system is applied on the geolocation plane.
2. POIs are categorized based on their type and saved in a database.
3. Each row of the database refers to a cloaking region concatenated with the POI type.

**The execution phase contains the following steps:**

1. The user chooses the area of interest; it could be her current location as determined through GPS, or some other location that the user may be traveling to in the future.
2. The user selects a preferred level of privacy based on the grid reference size (see section 4.4.5).
3. The user’s corresponding cloaking region is calculated based on the level of her chosen privacy.

4. The user chooses the POI type(s) from the suggested list provided by the client application.

5. The client application sends the cloaking region to the server. Also, the client application identifies which portion of the cloaking region contains the POI type(s), in a way that is hidden from the server.

6. The server receives the request, and finds the database portion corresponding to the cloaking region. A block of rows is retrieved from this portion based on the user’s specified POI type using PIR. The POIs present in these rows are transmitted back to the client application.

7. The client application decodes and sorts the results, and the nearest POIs are shown on her phone’s local map.

### 4.4.5 Grid-based Cloaking

In our proposed protocol, the client application extracts the user’s location via GPS, Wi-Fi, or cell towers, and then it calculates the user’s cloaking region based on the military grid reference system (MGRS). The MGRS is a geo-coordinate standard for locating points on the Earth [51]. The Earth is divided into grid squares with sizes of 100 km, 10 km, 1 km, 0.1 km, etc., based on the level of accuracy and degree of precision. Our proposed protocol uses MGRS to help ensure the user’s location privacy. Each MGRS block is considered as a block in the database that is categorized based on POI type.

POIs are considered to be nearby if they are located in the same MGRS block as the user. Note that our protocol does not recognize that POIs are nearby if they are near the user but in a
different MGRS block. If the user could not find the POI that she searched for, she could search in a larger MGRS block. The user’s location privacy level increases if she chooses a larger MGRS block. However, a larger MGRS block includes more POIs, and it affects the computational cost of our proposed protocol. We will discuss this issue in more detail in the following section. Figure 2 shows the different levels of MGRS blocks for the Ottawa, Ontario area [117].

4.4.6 Pre-Processing and Location Cloaking

The first step in the pre-processing phase is to apply different MGRS levels on the geographic area, such as the United States and Canada. Then, the user’s cloaking region is calculated based on the user’s selected MGRS level and her current location or the location of interest. POIs are considered to be nearby if they are located in the same cloaking region.

The selected MGRS level should be large enough to achieve the user’s location privacy within the requested cloaking region, but at the same time it must be small enough to reduce the computational cost on the smartphone client side application to process the results, as well as communication cost to transfer the result via the wireless data traffic.

In order to map POIs to a cloaking region, Olumofin et al. [81] used the VHC (Various-size-grid Hilbert Curve) technique. Olumofin et al. [81] chose VHC because it solves the problem of density of POIs varying by geographic area. If the selected area has a high density of POIs (such as a city), then the data traffic cost will increase. On the other hand, if the selected area has a lower density of POIs (such as countryside), then the result size decreases and the server is able to guess the user’s location, which leads to a loss of privacy. VHC can solve this problem by creating a variable-sized cloaking region based on the density of POIs. However, this solution has
the disadvantage of receiving a list of POIs, which may or may not be useful for the user. If the selected area has no POI that the user is looking for, she still has to wait for the client application to calculate the result, which is based on all POIs in a selected VCH region, and then show the result, which is actually “null”. This can cause a high computational cost on the client side application.

Figure 7 Illustration of the relationship between the MGRS block, POI types, and POIs as stored in the database rows.

In order to manage the computational cost based on the density of the POIs on the smartphone application, and prevent high computational cost in the lower density POIs area, we propose a new technique to map POIs to a cloaking region based on the MGRS fix-sized blocks. First of all, we categorize POIs based on their types in each MGRS block. In Figure 7 we consider ten POIs types per MGRS block (see Appendix A) [116]. Then, each row of the database refers to the MGRS block concatenated with the POI type. As Olumofin et al. mentioned [81], the density of POIs varies by geographic area. Therefore, each row of the defined database has a variable size.

To preserve the user’s location privacy and prevent the server to guess which POI type is fetched by the user, we need to equalize the number of POIs in each selected cloaking region.
Therefore, if the number of POIs in one POI type is not equal to the maximum POI size in the selected cloaking region, the rest of the row must be set to “null” (note that computation stops on the client side if a “null” is encountered). By this technique, our PIR client side computational time depends on the location of the user and the level of selected MGRS. If the user’s location has low POI density, the PIR client side computation time will decrease. If the user’s location has high POI density, the PIR computational cost on client side will increase. It is important to note that the server cannot observe the differences between computational costs for queries in different locations, because we equalized the number of POIs in the selected cloaking region. Otherwise, the server, which is able to observe the difference between computational cost based on different user’s queries, would be able to guess the user’s location. Figure 7 shows an example of the POI density in the selected area based on different levels of MGRS and illustrates the relationships among the MGRS block, POI types, and POIs as stored in the database rows.

4.5 Security Analysis of the Proposed Privacy-Preserving Protocol for LBS

The user can use her current location or a location that she wishes to visit in the future. This feature adds one more level of privacy in our protocol because the observer or the location-based service provider (LBSP) is not aware of whether the requested MGRS block corresponds to the user’s current location. Therefore, we have two types of privacy: first, protection of the user’s location privacy within the requested MGRS block, and second, the LBSP or an observer does not know whether the request is the user’s real location at the time of the request. In both cases, our goal is to keep the user’s location private from the LBSP and any other observer.
4.5.1 Security Analysis

Claim 4.1. If $T$ is the type of POI that Alice is looking for, and $B$ is an MGRS block of level $L$ chosen by Alice, our proposed protocol is secure against a passive adversary within $B$.

Passive adversary. A malicious LBSP or an external observer who has access to the data that passes between the user and the database on the communication channel but cannot change the data.

Justification. Our proposed protocol calculates the portion of the database in which Alice wants to find a nearby place of interest. It is based on the level of privacy she selected, such as MGRS-100 m. Therefore, Alice’s query and privacy will be limited to that portion of the database. In our proposed database, the number of POIs in each type of an MGRS block is set to be equal to the maximum number of POIs in that MGRS block by adding “null” to the ends of the other types. Thus, the passive adversary cannot guess which type of POI was fetched by Alice. In other words, if Alice’s type of POI changes while she is still in the same MGRS block, then for a new request, Alice will send the same query for the same MGRS block of the database.

Because Alice selected her level of privacy to be, for example, a block of MGRS-100 m, it is impossible for the passive adversary to detect her movement as long as she is in the same MGRS block. Therefore, a correlation attack is impossible because Alice will send the same request for all queries for a given privacy level. Additionally, if Alice knows that she is going to move, she should choose a larger MGRS block that includes both her current location and her movement. Thus, her movement will not be detectable.

The PIR scheme provides the security for our proposed protocol against a passive adversary. The only information that the passive adversary can access is the user’s identity. However, we can
use Tor to protect the user’s identity if required. Additionally, the contents of the user’s query and the database response can be protected against a malicious observer by using end-to-end encryption, such as transport layer security (TLS) along the communication channel. Both schemes (Tor and TLS) are optional for the user, as they slow down the protocol and cause an additional computational cost.

**Claim 4.2.** If $T$ is the type of POI that Alice is looking for, and $B$ is an MGRS block of level $L$, chosen by Alice, our proposed protocol is secure against an active adversary within $B$.

**Active adversary.** A malicious external observer who has access to data that passes between the user and the database on the communication channel and can modify, delete or insert data. The LBSP is considered to be trusted in Claim 4.2.

**Justification. Message reordering attack.** In this attack, the active adversary tries to delay or reorder requests or responses to confuse the communication and results. However, in our case, if the results of multiple queries are received out-of-order, it has no effect on Alice or the server because each result holds the requested data. The adversary also gains no information about Alice’s query or location.

**Justification. Message tampering attack.** If the adversary starts to send false responses to Alice, she will not be able to verify them. Therefore, a denial-of-service attack (DoS attack) is possible. However, in using this attack, the active adversary is not able to learn any information about Alice’s query or location, which is the main focus here. Note that this attack can be prevented by using TLS over the communication channel.

**Justification. Message insertion or deletion attack.** If an active adversary tries to delete or insert data from the server’s response or Alice’s request, it can cause a DoS attack. The adversary
does not receive any information about Alice’s request or location. Again, TLS can be used on the communication channel to prevent this attack.

**Justification. Message replay attack.** If an active adversary launches a replay attack against the server or Alice, it does not harm either of them. The server responds to the queries, and Alice can discard multiple responses with the same content. The adversary will not receive any information about Alice’s query or location. Similar to the previous attacks, using TLS can help prevent this attack as well.

**Claim 4.3.** If \( T \) is the type of POI that Alice is looking for, and \( B \) is an MGRS block of privacy level \( L \) chosen by Alice, our proposed protocol is secure against a malicious server within \( B \).

**Malicious Server.** A malicious server refers to an LBSP that tries to modify, delete or insert new messages in response to the user.

**Justification.** If the malicious server sends a false response, does not return a response, or sends additional messages with the response, it can cause a DoS attack against the user. However, this attack does not enable the malicious server to learn any information about the user’s query or location. The only thing that could help the malicious server find information about the user’s location is the content of the query, which is protected by using the PIR scheme within the MGRS block.

### 4.6 Experimental Evaluation and Results

We implemented a prototype of our proposed protocol based on Percy++, an open source PIR protocol written in C++ [1] [21][43][44][53][26][71]. We ran our C++ prototype on a virtual
machine with an Intel® Core™ i7-8550U CPU @ 1.80 GHz, 4GB RAM, and Ubuntu Linux. We followed all assumptions of Olumofin et al. [81] in our implementation to compare our results with their approach. We randomly generated and distributed ten million POIs within Canada and the U.S. [116]. Each POI consisted of 300 bytes that included the longitude and latitude coordinates, name, exact address, phone number, website address, etc. of the POI [81]. We set the number of the databases to two to use the Percy++ PIR [81]. For each of these, we applied MGRS to our generated map to create four databases for four levels of user privacy: MGRS-0.1 km, MGRS-1 km, MGRS-10 km, MGRS-100 km.

Recall that the main focus of this section is to reduce the decode time on a smartphone to make the PIR scheme practical for resource-constrained hardware. The decoding time has a direct correlation with the number of POIs in each MGRS block. As we defined the fixed number of POI types for different levels of MGRS blocks (ten types), the PIR decoding time on the smartphone depends on the number of POIs in each type. Therefore, if the number of POIs in a type increases, the decoding time increases. We equalized the number of POIs in all types of MGRS blocks by adding “null” entries, as explained above. Therefore, there can be types that have no data or less than the maximum POI type. This improves the decoding time compared to a type that has the maximum number of POI. As observed in Figure 8, when the user’s level of privacy is increased (larger MGRS block), the probability of obtaining more POIs per type increases. Therefore, an MGRS block with a maximum of five POIs per type has faster data retrieval compared to 500 POIs per type. However, there are some exceptions. For example, MGRS-0.1 km required less computational time with 50 POIs per type than with five POIs per type. These exceptions can happen if the type that was requested has fewer POIs than 50, and the rest of the data in that type is “null” (to make the total number of POIs equal to the maximum
number of POIs in the requested MGRS block). During the decode time, whenever the first “null” block is detected, the decode operation stops and results are returned to the user.

We ran our prototype using different levels of MGRS blocks, and we generated 100 random requests to calculate the average time to decode and retrieve the results. As observed in Figure 8, the probability that we had 500 POIs from one type in an MGRS-0.1 km was equal to zero. This means, for example, that in an area of 0.1 km2, there cannot be 500 banks. The opposite scenario may also occur. The probability that we have five POIs of one type in an MGRS-100 km block is rare. Considering this, the MGRS-10 km is the best choice if we want to show the results for an MGRS block with various numbers of POIs/types.

In our proposed protocol, the number of rows in each MGRS block is the same as the number of POI types, which was set to ten types per MGRS block, regardless of the size of the MGRS block. Thus, if our MGRS block becomes larger, the number of types (rows) does not change, but the number of POIs per type increases. We also have different numbers of POIs per type. Thus, in an MGRS block, we have some types that have no data or less than the maximum number of POIs in that MGRS block. This is important because we want to compare our results with Olumofin et al. [81], and due to the different definition of privacy and the reasons we just mentioned, it is difficult to give an exact comparison.

However, in order to demonstrate the performance of our proposed protocol compared to Olumofin et al. [81], we followed their implementation by setting the privacy level equal to one. Thus, we considered one large MGRS block that covered the U.S. and Canada, and the number of POI types was set equal to the number of rows in Olumofin et al. [81]. We ran our PIR implementation against a database of ten million POIs. Figure 9 shows the time for decoding and retrieving the results for various numbers of rows and POIs.
Figure 8 Comparison of time to decode and retrieve the results, by MGRS size at the client side. The results show the computation time for queries on one MGRS block (ten POI types) for different number of POIs (each POI consists of 300 bytes).

Figure 9 Comparison of time to decode and retrieve the results, by database shape at client side, in our proposed protocol and in Olumofin. The results show the computation time for queries on a 3 GB database for different database shapes (each POI consisted of 300 bytes.)
As observed in Figure 9, our performance is approximately 50% better than that of Olumofin et al. [81] because our method considers the POI type and using the MGRS that applies a fix-sized cloaking region and a variable-sized block to the database. In our proposed protocol, the user receives exactly the type of POI that she was looking for. By increasing the number of POIs per row, the decode and retrieve time increases in the Olumofin et al. [81] protocol because after decoding the rows of the database, the results must be filtered to show the POI that the user was looking for.

4.7 Limitations of our Proposed Protocol

In general, there may be a case in which the user will not find a suitable POI within the requested cloaking region. Therefore, she may wish to search further in a larger MGRS block (i.e., in a broader geographical area). When this happens, the user’s privacy does not decrease in our proposed protocol; it is still guaranteed to the level of the original cloaking region.

As mentioned in section 4.3.3, due to the four levels of MGRS (100 km, 10 km, 1 km and 0.1 km), we required four different configurations for our database. In order to use our protocol in a chained hierarchical architecture, servers must use the same database configuration to be able to work together. This is a disadvantage of our proposed protocol compared to Olumofin et al. [81]. This could increase processing on the server when adding or removing POIs from the databases (for example, when a restaurant closes or a new one opens in a specific MGRS block).

Modern smartphones with multi-core processors may be able to handle the 1.5 GB database for the U.S. and Canada, which is used in the Olumofin et. al. [81]evaluation section, as well as the most recent 3 GB location database [116] that we used in our implementation. However, we
should mention that not all people have the most recent smartphones and so our proposal, which reduces computational cost on the client by almost 50%, may be of particular interest for such environments.

4.8 Summary

In this chapter, we proposed a protocol to help the user searches for nearby places of interest while protecting her location’s privacy by using private information retrieval (PIR). For this purpose, we first proposed a block-based PIR scheme to reduce computational cost on smartphone applications [56]. We demonstrated that by applying our PIR approach to the LBS, the computational cost on the client side was reduced by approximately 50% compared to that reported in a previous work [81]. This reduction is valuable for the implementation of PIR in smartphone applications with limited resources. We demonstrated that our proposed protocol is secure against active and passive adversaries, as well as against a malicious server that tries to identify information about the user’s query and location.

Our approach of retrieving the specific POIs within a cloaking region is much less expensive than the naive approach of requiring the user to download the entire contents of the cloaking region and extract the POI locally. At the same time, privacy is not compromised because the user requests the same cloaking region as if she was requesting the entire contents of the cloaking region. This is a great benefit that reduces the cost of the wireless communication and also the memory usage on the smartphone.
Chapter 5
How to Prevent GPS/Geo-Location Spoofing in Android Applications

Recently, many different types of location-based service (LBS) applications have been released and have attracted a considerable amount of interest from the users’ side and the service providers’ side. The main factor in these applications is a user’s location. LBSs employ the user’s location to offer different services, such as discovering nearby friends, locating nearby social events, providing information about traffic jams, etc. Most of these services rely on users’ current locations, and the claimed locations of users must be accurate. Most of the time, users can profit from being at a particular location, and if a motivation exists, users may lie about their locations. For example, consider an LBS application that allows users to receive a discount coupon if they frequently visit a specific store: this application requires that users do not fake their location to prevent the application from sending coupons to users who are not eligible to receive them. Alternatively, consider a doctor who pretends to be in a specific ward of a hospital to gain access to a patient's records. Social network applications that enable users to locate their nearby friends are only meaningful if the users use their actual locations.

Unfortunately, some applications attempt to help users fake their location. The motivation of these applications is to protect users’ location privacy, while they use online applications. However, as we previously mentioned, LBS applications have relied on users’ current locations. Note that some schemes, such as the schemes that we proposed in chapters 2 and 4, allow users to use their real locations on LBS applications without compromising their location privacy. To prevent users from sending a fake location to the LBS application, different centralized and
distributed location proof schemes have been proposed to enable the service provider to validate users’ locations [32][61][72][89][98][100][102]. Formally, a location proof is an electronic certificate that proves the existence of someone at a certain geographic location at a certain time. The main challenge is to ensure that a location proof scheme does not violate users’ privacy while gathering location proofs. In addition, the location proof scheme should have the ability to recognize users who attempt to trick the architecture by providing location proofs for locations where they are not located. Finally, the architecture must be suitable for smartphone applications with limited processing power, memory, and wireless bandwidth.

As we mentioned in chapter 2, section 2.4.1, if Bob uses a fake location instead of his real location, our proposed protocol is unable to detect this occurrence. Since we consider the Android platform for our nearby friend application implementation, in this chapter, we propose a protocol to detect and reject a request if a user is sending a fake location by using her Android application. Unfortunately, the Android platform allows users to set a "mock location" in the settings menu, which enables users to send a fake location using some applications. Although blocking advertisements or having fun with friends seem to be a reasonable feature, nearby friends’ applications are only meaningful if users use their real locations. Sending a fake location may affect the results of the location-based applications, which rely on the authenticity of location information. In the following section, we first review some existing techniques that help Android providers to stop users from sending fake locations. Then, we provide an overview of the previous work on location proof schemes.
5.1 Our Contributions

In this chapter, we propose the idea of adding a machine learning algorithm to our nearby friends’ Android application (see chapter 2) to estimate the validity of a user's claimed location. In this idea, the machine learning algorithm can decide if the submitted location is real or not, based on the user’s location history, and send the result to the LBS service provider without compromising the user’s location privacy. Simultaneously, the LBS service provider is able to verify if the submitted location is real or not by using one of the previous centralized and distributed location proof systems. The LBS service provider’s final decision on the validation of the submitted location will be based on the results received from our machine learning algorithm and the location proof system.

Our approach provides anomaly detection by using a machine learning algorithm as an additional step to centralized and/or distributed location proof systems to enable more reliable location proofs. Our proposed protocol is able to distinguish between regular or expected users’ locations and irregular or unexpected users’ locations. Our final goal in this chapter is to identify a model that represents the regular location behavior of a user over time. Note that our proposed machine learning algorithm is a proof-of-concept and an overall direction for future work. It is necessary to test different types of machine learning algorithms and more data in order to confirm that our proposed protocol is suitable for real life applications.

The remainder of this chapter has the following structure. Section 5.2 presents a brief overview of location proof schemes and unsupervised machine learning algorithms. Section 5.3 describes the details of our threat model and proposed protocol. Section 5.4 gives an overview of
our implementation. The limitations of our proposed protocol are discussed in Section 5.5. Finally, Section 5.6 summarizes the chapter.

5.2 Related work

We first review some existing schemes that help Android providers to stop users from sending fake locations. Then, we provide an overview of previous work on location proof schemes and unsupervised machine learning algorithms.

5.2.1 Android Developer Schemes

Many methods exist to prevent a user from spoofing a location on mobile devices. Developers can simultaneously use different location trackers to determine if an adversary is trying to spoof the location. Some common technologies in geographic tracking are described as follows:

**GPS Reporting:** A global positioning system (GPS) [85] provides the location and time of any device that contains a GPS receiver. A GPS uses several satellites to provide this feature; therefore, it requires a large amount of power to read these satellites. All satellites broadcast at the same frequency and use code division multiple access (CDMA) to encode signals. GPS devices can be spoofed by broadcasting incorrect GPS signals that resemble a normal GPS signal or by reusing the generated signals of another place at another time.

A secure-military-encrypted GPS [101] provides selective availability (SA) and antspoofing (AS) schemes by changing the GPS infrastructure to make it temporally and spatially unpredictable. Secure-military-encrypted GPS provides assured position,
navigation, and timing (PNT) and has high levels of antijamming or cyber resiliency. Other sensors inside the phone are used to protect PNT and find the real location beyond the GPS, such as inertial measurement units (IMUs). These sensors contain precise accelerometers and gyroscopes that can measure the movement of a phone without any input from outside references. The main goal of a secure GPS is the capability of working despite vulnerabilities such as spoofing and jamming attacks. Jamming employs interference signals that attempt to stop the reception of a GPS signal; simple approaches are available to stop jamming. The encryption technology "M-code" [9] offers a few measures to be more jam-resistant. The most challenging part is preventing spoofing, which requires that a person tracks the device to determine the exact location of the device before it starts spoofing. This step easily stops the device from spoofing its location. By encrypting GPS signals, a person can ensure that she is receiving authentic signals and that the signals are secure against spoofing. Depending on the developer and the reason for using the GPS, different levels of protection, sensor support, and enhanced timing capabilities can be added to future secure GPSs.

Another idea for ensuring that an application receives the real location is the use of the National Marine Electronics Association (NMEA) [114], whose GPS receiver communication is defined within the complete PVT (position, velocity, time) solution. The idea of NMEA is to send a line of data that are totally self-contained and independent, referred to as a sentence. Different types of sentences exist for various applications. For location data, the sentence needed is the "Recommended minimum specific GPS/Transit data", which is referred to as $GPRMC. For example, [114]

$GPRMC,225446,A,4916.45,N,12311.12,W,000.5,054.7,191194,020.3,E*68
Note that mock location providers do not send or receive NMEA data. NMEA is a standard for communicating or receiving GPS data. Therefore, a person can create a NMEA listener, and if an application does not receive any NMEA updates while the location has changed in onLocationChanged(), then the location has definitely been mocked.

**GSM Reporting:** The Global System for Mobile (GSM) [78] communication standard for cellular networks regulates air-encrypted wireless communication among mobile phones via base transceiver stations (BTS) or cell towers. The nearby cell towers can triangulate a user’s location at a particular time and track the user’s movement. Spoofing the location in this method is extremely difficult and is not possible without external hardware. Additionally, the cell traffic is encrypted using a pre-shared key for user authentication.

**LAN Reporting:** A local area network (LAN) [62] is a computer network that connects devices, primarily via Wi-Fi. Since users need to access the Internet via Wi-Fi access points, they are a suitable choice for determining a user’s location with high accuracy. Although this method is vulnerable to spoofing, it can be prevented by applying a strong encryption algorithm as suggested in [82].
**WAN Reporting:** A wide area network (WAN) [118] is a telecommunication network that is employed for long-distance network connections. This method is the easiest method to spoof; however, it has been employed extensively in mobile communications.

**Bluetooth:** Similar to Wi-Fi, real-time location systems use "Bluetooth tags" wireless signals [76] to identify the location of a user. However, the range of data transmission is too small to be very useful for LBS.

LocationAssistant [113] introduced a “stop mocking location” application, which contains four steps:

1. Request location updates with a certain accuracy and at fixed update intervals.
2. Ask the user to allow access to their device’s location.
3. If the requested location service, such as GPS, is turned off, direct the user to the page at which they can turn it on.
4. Detect and reject mock locations. If your application detects a mock location, ask the user to turn it off.

These steps are necessary to obtain reliable location updates for the Android platform. The gray boxes depend on user decisions. Step 4 aims to determine whether the location information is real or fake. Detecting mock locations relies on the Android API; if it is less than level 18, it is detectable by the Settings.Secure flag. The application can easily reject any location, while the mock location is enabled. For API level 18 and higher, the Location.isFromMockProvider() should flag mock locations.

Developers can leverage any of these technologies to make an application more difficult to spoof. For example, if an application unlocks features only if a user is in a specific location, a
person could check the GPS and the cell towers. Currently, no GPS spoofing applications can also spoof cell towers. Note that if the user allows for executing as a root, she can bypass these techniques.

### 5.2.2 Location Proof Schemes

Generally, previous location proof systems could be categorized into centralized systems and distributed systems according to the system architecture. Centralized systems are servers that are relied on for storing proofs of location. In centralized location proof systems [61][72][89], a trusted wireless infrastructure is deployed at different locations to check the physical presence of mobile users and produce location proofs for them. The users submit location proofs to the service provider. This process can be too expensive for a service provider since such a provider should deploy a large number of access points in different locations or locations without fixed wireless infrastructure may exist. Users have to trust the servers, either explicitly or implicitly, to share their locations, which may raise serious concerns about users’ privacy. For distributed systems scenarios, mobile users collaborate with a system and produce location proofs for each other. In the literature, the user who wants to make a location claim is referred to as the prover, and other users who produce a location proof for the prover are referred to as witnesses.

Some privacy and security challenges are common between centralized location proof systems and distributed location proof systems, for example, Terrorist Fraud or a Prover–Prover collusion [8][14]. In this attack, a dishonest prover might collude with an adversary who is close to an access point (AP) in the centralized systems or close to an honest witness in the distributed systems to submit a location proof request on behalf of the dishonest prover.
Some of the attacks only target the distributed location proof systems. As we previously mentioned, the location proofs in these systems are generated by witnesses who might not always be honest or trusted. Consider a prover–witness collusion [100] for example. In this attack, a dishonest witness might collude with a remote malicious prover to generate a fake location proof for the prover. To protect users’ location privacy in the distributed systems, provers and witnesses need to remain anonymous during the location proof generation phase. In the next two sections, we provide an overview of the existing centralized and distributed location proof schemes as follows.

**Centralized System:** In 2003, Waters and Felten [102] presented the notion of unforgeable location proofs. They introduced a secure approach that enables a user to receive her location proof from a location manager. The main drawback of their proposed approach is that the user needs to know the verifier to send him a location proof request. Later, Saroiu and Wolman [89] introduced another type of secure location proof approach, in which the user and wireless APs communicate with each other to exchange their public keys to produce location proofs based on a timestamp. In these types of approaches, the user and wireless APs can collude to generate fake proofs. Therefore, they are vulnerable to collusion attacks.

To address the problem of collusion attacks, in 2010, Luo and Hergartner [72] proposed a collusion resilience and privacy protection location proof architecture called VeriPlace. To provide privacy and security protection, VeriPlace requires three different trusted units: A Cheating Detection Authority (CDA), a Trusted Third Party for managing User information (TTPU) and a Trusted Third Party for managing Location information (TTPL). Each of these trusted units knows a user’s location or her identity but does not simultaneously know both her location and her identity. Their collusion detection approach assumes that the user constantly
requests her location proof. In this way, if the user sends two location proofs that are far from each other, but their timestamps are shorter than the required time, these location proofs can be considered as anomalies. However, this assumption is not realistic since the user should be able to control the frequency of their queries.

To make it more difficult for a user to forge location proofs, Hasan and Burns [49] presented an approach in which the user needs to provide the location proof from two different entries: a location proof from wireless APs and a location proof from Bluetooth-enabled smartphone witnesses. Therefore, if the user wants to forge a location proof, she has to simultaneously collude with both entities. In this solution the verifier needs to trust a random WiFi AP and a smartphone [72]. All approaches presented in this section are centralized, that is, they all need central infrastructures, such as wireless APs to provide location proofs for the user. This requirement is the main disadvantage of centralized systems since a location may exist that has no central infrastructures.

**Distributed Systems:** Zhu and Cao [112] introduced a distributed location proof system called APPLAUS. APPLAUS is based on the nearby mobile devices that exchange information about their location and generate a location proof for each other using a short-range wireless interface, such as Bluetooth. For each mobile device, a set of M public/private key pairs are generated and registered with a trusted certificate authority (CA). M public keys are the pseudonyms of a user. To protect the privacy of users, mobile devices distribute their private information among a location proof server, a trusted CA, and the verifier. To protect users’ real identities from each other and the location proof server, their pseudonyms periodically change. The main drawback of APPLAUS is the high communication, operation, and storage overhead due to the requirement for periodically changing pseudonyms and generating dummy location proofs.
Alibi is another distributed location proof system proposed by Davis et al. [24], which relies on nearby mobile devices to generate alibis (location proof) for each other. A user’s identity is not revealed during alibi generation, and Alibi only reveals it when the user decides to prove the alibi to the judge. In their proposed designed system, however, they did not consider any collusion attacks.

Talasila et al. [98] introduced LINK for secure location verification, in which neighbor mobile devices are connected via a Bluetooth wireless signal and collaborate with the system to verify the location of each other. Verification messages are sent to a trusted location certification authority (LCA). The LCA makes a decision about the validity based on the spatiotemporal correlation among the users, each user’s trust scores and historical patterns of the trust scores. LINK has certain drawbacks: first, privacy issues regarding the prover's identity, which broadcasts his ID to the neighbor verifiers; second, LINK is time- and battery-consuming because it is executed in real time to verify a user’s location; and finally, because witness nodes are not always trusted in these kinds of systems, LINK is vulnerable to prover–witness collusions. A witness can create a location proof for a user even if the user or both the user and the prover are not at the claimed location.

PROPS [32] and STAMP [100] are other examples of systems that allow nearby users to be witnesses and generate location proof for each other in a private manner without considering a reliable solution for prover–witness collusions. Both of these methods are not protected against terrorist fraud (prover–prover collusions). A terrorist fraud attack refers to the remote malicious prover who colludes with an adversary who is close to an honest witness to convince the witness that he/she is in the claimed location.
In a recent study, SPARSE [80] has introduced a distributed system for mobile devices, in which mobile users generate location proofs for each other. SPARSE has numerous privacy protection and security properties for users, such as integrity, unforgeability, and non-transferability of the location proofs. In addition, SPARSE achieves a highly reliable performance against prover–prover and prover–witness collusions.

5.2.3 Unsupervised Machine Learning

In unsupervised learning, a training set contains a set of samples without labeling. The purpose of unsupervised learning is to attempt to find natural partitions in the training set, where the data do not have a target attribute [119]. In unsupervised learning techniques, we attempt to analyze the data to determine the connections among the data.

Clustering is a technique for identifying similarity groups in the data, which are referred to as clusters. In this technique, the algorithm attempts to find and classify data points that are nearest to each other into one group and classify the data points that are furthest from this set into another group. The quality of a clustering result depends on the algorithm, the distance function, and the application [120].

**K-Means Clustering:** The k-means algorithm divides data into k clusters. Each cluster has a cluster center, which is referred to as a centroid, and k is specified by the user. Given k, the k-means algorithm works as follows [121]:

1. Randomly choose k data points (seeds) to be the initial centroids/cluster centers.
2. Assign each data point to the closest centroid.
3. Recompute the centroids using the current cluster memberships.
4. If a convergence criterion is not satisfied, return to step 2.
Strengths of k-means [121]:

1. Simple: easy to understand and implement.
2. Efficient: Time complexity: $O(tkn)$, where $n$ is the number of data points, $k$ is the number of clusters, and $t$ is the number of iterations. Since both $k$ and $t$ are small, k-means is considered a linear algorithm. The k-means algorithm is the most popular clustering algorithm.

Weaknesses of k-means [121]:

1. The algorithm is only applicable if the mean is defined.
2. The user needs to specify $k$.
3. The algorithm is sensitive to outliers.
   a. Outliers are data points that are located very far from other data points.
   b. Outliers can be errors in the data recording or special data points with very different values.

The k-means algorithm is the most popular algorithm due to its simplicity and efficiency [121]. However, the algorithm has some weaknesses. Note that other clustering algorithms also have weaknesses. There is no concrete evidence that one clustering algorithm performs better than another one. The performance depends on the data or applications. The best way to measure the performance of clustering algorithms is to test them with the data and compare the results. We choose k-means for this paper because we discovered the open source implementation of it [122] with scikit-learn, and it is a well-known and extensively employed algorithm for unsupervised learning.
5.3 Proposed Machine Learning Algorithm to Detect Location Spoofing in Android Applications

We explain our machine learning (ML) algorithm by using our proposed nearby friends’ protocol (see chapter 2). The main aim of our nearby friends’ protocol was to enable the automatic detection of nearby friends, while the user’s location privacy is applied to the LBS application. Here, we ensure that the submitted location that is sent to our application is the user’s real location.

5.3.1 Problem statement

Alice and her friends have their locations as their secret values. Our nearby friends’ protocol enables Alice and her friends to separately learn whether they are in the same pre-agreed grid reference. However, if they are not in the same grid reference, Alice does not learn the location of her friends, and her friends do not learn the location of Alice (see chapter 2). Our nearby friends’ Android application notifies Alice if any of her friends are nearby. Unfortunately, the Android platform allows users to set a "mock location" in the settings menu, which enables users to send a fake location using some applications. Sending a fake location can affect the results of our nearby friends’ applications, which rely on the authenticity of the location information. The focus of this chapter is to propose a protocol to help the LBS application detect whether the submitted location is the real user’s location without learning Alice’s real location.

5.3.2 Threat Model

In our threat model, Alice can turn off the machine learning app or use the fake location application whenever she wishes, but we assume that she will not do this indefinitely – there is
no value to Alice in constantly using fake locations, particularly if she desires to use location based services. Therefore, we assume that she will typically report her real location, which allows our machine learning algorithm to learn her normal behavior. Note that if Alice never uses the machine learning application or never sends her real location to our machine learning application, our proposed protocol will still be able to determine the validity of Alice’s location in most cases by using the third phase (the location proof scheme).

5.3.3 Proposed Protocol

Our protocol contains three phases. The first phase is the “Android mock location” phase, in which our application checks whether the mock location is on the Android platform. The second phase is the “machine learning” phase, in which we feed the user’s location history to the ML algorithm to detect if the new submitted location is real or fake and send the result to the LBS service provider. Our machine learning algorithm decision enables our nearby friends’ application to be more confident that it receives a valid location before it provides services. However, the algorithm does not allow the user to prove that her submitted location is real to the LBS service provider. To provide this feature, we can add the third phase to our protocol—the “location proof” phase—in which we use any type of previous location proof scheme to send a proof of submitted location to the LBS service provider. The LBS service provider’s final decision on the validation of the submitted location will be based on the results received from the “machine learning” phase and the “location proof” phase.

Android Mock Location Phase: In this phase, we check whether the user enabled the “mock location app” on her Android smartphone [113][123] (see section 5.2.1). However, because the user might only turn on the “mock location app” after turning off our app, we need the second phase.
**Machine Learning Phase:** Because we are not sure if the visited places in our dataset are fake, we are not able to use supervised machine learning algorithms. Therefore, we apply our training set, which contains a set of samples without labeling, to the unsupervised machine learning algorithm. As we mentioned in section 5.2.4, the purpose of unsupervised learning is to attempt to find natural partitions in the training set, where the data do not have a target attribute [119]. In unsupervised learning techniques, we attempt to analyze the data to determine the connections between the data. Figure 10 shows the lifecycle of our predictive analytics protocol.

![Lifecycle of Predictive Analytics](image)

*Figure 10 Lifecycle of Predictive Analytics*

Because we needed to collect a sufficient amount of location data for our dataset to apply to our machine learning phase (one-year location history), we employed the “Google Map Timeline” and “Google Map Contributions” for one user (the author of this thesis). They provide information about places that the user visited when her location history was turned on for the period of one year from 01/01/2018 to 01/01/2019. In order to add some fake locations, the
author used a “fake GPS” application on her phone during the month of November and December. Table 1 lists the attributes that we applied.

For our training step, we generate clusters of visited places from the training dataset by using the k–means clustering algorithm. To generate our clusters, we select a place as a point and a radius. All places in this area are selected, and the mean of these places is chosen as the new center point. This process is repeated until the mean stops changing. Then, all places in this radius are considered one cluster and are removed from the dataset.

Table 1 Attributes of the place dataset

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Datetime</td>
<td>A timestamp when the GPS is on.</td>
</tr>
<tr>
<td>Category</td>
<td>Type of places. Eighteen types of places are listed in the dataset.</td>
</tr>
<tr>
<td>Day</td>
<td>Day of week</td>
</tr>
<tr>
<td>X</td>
<td>Signifies the latitude of the location.</td>
</tr>
<tr>
<td>Y</td>
<td>Signifies the longitude of the location.</td>
</tr>
</tbody>
</table>

Once we have created clusters from all datasets, we allocate a unique ID to each cluster. Since we are interested in detecting the locations that the user attempts to spoof, we also consider the category of visited places and the time gaps in the dataset, which demonstrates the amount of time required for the user to move between two different places. For the prediction step, our algorithm checks if a visited place from the testing dataset has belonged to one of the generated real location clusters and categories and if a certain time “t” exists between the visited place and the previous place to conclude that the visited place labels as a real user’s location. Otherwise, the visited place is considered a fake location and it is discarded from the dataset.
**Location Proof Phase:** In this phase, we can utilize any of the previous location proof schemes, such as centralized or distributed systems (see section 5.2.2), to send the location proof to the LBS service provider.

### 5.4 Experimental Evaluation and Results of Proposed Machine Learning Algorithm

#### 5.4.1 Attributes

We extract the attributes as follows.

**5.4.1.1 Location of Visited Places**

‘Latitude’ (X) and ‘Longitude’ (Y) have 163 unique entries of the total 552 entries. Among the 163 unique entries, one of the entries has a higher frequency (174 visits) than the remaining entries; we are confident that this place is the user’s home. Eighty of the entries have been visited only one time. This result indicates that the user used her Google map when she visited for the first time, and her smartphone’s GPS was on to help her find the new place.

**5.4.1.2 Category of Visited Places**

The user frequently visits a few places, and some places are rare. We categorize the places based on the types of property in the Google Maps Places API [124]. The Google Maps Places API has 90 types of places. However, the user that we chose only visited 18 types of these places.

Table 2 lists the types of visited places by the user, and Figure 11 shows the frequency of visiting these places for the period of one year from 01/01/2018 to 01/01/2019.
Figure 11 Frequency of types of visited places for the period of one year from 01/01/2018 to 01/01/2019.

Table 2 Types of places visited by the user for the period of one year from 01/01/2018 to 01/01/2019.

<table>
<thead>
<tr>
<th>airport</th>
<th>bakery</th>
<th>book_store</th>
<th>bus_station</th>
<th>café</th>
<th>department_store</th>
</tr>
</thead>
<tbody>
<tr>
<td>farm</td>
<td>gas_station</td>
<td>gym</td>
<td>home_goods_store</td>
<td>hospital</td>
<td>hotel</td>
</tr>
<tr>
<td>park</td>
<td>restaurant</td>
<td>shopping_mall</td>
<td>supermarket</td>
<td>train_station</td>
<td>university</td>
</tr>
</tbody>
</table>

5.4.1.3 Time of Visited Places
From the Google timeline stamp, four main features are extracted: “Hour”, “Day”, “Month” and “Year”. Figure 12 shows the plots of the user’s visited places during one year (2018); the user has more activities during summer (Jun to Aug) than during other months.
Figure 12 Frequency of visited places in different months of 2018

Considering the day of the week and the time of day provides information about the user’s regular location behavior over time. As an example, Figure 13 shows the user’s travel timeline on Monday, November 26, 2018.

Figure 13 Visited places in different hour of the day November 26, 2018.
5.4.2 Preprocessing

We used the scikit-learn library [125] in Python to preprocess the dataset. The data from the “Day” and “Category” attributes have string values. To use these data in the machine learning models, we need to convert them into numeric values. Scikit-learn has a preprocessing package that is able to convert string data into numeric data by assigning an integer value to each unique item. Note that the datetime attribute is a string data type. However, we are able to convert it into three different datetime numerics: “Hour”, “Month” and “Year”.

5.4.3 Implementation and Results

The k-means unsupervised classification model is applied to our dataset to predict whether the location submitted by the user is real and fake. To validate our proposed protocol, we chose to examine recall, precision and the Matthews correlation coefficient (definitions and formulas of these terms are available in the Appendix B) in addition to accuracy. Accuracy alone is not a reliable metric for the real performance of a classifier because it will yield misleading results if the dataset is unbalanced.

We identified and tested the open source implementations of the k-means clustering model using the scikit-learn open source python library [122]. We divided our datasets into training datasets and testing datasets to obtain greater accuracy. Typically, most of the data is used for training, and the smaller portion is used for testing. Table 3 lists the results of the implemented methods for the user when the value of the test dataset size considered 15%, 25%, 35 and 45% of the original dataset.

While we were testing the k-means algorithm, we encountered an issue with mapping the results of the k-means clustering with our ground-truth state [83][126]. The issue is that the k-means algorithm is a clustering algorithm rather than a classification algorithm and clustering
works on unlabeled data. An unknown correlation exists between the clusters derived and the ground-truth state of the unlabeled data. However, our dataset is known because the user is the author of this thesis, and she is able to label our clusters as a “real location” and a “fake location”. We can apply a k-means clustering on the element attributes without the labels and then compare the clusters to the retained labels to determine a) a semantic mapping between our cluster centroids and our classes and b) a sense of "confidence" on how our model performs against the known classes of the training data. Given a) and b) above, we can evaluate a test set against the centroids. The closest centroid to a test row and our semantic mapping (from a) provides the predicted class. Since the test set is labeled, we obtain our ground truth. We can then derive “actual” and “predicted” of the two vectors that are required to create our confusion matrix. The "sense of confidence" obtained in b) is a function of the error observed in a cluster centroid (given the semantic mapping from a) and the ground truth (given by the label on the training rows). Note that in future testing (i.e., with more users and without ground truth), n-fold cross-validation will be used to help validate the test results.

As shown in Table 3, the results show that the algorithm is correct most of the time in guessing the true positives because we have more data in our “real location” state. The machine makes some mistakes when attempting to guess the true negatives in some situations for two reasons. First, the amount of data in our “fake location” state is insufficient. Second, some of our “real location” states are in the “fake location” state because the user may have submitted a fake location from the locations that she usually visits and the time gaps are reasonable with the previous place. Therefore, the machine considered the fake location to be a real location.
### Table 3 Confusion matrix and results for K-means clustering

<table>
<thead>
<tr>
<th>Dataset</th>
<th>True State</th>
<th>Test Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total 552</td>
<td>85% for Training and 15% for testing</td>
<td>Real Location</td>
</tr>
<tr>
<td>Entries</td>
<td></td>
<td>TP = 70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FN = 5</td>
</tr>
<tr>
<td></td>
<td>Recall 0.9333</td>
<td>Recall 0.9191</td>
</tr>
<tr>
<td></td>
<td>Precision 0.9859</td>
<td>Precision 0.9286</td>
</tr>
<tr>
<td></td>
<td>MCC 0.6783</td>
<td>MCC 0.7341</td>
</tr>
<tr>
<td></td>
<td>Accuracy 0.9277</td>
<td>Accuracy 0.8913</td>
</tr>
</tbody>
</table>

### 5.5 Limitations of our Proposed Protocol

The main limitation is that our machine learning algorithm is not able to detect the real location from the fake location if there exists an application that allows a user to mock all movement of the user to the other location. Note that some time gaps exist when the GPS receiver cannot find any GPS satellites, such as when the user enters a building or is traveling.

We are aware that additional datasets and testing are required to evaluate our proposed protocol and the results. However, finding a real dataset can be difficult because we may need to convince people to share their location history or we may need to buy datasets. Therefore, for this thesis we employed one real dataset, which is the location history of the thesis author. For future testing, we will explore the applicability of some publicly available datasets used in other location privacy research, such as Foursquare check-ins.

### 5.6 Summary

In this chapter, we proposed a protocol to help an LBS service provider make a better decision about detecting and rejecting a request if a user is sending a fake location to the LBS
applications, such as nearby friends’ applications. Unfortunately, the Android platform enables users to set a "mock location" in the settings menu, which enables users to send a fake location using some applications. Although it appears to be a suitable feature to stop most of the advertisements or to have fun with friends, nearby friends’ applications are only meaningful if users use their real locations. Sending a fake location can affect the results of location-based applications, which rely on the authenticity of the location information.

Our approach suggests an idea of anomaly detection using a machine learning algorithm as an additional step for centralized and/or distributed location proof systems to enable more reliable location proofs. Our implementation results showed that our proposed protocol is able to distinguish between regular users’ locations or expected users’ locations and irregular users’ locations or unexpected users’ locations with approximately 95% accuracy.
Chapter 6
Conclusion

In this thesis, we proposed two cryptographic protocols, one for nearby friends and one for nearby places privacy preserving LBS. Our nearby friend proposed protocol is based on the Goldwasser-Micali probabilistic encryption scheme. The homomorphic property of the Goldwasser-Micali cryptosystem makes the corresponding plaintext equal to the XOR of the two grid references. If two grid references are equal, the result is “zero”. However, the Goldwasser-Micali cryptosystem is vulnerable to CCA2 attacks. Our proposed protocol used authenticated encryption, Encrypt-then-MAC, to tackle this problem. We analyzed the security of the proposed protocol, and we showed an active adversary who has access to the ciphertext on the communication channel and the decryption oracle, cannot forge another ciphertext that leads him to guess the user’s location (IND-CCA2 security). Moreover, the active adversary cannot modify the ciphertext to affect the outcome of the protocol in a deliberate way (NM-CCA2 security). We also showed the performance and practicality of our protocol in real-time Android applications. We proved that the presented protocol is able to solve the socialist Millionaires’ problem, as well. Note that our solution can also be applied to other problems that are solvable with an exclusive-or homomorphic property.

Our nearby friend proposed protocol is based on the PIR approach. We demonstrated that by applying our approach to PIR, the computational cost on the client side was reduced by approximately 50% compared to that reported in a previous work. This reduction is valuable for the implementation of PIR in smartphone applications with limited resources. We demonstrated that our proposed protocol is secure against active and passive adversaries, as well as against a
malicious server that tries to identify information about the user’s query and location. Our proposed PIR scheme is also applicable to all kinds of smartphone applications that want to send a request to database without revealing any information about their request to the database.

As an item of independent interest, we proposed the idea of adding a machine learning algorithm to our nearby friends’ Android application to estimate the validity of a user’s claimed location. In this idea, the machine learning algorithm can decide if the submitted location is real or not, based on the user’s location history, and send the result to the LBS service provider without compromising the user’s location privacy. Simultaneously, the LBS service provider is able to verify if the submitted location is real or not by using one of the previous centralized and distributed location proof systems. The LBS service provider’s final decision on the validation of the submitted location will be based on the results received from our machine learning algorithm and the location proof system. Our implementation results showed that our proposed protocol is able to distinguish between regular users’ locations or expected users’ locations and irregular users’ locations or unexpected users’ locations by approximately 95% accuracy.

There exist a number of interesting directions for our privacy preserving protocol LBS. First, in order to show our proposed nearby friend protocol is better than the previous work, we need to add more detailed comparison results, such as battery consumption, number of operations, and confidence intervals for all performance experiments. Second, our implementation results are based on Goldberg’s PIR [43]; in order to improve the computational cost of our proposed protocol, we could develop it based on the higher performance block-based PIR such as the hybrid PIR [25]. Third, our proposed protocol could be extended by supporting more complex types of queries. Finally, our proposed protocol could be combined with the Vehicle-to-Infrastructure (V2I) and the Vehicle-to-Vehicle (V2V) communication to help the user find her
nearby places while she is driving her car. In this scenario, the user receives the latest update about the nearby places for her response from other vehicles or street infrastructure such as traffic lights and signs instead of a solid database. To update information about places and their availability constantly, we could use a Blockchain infrastructure in which other vehicles or street infrastructure are able to update their recent observations about the places. For example, all the infrastructure components on the street are connected to the Blockchain and every change that occurs appears in a block. As a result, if the user is looking for nearby parking, the traffic light could let her know the nearest parking lot and if there is any spot available by checking the updated list on the Blockchain.
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Appendix A

A global, open, collaborative, standardized points of interest database provided by Factual [116].

<table>
<thead>
<tr>
<th>POI Type</th>
<th>Canada</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automotive</td>
<td>41913</td>
<td>617664</td>
</tr>
<tr>
<td>Automotive, maintenance and repair</td>
<td>27267</td>
<td>285077</td>
</tr>
<tr>
<td>Automotive, maintenance and repair, tires</td>
<td>0</td>
<td>73587</td>
</tr>
<tr>
<td>Automotive, car parts and accessories</td>
<td>6917</td>
<td>79292</td>
</tr>
<tr>
<td>Automotive, car dealers and leasing, car dealers</td>
<td>7729</td>
<td>105690</td>
</tr>
<tr>
<td>Automotive, car dealers and leasing, used car</td>
<td>0</td>
<td>74018</td>
</tr>
<tr>
<td>2 Businesses and services, financial</td>
<td>35914</td>
<td>348814</td>
</tr>
<tr>
<td>Businesses and services, financial, bank and finance, bank and credit union</td>
<td>14886</td>
<td>128993</td>
</tr>
<tr>
<td>Businesses and services, financial, financial planning and investments</td>
<td>7919</td>
<td>91282</td>
</tr>
<tr>
<td>Businesses and services, financial, access and bookkeeping</td>
<td>13109</td>
<td>128539</td>
</tr>
<tr>
<td>3 Businesses and services</td>
<td>93421</td>
<td>1181684</td>
</tr>
<tr>
<td>Businesses and services, personal care, beauty salons and barbers</td>
<td>26148</td>
<td>325314</td>
</tr>
<tr>
<td>Businesses and services, shipping freight, and material transportation</td>
<td>6232</td>
<td>51966</td>
</tr>
<tr>
<td>Businesses and services, insurance</td>
<td>13687</td>
<td>224441</td>
</tr>
<tr>
<td>Businesses and services, legal, attorney and law offices</td>
<td>12438</td>
<td>226907</td>
</tr>
<tr>
<td>Businesses and services, real estate, real estate agents</td>
<td>9869</td>
<td>140201</td>
</tr>
<tr>
<td>Businesses and services, Telecommunication services</td>
<td>6667</td>
<td>47031</td>
</tr>
<tr>
<td>Businesses and services, computers</td>
<td>9684</td>
<td>92043</td>
</tr>
<tr>
<td>Businesses and services, printing, copying and signage</td>
<td>8696</td>
<td>73781</td>
</tr>
<tr>
<td>4 Businesses and services, home improvement</td>
<td>138297</td>
<td>1403076</td>
</tr>
<tr>
<td>Businesses and services, home improvement</td>
<td>93762</td>
<td>962116</td>
</tr>
<tr>
<td>Businesses and services, home improvement, contractors</td>
<td>25612</td>
<td>260638</td>
</tr>
<tr>
<td>Businesses and services, home improvement, heating, ventilating and air conditioning</td>
<td>5970</td>
<td>74885</td>
</tr>
<tr>
<td>Businesses and services, home improvement, plumbing</td>
<td>6279</td>
<td>58550</td>
</tr>
<tr>
<td>Businesses and services, home improvement, electrician</td>
<td>6674</td>
<td>46887</td>
</tr>
<tr>
<td>5 Community and government</td>
<td>57185</td>
<td>839554</td>
</tr>
<tr>
<td>Community and government, organization and associations</td>
<td>14688</td>
<td>136389</td>
</tr>
<tr>
<td>Community and government, education and secondary schools</td>
<td>14907</td>
<td>192245</td>
</tr>
<tr>
<td>Primary and secondary school</td>
<td>14907</td>
<td>192245</td>
</tr>
<tr>
<td>Community and government, day care and preschools</td>
<td>6859</td>
<td>80547</td>
</tr>
<tr>
<td>Community and government, religious, churches</td>
<td>14531</td>
<td>362889</td>
</tr>
<tr>
<td>Community and government, public and social services</td>
<td>6200</td>
<td>67484</td>
</tr>
<tr>
<td>6 Healthcare</td>
<td>51359</td>
<td>969517</td>
</tr>
<tr>
<td>Healthcare, dentists</td>
<td>18683</td>
<td>230012</td>
</tr>
<tr>
<td>Healthcare, pharmacies</td>
<td>11840</td>
<td>62652</td>
</tr>
<tr>
<td>Healthcare, hospitals, clinics and medical centers</td>
<td>8221</td>
<td>155416</td>
</tr>
<tr>
<td>Healthcare, physicians</td>
<td>12615</td>
<td>521437</td>
</tr>
<tr>
<td>7 Retail</td>
<td>81534</td>
<td>758818</td>
</tr>
<tr>
<td>Retail, furniture and decor</td>
<td>8656</td>
<td>96082</td>
</tr>
<tr>
<td>Retail, fashion, shoes</td>
<td>5946</td>
<td>61335</td>
</tr>
<tr>
<td>Retail, fashion, clothing and accessories</td>
<td>22886</td>
<td>193354</td>
</tr>
<tr>
<td>Retail, fashion, jewelry and watches</td>
<td>6115</td>
<td>67001</td>
</tr>
<tr>
<td>Retail, construction supplies</td>
<td>5776</td>
<td>42307</td>
</tr>
<tr>
<td>Retail, supermarkets and groceries</td>
<td>10862</td>
<td>98231</td>
</tr>
<tr>
<td>Retail, food and beverage, beer, wine and spirits</td>
<td>6014</td>
<td>54942</td>
</tr>
<tr>
<td>Retail, convenience stores</td>
<td>9610</td>
<td>100149</td>
</tr>
<tr>
<td>Retail, glasses</td>
<td>5669</td>
<td>45417</td>
</tr>
<tr>
<td>8 Social</td>
<td>179478</td>
<td>1911585</td>
</tr>
<tr>
<td>Category</td>
<td>Count 1</td>
<td>Count 2</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>Social, food and dining, restaurants</td>
<td>101714</td>
<td>1017499</td>
</tr>
<tr>
<td>Social, food and dining, restaurants, fast food</td>
<td>17207</td>
<td>236356</td>
</tr>
<tr>
<td>Social, food and dining, restaurants, dining</td>
<td>16033</td>
<td>0</td>
</tr>
<tr>
<td>Social, food and dining, cafes, coffee and tea houses</td>
<td>15083</td>
<td>117367</td>
</tr>
<tr>
<td>Social, food and dining, restaurants, pizza</td>
<td>12888</td>
<td>136018</td>
</tr>
<tr>
<td>Social, food and dining, restaurants, American</td>
<td>0</td>
<td>225245</td>
</tr>
<tr>
<td>Social, food and dining, restaurants, Chinese</td>
<td>5724</td>
<td>0</td>
</tr>
<tr>
<td>Social, Bars</td>
<td>10829</td>
<td>179100</td>
</tr>
<tr>
<td>Transportation</td>
<td>17906</td>
<td>206107</td>
</tr>
<tr>
<td>Transportation, gas stations</td>
<td>11783</td>
<td>161466</td>
</tr>
<tr>
<td>Transportation, taxi and car services, car and truck rentals</td>
<td>6123</td>
<td>44641</td>
</tr>
<tr>
<td>Travel</td>
<td>27937</td>
<td>177682</td>
</tr>
<tr>
<td>Travel, travel agents and tour operators</td>
<td>6505</td>
<td>35613</td>
</tr>
<tr>
<td>Travel, lodging, hotel and motels</td>
<td>21432</td>
<td>142069</td>
</tr>
</tbody>
</table>
Appendix B

Definitions and Formulas Used in The Results Tables:

**True positives (TP):** Correctly identified.

**True Negatives (TN):** Correctly rejected.

**False Positives (FP):** Incorrectly identified (Also known as a "Type I error.")

**False Negatives (FN):** Incorrectly rejected (Also known as a "Type II error.")

**Accuracy:** The proximity of measurement results to the true value.

\[
\text{Accuracy} = \frac{\sum \text{True positive} + \sum \text{True negative}}{\sum \text{True positive} + \sum \text{True negative} + \sum \text{False positive} + \sum \text{False negative}}
\]

**Precision:** The repeatability or reproducibility of the measurement.

\[
\text{Precision} = \frac{\sum \text{True positive}}{\sum \text{True positive} + \sum \text{False positive}}
\]

**Recall:** The fraction of relevant instances that have been retrieved over the total amount of relevant instances.

\[
\text{Recall} = \frac{\sum \text{True positive}}{\sum \text{True positive} + \sum \text{False negative}}
\]

**MCC (Matthews correlation coefficient):** Used in machine learning as a measure of the quality of binary (two-class) classifications.

\[
\text{MCC} = \frac{(\sum \text{True positive} \times \sum \text{True negative}) - (\sum \text{False positive} \times \sum \text{False negative})}{\sqrt{(\sum \text{True positive} + \sum \text{False positive}) \times (\sum \text{True positive} + \sum \text{False negative}) \times (\sum \text{True negative} + \sum \text{False positive}) \times (\sum \text{True negative} + \sum \text{False negative})}}
\]