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ABSTRACT

Biomarkers have important clinical uses as diagnostic, prognostic, and predictive tools for cancer therapy. However, translation from biomarkers claimed in literature to clinical use has been traditionally poor. Importantly, clinical covariates have been shown to be important factors in biomarker discovery in small-scale studies. Yet, traditional differential gene expression analysis for expression biomarkers ignores covariates, which are only accounted for later, if at all. We conjecture that covariate-sensitive biomarker identification should lead to the discovery of more robust and true biomarkers as confounding effects are considered. Here we examine gene expression in more than 750 breast invasive ductal carcinoma cases from The Cancer Genome Atlas (TCGA-BRCA) in the form of RNA-Seq data. Specifically, we focus on differential gene expression with respect to understanding HER2, ER, and PR biology – the three key receptors in breast cancer. We explore methods of differential expression analysis, including non-parametric Mann-Whitney-Wilcoxon analysis, generalized linear models with covariates, and a novel categorical method for covariates. We tested the influence of common patient characteristics, such as age and race, and clinical covariates such as HER2, ER, and PR receptor statuses. More importantly, we show that inclusion of a correlated covariate (e.g. PR status as a covariate in ER analysis) substantially changes the list of differentially expressed genes, removing many likely false positives and revealing genes obscured by the covariate. Incorporation of relevant covariates in differential gene expression analysis holds strong biological importance with respect to biomarker discovery and may be the next step towards better translation of biomarkers to clinical use.
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1. INTRODUCTION

The use of biomarkers is fundamental in clinical research as well as in clinical practice. The World Health Organization (WHO) defines a biomarker as “any substance, structure, or process that can be measured in the body or its products and influence or predict the incidence or outcome of disease” [1]. In simpler terms, they refer to objective, reproducible signs of a biological or disease state. With respect to cancer therapy, biomarkers often come in the form of genomic biomarkers and have important clinical use as diagnostic, prognostic, and predictive tools [2]. Most famously, the BRCA1 and BRCA2 mutations are used routinely in clinic for predicting risks of breast and ovarian cancer [3]. As well, prognostic and predictive biomarkers such as HER2 (human epidermal growth factor receptor 2), ER (estrogen receptor), and PR (progesterone receptor) statuses have major impacts on clinical decision making in breast cancer and have been approved for use by the FDA [2]. Biomarkers have long been claimed as the “key to better patient care and lower medical costs” [4]. For instance, the American Society of Clinical Oncology estimates that screening people with colon cancer for mutations in the K-RAS oncogene would save at least US$600 million a year [4]. Furthermore, biomarkers pave the road for personalized treatment strategies for cancer, which have much higher clinical efficacy compared to standard therapy [5]. However, biomarker advancements in healthcare are largely hindered by their poor translation from literature to use in clinic.

1.1 Traditional issues in biomarker translation

The poor translation of biomarkers is evidenced by the fact that there are more than 150,000 papers reporting thousands of disease-associated biomarkers, yet fewer than 100 have been validated for
routine clinical use [4] [6]. The biomarker pipeline can be divided into six essential processes: biomarker candidate discovery, qualification, verification, research assay optimization, clinical validation, and commercialization [6]. Success of this pipeline begins with the discovery of optimal and robust biomarkers. It is often that biomarkers discovered and evaluated in cells in vitro do not translate to cell in vivo. As well, heterogeneity – in both tissues and across patients – remains a high hurdle that biomarkers studies must overcome [7].

Flaws in the reproducibility and validity of discovered biomarkers are highlighted by a 2006 study reporting gene expression profiles for determining patient response to different forms of chemotherapy [8]. Initially, this study generated great excitement in the field of cancer biomarkers. However, the gene expression patterns in the study were discovered and tested only on a set of cancer cell lines, and subsequent studies found major flaws in this work [2]. The paper was later retracted from Nature Medicine in 2011. Lack of reproducibility and clinical validity are the two major reasons why discovered biomarkers do not make it far down the biomarker pipeline.

A 2011 Nature review cites the lack of standardization and insufficient sampling to be major impediments to biomarker research [4]. In many studies, patient characteristics in biomarker studies are not controlled properly; patients are often not matched for sex, age, weight, ethnicity, or lifestyle factors [4]. The lack of control for patient heterogeneity limits the ability to make strong correlations between biomarkers and patient conditions. This heterogeneity is further exacerbated across studies with different patient populations, which leads to poor reproducibility. Furthermore, small-scale studies lack the statistical power to infer clinically useful and robust biomarkers [9], rendering the results of the studies less compelling when it comes to validation.

With respect to cancer, it is well established that patient characteristics or clinical covariates (such as the aforementioned sex, age, weight, ethnicity, and lifestyle) play important roles in the risk and
progression of disease [10] [11] [12]. Clinical covariates can also include elements invisible to the naked eye, such as blood serum composition or the presence of other biomarkers (e.g. HER2 status in breast cancer). These covariates have confounding effects when it comes to creating prediction models, such as those for cancer diagnostics, prognostics, or treatment response. When these covariates are not controlled in the study design, it is pertinent that statistical analyses account for these possibly confounding effects [13] [14]. In small-scale studies, adjusting for clinical covariates improves the accuracy of diagnostic and prognostic biomarkers [15] [16] [17]. With respect to gene expression studies, analyses that integrate sequence information with clinical and patient data result in improved performance and sensitivity [18] [19]. Accounting for covariates can address the issue of the lack of standardization posed in the 2011 Nature review.

Furthermore, acknowledgement of covariates becomes increasingly important for large-scale high-throughput studies (as a direct solution to the issue of insufficient sampling). Covariates can introduce underlying directional biases which can skew the data and limit prediction power; and such an issue cannot be solved simply by increasing sample size. The recent explosion in data volume from high-throughput studies will require accompaniment of appropriate statistical analyses, such as controlling for covariates, before proper conclusions can be made.

1.2 Issues in differential gene expression analysis

The traditional approach to identifying candidate biomarkers is with genome-wide differential expression analyses. Differential expression refers to differences in gene expression levels between two conditions. In the context of cancer biomarkers, this can be gene expression differences in tissues between healthy and cancer patients or differences in tumours of early-stage
Differential expression analysis has been traditionally performed using data obtained from DNA microarrays to quantify mRNA abundance [20]. RNA sequencing (RNA-Seq), a next-generation sequencing technology, offers a high-throughput alternative. Compared to microarrays, RNA-Seq has greater dynamic range (able to measure many orders of magnitude more of expression difference for the same gene), and the ability to detect point mutations or gene fusions. Many bioinformatics pipelines have been developed to accommodate RNA-Seq data for differential expression analysis, the output of which is a list of differentially expressed genes between the two conditions, which may serve as biomarkers [20]. However, despite advancements in technology and data quantity, development of gene expression biomarkers continues to experience the same pitfalls described previously.

It has been well established that patient characteristics and clinical covariates have effects on gene expression. For example, elevated gene expression levels of interleukin-6 and other proinflammatory cytokines has been correlated to age [21]. With respect to ethnicity, there is evidence to suggest that gene expression profiles differ between African Americans and European Americans in colorectal and breast cancer patients [22] [23]. Genomic changes such as single-nucleotide polymorphisms (SNPs) and copy number variants (CNVs) also impact gene expression phenotypes [24]. One of the most important findings in breast cancer research was the discovery of tumour subclass classifications based on different patterns of gene expression [25]. For example, HER2 status is a routinely tested prognostic biomarker in clinic for breast cancer; and different gene expression patterns have been found for HER2-positive and HER2-negative breast cancer tumours [26]. Numerous studies have found differential expression patterns between clinical conditions of interest. We believe there is merit for these conditions to be considered as covariates, if relevant, in further differential expression analyses.
Yet, expression biomarker studies have exclusively operated with traditional differential expression, without covariates. For example, in two highly cited and established papers for breast cancer signatures [27] [28], we believe covariates were not sufficiently considered at the stage of differential expression analysis for determining the gene signatures. In the studies, gene signatures were selected to predict either survival [27] or recurrence [28] without consideration of patient characteristics. Only later, when assessing survival outcomes or recurrence risks, are covariates considered in the prediction models. As a result of the omission of covariates at the stage of differential expression analysis, it is quite possible that valid genes for the signature are missed and less valid genes creep in. A list of possibly suboptimal gene candidates has downstream consequences for analysis and validation. And even if clinical covariates are considered later, it may be too late.

Statistical tools developed for differential expression analysis (DESeq2 [29], edgeR [30]) do allow for inclusion of covariates, however such features have been used mostly to account for batch effects or other technical artifacts in RNA-Seq data. For example, a 2014 study by Li et al. found an eight-miRNA signature as a potential prognostic biomarker for lung adenocarcinoma [31]. In this study, although clinical data was considered later on in receiver operating characteristic (ROC) analysis, differential expression analysis using edgeR only accounted for the batch effects and the sampling properties of RNA-Seq data.

We conjecture that covariate-sensitive biomarker identification should lead to the discovery of more robust, and true biomarkers as confounding effects are considered. There is a lack of evidence that the inclusion of patient characteristics and clinical covariates are being considered at the level of differential expression analysis in high-throughput cancer studies. We believe this may be a
major flaw in the biomarker discovery pipelines which needs to be addressed in order for better biomarker translation.

In this thesis, we evaluate incorporation of clinical covariates in differential expression analysis of high-throughput cancer data. We seek to answer the fundamental question of how the inclusion of covariates changes what appear to be relevant biomarkers. We hypothesize that 1) covariate models have increased robustness and consistency across patient sets, 2) covariate models remove covariate-associated genes and reveal covariate-obscured genes, and 3) use of correlated over uncorrelated covariates has stronger effects on differential expression analysis of the condition of interest. We examine gene expression in more than 750 breast invasive ductal carcinoma patients from The Cancer Genome Atlas (TCGA-BRCA) in the form of RNA-Seq data. Specifically, we focus on differential gene expression with respect to understanding HER2, ER, and PR biology - the three key receptors in breast cancer. We explore methods of differential expression analysis, including non-parametric Mann-Whitney-Wilcoxon analysis, generalized linear models with covariates, and propose a novel categorical method for covariates. Furthermore, we test the influence of common patient characteristics, such as age and race, and clinical covariates such as HER2, ER, and PR receptor statuses. Here, we present strong evidence of the importance of accounting for covariates in differential expression analysis of high-throughput data. With covariates and with more data from large-scale studies, we believe optimized biomarker discovery can overcome hurdles that previously limited its translation to clinical use.
Large-scale collaborative efforts and advancements in technology have greatly improved the field of cancer research. Initiatives such as The Cancer Genome Atlas (TCGA), led by the National Institutes of Health (NIH), and the International Cancer Genome consortium have produced a wealth of publicly available high-throughput cancer data. Such large-scale and regulated collaborations are needed to overcome the challenges often faced by investigator-initiated research models, such as limited sample size and standardization [4]. Since its conception in 2005, TCGA has been used extensively by researchers producing many distinguished publications in high-impact journals such as *Cell* or *Nature* [32]. Examples include the identification of the glioma-CpG island methylator phenotype (G-CIMP), which correlated with improved survival in glioblastoma patients [33], and the discovery of novel breast cancer oncogenes and potentially druggable targets [34]. Overall, TCGA provides data on 33 different tumour types from over 11,000 cases across Canada and the United States [32]. The different data types include RNA-Seq for transcriptome profiling, microRNA sequencing, DNA sequencing for mutation profiling, genotyping arrays, and methylation arrays. TCGA and other similar large-scale initiatives continue to be an invaluable source of knowledge for cancer genetics. However, translation of the enormous amounts of data to clinical therapeutics and diagnostics still requires proper bioinformatic and statistical analyses. In this thesis, we intend to properly account for covariates in differential expression analysis of high-throughput breast cancer data from TCGA with focus on HER2, ER, and PR biology – the three key receptors in breast cancer.
2.1 Breast invasive carcinoma

Breast cancer is one of the most prevalent cancers worldwide. In the U.S., it is reported that there is a 1 in 8 chance that a woman would develop breast cancer in her lifetime [35]. Currently, breast cancer is the second leading cause of cancer death in women, following only lung cancer [35]. Most breast cancers begin in the either the lobules, the milk-producing glands, or the milk ducts, which carry milk from the lobules to the nipple. Breast cancer can also be either non-invasive (cancer remains in the lobules or ducts), or invasive (cancer grows into normal healthy tissues) [36]. Invasive ductal carcinoma (IDC) is the most common form of breast cancer, which accounts for about 80% of all breast cancer cases [37]. In this type of cancer, tumours have broken through the milk duct walls and have begun to invade surrounding breast tissue. In this thesis, we focus on data from invasive ductal carcinoma cases.

There are three crucial biomarkers that are routinely examined in clinic for invasive breast cancer: 1) HER2, the human epidermal growth factor receptor 2, encoded by the gene ERBB2; 2) ER, the estrogen receptor α isoform, encoded by the gene ESR1; and 3) PR, the progesterone receptor, encoded by the gene PGR [37]. These three biomarkers are prognostic of cancer progression and predictive of treatment efficacy. The statuses of these receptors are determined by immunohistochemistry (IHC) of primary tumours, with positive status indicating elevated protein expression.

HER2-positive breast cancer occurs for 1 in 5 women with breast cancer [37]. In these cases, the HER2 protein is overexpressed on the surface of cancer cells which leads to aggressive growth and spread. HercepTest™ (Agilent) is one of several tests for HER2 status used in-clinic and is approved by the U.S. FDA [2]. With HER2-positive breast cancers, targeted therapies are more
effective when compared to general chemotherapy [37]. HER2+ cancer confers drug sensitivity to trastuzumab, a monoclonal antibody against HER2 [38], and lapatinib, a kinase inhibitor.

With respect to the hormone receptors, 2 out of 3 breast cancer cases test positive for ER or PR status [37]. For over three decades, ER has been the most clinically important biomarker evaluated for breast cancer, as ER-positive tumours respond significantly better to hormone therapy than ER-negative tumours [39]. Tamoxifen, claimed as one of the most important advances in oncology [39], is a selective ER modulator (SERM) which blocks the estrogen receptor on cell membranes. For ER+ breast cancer, treatment with tamoxifen results in substantial improvement in survival [40] [41]. Aromatase inhibitors are a more recent form of hormone therapy which block conversion of precursors to estrogens, molecules, particularly estradiol and estrone [42]. Both tamoxifen and aromatase inhibitors are effective and are routinely used in clinic for ER+ breast cancers. However, hormone therapy is largely ineffective for women with ER- breast cancer [40]. As well, hormone therapy has significant side effects such as increased risk of thromboembolic events and uterine cancers [39].

Although PR status is routinely measured alongside ER, the exact role of PR in breast cancer remains rather unclear [39]. The PR gene, PGR, is controlled by estrogen, thus PR expression might be indicative of the estrogen response pathway [43]. As such, ER expression is often correlated with PR expression; we see this in the TCGA-BRCA cohort as well (see section 4.1.3 Figure 3). Several studies presented the importance of PR as a prognostic biomarker, as ER+/PR- patients have worse prognosis overall compared to ER+/PR+ patients [44] [45]. Some studies saw increased sensitivity to tamoxifen in ER+/PR+ patients however subsequent studies were unable to replicate the results [39] [41] [46]. Thus, the value of PR as a predictive biomarker remains controversial.
Further understanding of HER2, ER, and PR in cancer biology is important in order to fully elucidate the underlying biochemical pathways and other possible drug targets. In this thesis, we emphasize the importance of covariates in differential expression analysis, in the context of HER2, ER, and PR status in breast cancer as an example. Genes differentially expressed between receptor positive and receptor negative conditions could act as possible drug targets. Furthermore, the genes affected could have implications for understanding the mechanisms of side effects of therapies targeting these receptors. Better discovery of biomarkers by incorporating covariates would lead to more clinically valid biomarkers for prognostics or therapy. The validity of covariate-sensitive differential expression analysis would not be limited to the context of breast cancer exclusively.

2.2. Differential gene expression

Differential gene expression refers to differences in mRNA transcript abundance of each gene between two conditions. In the context of breast cancer, this can be a difference in expression of an oncogene between tumour and non-tumour cells or differences in gene expression between ER+ and ER- tumours, for example. Differential expression has traditionally been accomplished using hybridization-based microarray technology, but since the advent of next-generation sequencing (NGS), massively parallel RNA sequencing (RNA-Seq) has largely replaced microarrays for transcriptomics, as it offers higher dynamic range and higher sensitivity [47]. The high-throughput nature of NGS technologies, including RNA-Seq, continues to be the driving force behind the large-scale studies and collaborations, and as well, enables researchers to pursue big data analytics. In this section, we will briefly discuss RNA-Seq protocols and tools for differential expression analysis.
2.2.1 RNA-Seq protocols and pipelines

The RNA-Seq workflow first requires defining biological conditions of interest and appropriate library design for sequencing. Factors to consider for sequencing include read length, library type (single-end vs. paired-end), depth of coverage, and number of technical replicates [48]. Library preparation begins with extraction and isolation of total RNA from the samples. For example, this could be RNA extraction and isolation from breast primary tumours and non-tumour cells. From total RNA, the low quantity of mRNA is enriched using poly(A) selection of mRNA or by depletion of the abundant ribosomal RNA (rRNA) [48]. Fragments of appropriate size (according to selected read length) are generated by fragmentation of the enriched RNA followed by size selection. Complementary DNA (cDNA) is then generated from the RNA template by reverse transcription. The first strand cDNA is made double stranded by DNA polymerase. The last steps before sequencing include end repair and adaptor ligation [48].

The double stranded cDNA can now be sequenced using high-throughput short-read NGS, which includes methods such as sequencing by synthesis (Illumina), pyrosequencing (Roche-454), and sequencing by ligation (SOLiD sequencing) [49]. RNA-Seq data from TCGA-BRCA is generated using Illumina platforms. In short, sequencing by synthesis is a cyclic DNA elongation process in which one fluorophore labelled deoxynucleotide (dNTP) with a reversible terminator is added to the strand each cycle. Following the addition of the four different dNTPs (one colour for each nucleobase), the fluorescent label is read and the reversible terminators are removed, completing one cycle [49]. The Illumina HiSeq 2500 system, used in TCGA for example, can produce 300 million to 4 billion reads per run with a max read length of 250 base pairs.

After sequencing, the reads must be either aligned to a reference genome or assembled de novo. Bowtie [50] and TopHat [51] are two well cited bioinformatic tools for genome-guided alignment.
In simple terms, the sequences of the reads are matched to that of the reference genome and an optimal alignment is determined using dynamic programming. In the TCGA RNA-Seq pipeline [52], reads are mapped to the GRCh38 reference genome using STAR – another popular software package for RNA-Seq alignment [53]. From the aligned reads, gene expression can be quantified using the software package HTSeq [54] which outputs read counts for each gene. The raw read counts can be further transformed by normalizing for library size, turning into reads per million mapped reads, and normalizing by gene length, resulting in fragments per kilobase of transcript per million mapped reads (FPKM). From here, genes can be evaluated for differential expression using software tools such as DESeq2 [29] and edgeR [30].

2.2.2 Differential expression analysis

In this thesis, we evaluate differential gene expression using DESeq2, edgeR, and a non-parametric Mann-Whitney-Wilcoxon (MWW) test. DESeq2 and edgeR are two highly cited and commonly used packages in R (an environment for statistical computing) designed for differential expression analysis of RNA-Seq data. The MWW test is a statistical test which compares differences in expression of a gene by ranking samples, then tests whether there is a difference in ranking between the two conditions of interest. The MWW test is not specifically designed for RNA-Seq data but should be evaluated as a non-parametric alternative. In the latter parts of the thesis, we mainly focus on using DESeq2 for differential expression analysis. In this section, we will discuss the features and statistical frameworks of each method for differential expression analysis. Methods for incorporating covariates will be addressed in section 3.2, as we propose a novel method for covariate analysis.
Both DESeq2 and edgeR are designed for the analysis of count data. Testing for differential expression is dependent on the log2 fold change (LFC) in expression strength of each gene, and the dispersion (representing variance). The inner workings of DESeq2 and edgeR are quite similar and benchmark tests have suggested there is no direct advantage of one over the other [55]. In both packages, read counts in count matrix \( K_{ij} \) (row for gene \( i \), and column for sample \( j \)) are modeled following a negative binomial distribution with mean \( \mu_{ij} \) and dispersion \( \alpha_i \).

\[
K_{ij} \sim \text{NB}(\text{mean } = \mu_{ij}, \text{dispersion } = \alpha_i)
\]

\[
\text{Var } K_{ij} = \mu_{ij} + \alpha_i \mu_{ij}^2
\]

Counts are normalized according to sequencing depth using the median-of-ratios method in DESeq2 [56], and the trimmed means of M-values (TMM) method in edgeR [57]. For the normalized counts of each gene \( q_{ij} \), a generalized linear model (GLM) with a logarithmic link is fit with design matrix elements \( x_{jr} \) with coefficients \( \beta_{ir} \) and a constant offset \( \beta_0 \) representing the average log expression.

\[
\log_2 q_{ij} = \sum_r x_{jr} \beta_{ir} + \beta_0
\]

The design matrix represents features of interest for the analysis. For example, in the simplest case of a direct comparison of HER2+ vs. HER2- for differential expression, the design matrix would consist of only one element which is HER2 status. The GLM fit, determined by maximum likelihood estimation, returns coefficients \( \beta_{ir} \) for each design matrix element \( x_{jr} \). In the HER2 example, the coefficient of HER2 status would represent the overall expression strength of each gene and the LFC between HER2 groups. Essentially, these coefficients are an indication of the
differential expression of each gene, however, further corrections must be made before hypothesis testing and the generation of p-values.

In both DESeq2 and edgeR, corrections are made to the dispersion estimates. First, gene-wise dispersion estimates (based on only data from each gene) are made using maximum likelihood. Empirical Bayes is used to shrink gene-wise dispersions towards a consensus value (prior distribution). The strength of shrinkage depends on 1) estimates of how close true dispersion values match the fit and 2) degrees of freedom (larger sample size results in weaker shrinkage). DESeq2 differs from edgeR here, as the prior distribution is estimated from the data in DESeq2 whereas edgeR requires a user-adjusted parameter [29].

DESeq2, by default, also corrects for fold change using Empirical Bayes estimation. It is observed that in high-throughput sequencing count data, noise is higher for genes with low counts [29]. Thus, there is strong variance of LFC estimates for genes with low expression. The empirical Bayes procedure fits a zero-centered normal distribution to observed maximum likelihood estimates of LFC for all genes. Using this approach, LFC of genes with low information (low count, high dispersion, or few degrees of freedom) are more strongly shrunk towards zero. Essentially, the LFC of genes with weakest expression are corrected, with strong bias towards zero. This procedure is not performed by default in edgeR but can be parameterized by the user using one of the edgeR functions.

For hypothesis testing for differential expression, DESeq2 employs a Wald test whereas edgeR uses an exact test, analogous to Fisher’s exact test, adapted for negative binomial data. In the Wald test, a shrunken estimate of the LFC is divided by its standard error producing a z-statistic which is then compared to the normal distribution. P-values are further adjusted for multiple testing by the Benjamini and Hochberg procedure. In the edgeR exact test, the adjustment is that
hypergeometric probabilities in Fisher’s exact test are replaced with negative binomial. The full mathematical details can be found in Material and methods sections of the 2014 DESeq2 paper [29] and 2010 edgeR paper [30].

In contrast to the Wald test and the exact test, which are both parametric in nature, the Mann-Whitney-Wilcoxon test is a non-parametric test for ranks. It tests the null hypothesis that the difference in the distribution of ranks is zero. In this case, all samples are ranked for each gene based on expression strength, and the distributions of the ranking of samples between the two conditions are compared. MWW is evaluated by the $U$ statistic, whose distribution can be approximated by the normal distribution for sample sizes above 20 [58]. The MWW test makes several assumptions: 1) observations from both groups are independent, 2) responses are ordinal, and 3) the shape of the distribution of both groups must be similar. Although not specifically designed for RNA-Seq count data, MWW can be a valid non-parametric alternative and should be evaluated.
3. METHODS

In this thesis, our work can be chronologically split into two phases – the exploratory phase and the hypothesis testing phase.

First, in the exploratory phase, we tested the ability of DESeq2 and edgeR for incorporating covariates by generalized linear models (GLMs) using simulated gene expression data. Next, using real gene expression data from TCGA-BRCA, we compared the methods for differential expression analysis, namely DESeq2, edgeR, and MWW. At this stage, we focused on differential expression based on the HER2 status of primary tumours (HER2+ vs. HER2-). We then proceed to evaluate covariate-dependant differential expression analysis of TCGA-BRCA data using GLMs in DESeq2. We considered covariates including age, race, ER status and PR status.

In the hypothesis testing phase, we primarily focused on using DESeq2 for analysis as the default functions in DESeq2 made it advantageous over edgeR. We hypothesized that 1) covariate models have increased robustness and consistency across patient sets, 2) covariate models remove covariate-associated genes and reveal covariate-obscured genes, and 3) use of correlated over uncorrelated covariates has stronger effects on differential expression. We first examined HER2 focused differential expression with and without covariates (age, race, ER, PR), followed by cross-validation with a mutually exclusive similarly sized dataset. For improved validation metrics, we performed 20-fold non-mutually exclusive cross-validation of HER2 focused analysis (with and without ER/PR as covariates). We compared ER focused differential expression analysis (with and without HER2/PR as covariates) using the same approach.

Lastly, we evaluated ER focused differential expression in depth. Using the 20-set, we compared the non-covariate model, the GLM covariate model, and our proposed categorical covariate model.
We looked at pairwise comparisons of resulting gene lists of each method and the respective validation consistencies. Resulting genes of interest were further examined by expression boxplots, Gene Ontology enrichment analysis [59], and KM-plotter [60].

3.1 Datasets for analyses

Gene expression data was simulated for 60 samples of 20,000 genes based on a negative-binomial model. Expression levels of genes were then influenced by 3 simulated binary discrete covariates and 3 simulated continuous covariates. Our first dataset strictly followed a negative binomial distribution with covariate influence and the second with added noise. The negative binomial distribution was generated in R using the `rnbinom` command with a base mean $\mu$ of 4 and a dispersion $\alpha$ of 0.1. For covariate influence, 2000 genes for each covariate were randomly chosen to have altered mean $\mu$. For binary discrete covariate influence, the mean was squared. For continuous covariates, the mean was exponentiated to the continuous variable – which ranged from 1 to 3. Noise was generated using the `rnbinom` command with a base mean $\mu$ of 2 and a dispersion $\alpha$ of 0.05 then added to the starting data.

For real gene expression data, we downloaded RNA-seq data processed by Illumina HiSeq 2500 in the form of raw HTSeq counts from TCGA-BRCA using the TCGAbiolinks package in R [61]. As well, we downloaded the clinical data associated with each case. In total, there were 1,092 cases of breast invasive carcinoma primary tumours with RNA-Seq data. We focused on the 814 cases of breast invasive ductal carcinoma from female patients.

For the comparison of methods for HER2 focused analysis in the exploratory phase, we randomly selected $n = 154$ cases (77 HER2+, 77 HER-). We did not sample from cases with equivocal or indeterminant HER2 status. For covariate-sensitive analysis, the same 154 cases were evaluated.
Race was considered as a categorical covariate with 3 levels (White, Black or African American, and Asian). Age was treated as a categorical covariate with 5 bins (27-45, 46-52, 53-59, 60-68, 69-90) with ranges chosen for equal sample sizes in each bin. ER and PR status were either positive or negative.

In the hypothesis testing phase, for HER2 cross-validation, a mutually exclusive dataset of n = 156 cases (78 HER2+, 78 HER-) was randomly sampled. Covariate criteria was the same as the previous 154 cases.

For the generation of the 20-set, 140 cases were randomly selected without replacement for each set from the total 814 cases. After 20 resamplings for 140 cases each, a total of 786 distinct cases were selected which almost entirely covered the total 814 cases. The three factors considered here were HER2, ER, and PR status. Only positive or negative statuses (not equivocal or indeterminant) were considered for selection. No restrictions were placed on the number of samples from each category; the distribution of HER2, ER, and PR status in the each of the 20 set mirrors that of the entire cohort.

3.2 Frameworks for covariates

In DESeq2 and edgeR, covariates can be incorporated using GLMs. GLM functionality is present in both packages, however, GLMs are often only used to account for batch effects or technical artifacts of RNA-Seq and not clinical covariates as confounding factors [62]. As discussed earlier, a GLM with a logarithmic link can be fit with design matrix elements $x_{ijr}$ with coefficients $\beta_{ir}$ and a constant offset $\beta_0$ representing the average log expression. The coefficients from the GLM fit represents the overall expression strength of each gene and the LFC.
Clinical covariates as well as batch effects can be included as elements in the design matrix. In GLMs with multiple elements, the assumption of linearity must be made as the elements are combined in a linear fashion. As a simple example, a possible design matrix could include just one binary variable, the HER2 status. In this model, for each gene, the constant coefficient $\beta_0$ would capture the average log expression, while $\beta_1$ would capture the relationship between HER2 status and the gene’s expression, if any. If $\beta_1$ is statistically significantly different from zero, it means that the gene is differentially expressed in HER2+ vs. HER2- samples. An example with covariates could have HER2 and ER in the design matrix. In this covariate model, $\beta_0$ would capture the average log expression, $\beta_1$ would represent the variability explained by ER, and then $\beta_2$ would capture the remaining variability attributing it to HER2. In this model, the total variability beyond the average log expression is explained by HER2 and ER. The ER effect is removed if it contributes linearly, otherwise the log-linear model performs suboptimally for non-linear relations.

We propose a novel categorical method to account for covariates which directly removes the covariate effect. In this method, the dataset is partitioned based on the covariates, then differential expression analysis is performed within each sub-category. As per the previous example, with ER status as the covariate, the dataset can be divided into ER+ and ER- group. HER2 focused analysis can then be performed within only the ER+ group and only the ER- group. The resulting gene lists from each sub-category can be combined by Fisher’s method [63] or Stouffer’s method [64] of combining p-values. Fisher’s method combines p-values, $p_i$, into one test statistic $X^2$ by the following formula:

$$\log_2 q_{ij} = \sum_r x_{jr} \beta_{ir} + \beta_0$$
\[ X_{2k}^2 \sim -2 \sum_{i=1}^{k} \ln(p_i) \]

The test statistic \( X^2 \) follows a chi-squared distribution with \( 2k \) degrees of freedom, where \( k \) is the number of tests being combined. This test statistic \( X^2 \) can be evaluated to obtain a \( p \)-value for the global hypothesis.

Stouffer’s method (also called the weighted \( Z \)-method) is based on \( Z \)-scores weighted on the sample size of the combined categories. Individual \( Z \)-scores are represented by \( Z_i = \Phi^{-1}(1 - p_i) \), where \( \Phi \) is the standard normal cumulative distribution function. The combined \( Z \)-score can be evaluated by:

\[
Z \sim \frac{\sum_{i=1}^{k} w_i Z_i}{\sqrt{\sum_{i=1}^{k} w_i^2}}
\]

where weight \( w_i \) can be the square root of the sample sizes of each category [65]. The combined \( Z \)-score follows a standard normal distribution under the null hypothesis which can be evaluated to obtain an overall \( p \)-value.

The two major advantages of our proposed categorical method are that 1) the effect of the covariate is directly removed, and 2) the assumption of linearity is not required as there is no combination of features (i.e. the design matrix would always include only the factor of interest). One limitation of this method is that the sample size of sub-categories become increasingly small with more covariates, thus analysis may require large datasets or may be limited to few covariates. We believe this may be another suitable avenue to tackle covariate effects. In section 4.2.3, we evaluate performance of the GLM method and our categorical method for ER focused differential expression with HER2 and PR as covariates.
4. RESULTS AND DISCUSSION

4.1 Exploratory phase

The exploratory phase consists of our first steps in the project of this thesis. We present here: 1) testing of covariate differential expression analysis using edgeR and DESeq2 on simulated gene expression data, 2) comparison of DESeq2, edgeR, and MWW for non-covariate analysis focused on HER2 status for real TCGA-BRCA data, and 3) covariate vs. non-covariate analysis of HER2 status using DESeq2 for real data. Findings in our exploratory phase led to our hypotheses and directed our efforts in the hypothesis-testing phase.

4.1.1 Testing using simulated gene expression data

We first generated simulated gene expression data without noise and with noise to test the capacity of edgeR and DESeq2 to account for covariate influence. Gene expression data was simulated for 60 samples for 20,000 genes. Three binary discrete covariates and three continuous covariates were designed to each have influence on expression of 2,000 genes. The genes which are influenced by each covariate are chosen independently and at random, with the result that most genes are unaffected by any covariate, some by one, and a few by more than one covariate. Our main criterion here is how well the algorithms identify which genes are affected by which covariate.

Figure 1 shows the receiver operating characteristic (ROC) curves of edgeR and DESeq2 in cases without noise and with noise. Three discrete and three continuous covariates were evaluated in each case. Performance of edgeR and DESeq2 was quite similar with respect to area under curve (AUC) values, as shown in the bottom right corners of each plot. DESeq2 performed better for continuous covariates than discrete covariates in data without noise. As data with noise is more
representative of real count data, we placed more emphasis on those results. For edgeR and DESeq2, AUC values were extremely similar at 0.88 and 0.87 respectively with performance better for discrete than continuous covariates. From the results of simulated testing, we decided to proceed to real gene expression data with both edgeR and DESeq2.

Figure 1. ROC curves of results of differential expression analysis using simulated gene expression data evaluated for edgeR and DESeq2. Gene expression count data for 20000 genes and 60 samples was simulated following a negative binomial distribution without noise and with noise (to better mirror real data). 3 binary discrete covariates and 3 continuous covariates each influenced expression of 2000 genes. Differential expression tested for genes influenced by discrete (blue) and continuous (red) covariates with each line representing one covariate influence. Mean area under the curve values are shown in the bottom right. (A) Analysis of noiseless data by edgeR, (B) analysis of noisy data by edgeR, (C) analysis of noiseless data by DESeq2, (D) analysis of noisy data by DESeq2.
4.1.2 Evaluation of methods for analysis of real data

We evaluated differential expression analysis without covariates by edgeR, DESeq2, and the MWW test of HER2+ vs. HER2- primary tumours in 154 cases of breast invasive ductal carcinoma. Raw HTSeq counts were taken as input by each method and default parameters were used for edgeR and DESeq2. In this case, we did not know which genes are truly differentially expressed between the two conditions. Of interest, however, was how well different approaches agree. Also, this analysis set a point of comparison for the covariate-dependent analyses that follow.

The pairwise comparisons of resulting gene lists between the three methods are shown in Figure 2. The Venn diagram in Figure 2A presents genes that are considered significant, at a threshold of p-value < 0.001, by each method and across methods. There was a sizeable overlap of 915 genes between edgeR and DESeq2. MWW agreed with DESeq2 more than edgeR. However, due to the very large number of genes that edgeR considers significant, comparison by simply overlap in significant genes may be limited.

In Figure 2B, C, D, the ranking of each gene (from 1 to 57,251) by adjusted p-values of the x-axis was plotted against that of the y-axis. In Figure 2B, edgeR results agreed with MWW results but not strongly as shown by the faint diagonal. DESeq2 results were most consistent with MWW results as shown by high density of agreement in the bottom left corner (top gene ranks) in Figure 2C. edgeR results partially agreed with DESeq2 results, demonstrated by the curved trend in Figure 2D. They agreed heavily on low ranking, non-significantly differentially expressed genes, represented by the high-density cluster on the right.
The gene of interest ERBB2 (HER2) ranked first in DESeq2 and MWW while it ranked 600th in edgeR. Many of the genes ranked above ERBB2, in edgeR, were genes with extremely low or zero read counts. As, DESeq2 strongly corrects the dispersion and LFC for low/zero count genes by default, DESeq2 is not as strongly affected by this issue. MWW, being a non-parametric test based on ranks, also seemingly avoids this issue. edgeR could be further parameterized by the user for similar functionality as DESeq2. However, based on default functionality, we decided to proceed with further analysis of real gene expression data using DESeq2. And although MWW seemed to perform reasonably well on this data, it does not have a direct mechanism for accounting for covariates, thus it was primarily of interest as a comparison to edgeR and DESeq2.
Figure 2. Comparison of gene lists between MWW, edgeR, and DESeq2. Gene lists were generated by differential expression analysis by each method between HER2+ and HER2- samples. (A) Venn diagram comparing significant genes at a threshold of p-value < 0.001. (B, C, D) Gene lists from differential expression analysis were ranked by adjusted p-values. Genes were then plotted based on their ranking (from 1 to 57,251) in each pairwise method comparison. (B) comparison between edgeR and MWW, (C) comparison between DESeq2 and MWW, (D) comparison between edgeR and DESeq2. Differential expression was focused on HER2 status in n=154 patients from TCGA-BRCA.
4.1.3 Covariate-dependent differential expression using generalized linear models

We evaluated covariate-sensitive differential expression analysis focused on HER2 using GLMs in DESeq2. Using the same 154 cases as before, we considered age, race, ER status, and PR status as covariates.

As the receptor statuses (HER2, ER, and PR) are now being considered, we wanted to further explore their correlations in the TCGA-BRCA cohort. In clinic, ER and PR status are often considered in conjunction. As the PR gene (PGR) is controlled by estrogen, ER expression is often correlated with PR expression. HER2 expression and status has not shown to be correlated to either ER nor PR expression and status.

These expectations were verified in the TCGA-BRCA cohort, as shown in Figure 3. The receptor statuses determined by IHC of 786 breast invasive ductal carcinoma primary tumours are shown in Figure 3A. 84% of ER+ cases are PR+ and 93% of ER- cases are PR-, thus ER and PR status have strong positive correlation. HER2 status does not seem to have correlation to PR nor ER status. Fisher’s exact test confirms this correlation between PR status and ER status (p < 0.0001) but not HER2 (p = 0.48221). Gene expression levels of HER2 (ERBB2), PR (PGR), ER (ESR1) is shown in Figure 3B, represented in log2(reads per million). There is a clear correlation in expression of PGR and ESR1. Figure 3C compares the IHC receptor statuses with the expression levels for each receptor gene. High gene expression of HER2, PR, or ER tends to be correctly identified as receptor-positive (green), however there are some identified as receptor-negative (orange) and vice-versa. This presents a possible discordance between receptor identification by IHC and gene expression by RNA-Seq, as gene expression levels do not directly represent receptor statuses – possibly disrupted by post-translational regulation and protein turnover.
Figure 3. Examination of patient IHC receptor statuses and gene expressions of HER2 (ERBB2), PR (PGR), and ER (ESR1). Receptor statuses of HER2, PR, and ER were evaluated by IHC in clinical data obtained from TCGA-BRCA. Gene expression data from TCGA-BRCA represented in log2(reads per million). Patients here represent the n = 786 patients in the later 20-set analysis. (A) Receptor statuses of patients for HER2, PR, ER. Branches represent proportion of patients belonging to next category from the previous. (B) Gene expression levels of patients represented in log2(reads per million) cross-compared for ERBB2, PGR, ESR1. (C) Gene expression levels compared to IHC receptor statuses; positive status in green, negative status in orange.
The comparison of gene rankings between analysis with no covariates (NCV) and with all covariates (ACV; age, race, ER status, PR status) can be visualized in Figure 4A. There was agreement in gene rankings between NCV and ACV with slight variability as demonstrated by the width of the diagonal. For top genes between NCV and ACV, there was an overlap of 85% in the top 20 genes, and a 52% overlap in the top 100 genes.

At a significance threshold of \( p\text{-adj} \leq 0.05 \), the number of significant genes is shown by the Venn diagram in Figure 4B. 61% of the significant genes in NCV analysis did not appear significant in ACV analysis; these genes could possibly be false positives. 27% of genes significant in ACV analysis did not originally appear in NCV analysis, possibly obscured by the covariates. These differences were exciting to us as it demonstrated, as a preliminary result, that covariate-sensitive analysis 1) changed the resulting list of differentially expressed genes and 2) could lead to downstream benefits for biomarker discovery as it possibly removes false positives and reveals true positives.

We looked to expression boxplots of these genes for validation. Some examples are shown in Figure 4C where EN1 fell out of significance and SOX11 appeared significant with the inclusion of covariates. ERBB2, our gene of interest, appeared significant with or without covariates, as expected. In the boxplots, we present ER as a covariate for illustration of the covariate effect. In the case of EN1, expression was higher in HER2- samples compared to HER2+. However, the higher expression was largely attributed to HER2-, ER- samples, which skewed the expression of the overall HER2- group. Accounting for the effect of ER, this large difference in the expression of EN1 between HER2- and HER2+ samples was reduced, thus EN1 fell out of significance with the inclusion of covariates.
In the case of SOX11, the differences between HER2- and HER2+ groups overall were minimal thus in analysis without covariates, SOX11 was not considered significant. However, when we considered the covariate effect of ER, HER2 was shown to have a slight effect on SOX11 expression as HER2-/ER- and HER2-/ER+ were lower than their respective HER2+ counterparts (green vs. green and purple vs. purple boxplots). ER, in this case, proved to have strong effects on SOX11 expression, as expression in ER- samples was higher compared to ER+ samples. Due to the strong effect of ER, the HER2 effect may have been obscured. After accounting for the effect of the covariates, the differences in SOX11 expression with respect to HER2 may have appeared to be more significant. In both cases of EN1 and SOX11, we show that there is a covariate effect that should be considered.

The results of this exploratory phase led us to two of our main hypotheses. From the differences between NCV and ACV gene lists, we hypothesized that covariate models remove covariate-associated genes and reveal covariate-obscured genes. From the correlations between ER and PR and not HER2, we hypothesized that use of correlated covariates over uncorrelated covariates would have stronger effects on differential expression. In the next section, we present our findings to address these hypotheses.
Figure 4. Results of covariate-based HER2 differential expression analysis using DESeq2.
Differential expression was evaluated for 77 HER2+ vs. 77 HER2- patients with no covariates (NCV) and with all covariates (ACV; age, race, PR status, ER status). Covariates were included using GLMs in DESeq2. (A) ranking comparison of gene lists from NCV analysis vs. ACV analysis. (B) Venn diagram of significant genes at adjusted p-value ≤ 0.05 for NCV analysis and ACV analysis. (C) gene expression boxplots of genes found in only NCV analysis (EN1), or ACV analysis (SOX11), or both (ERBB2). ER as a covariate for illustration of covariate effect in boxplots. ER+ in purple, ER- in green.


4.2 Hypothesis testing phase

In the hypothesis testing phase, we addressed our three main hypotheses: 1) covariate models have increased robustness and consistency across patient sets, 2) covariate models remove covariate-associated genes and reveal covariate-obscured genes, and 3) use of correlated over uncorrelated covariates has stronger effects on differential expression.

We first present covariate and non-covariate HER2 focused differential expression with two-fold cross validation. For improved validation, we proceeded with 20-fold non-mutually exclusive cross-validation of HER2 analysis with ER/PR as covariates. We compared ER analysis with HER2/PR as covariates using the same approach. Lastly, we present an in-depth evaluation of ER focused differential expression. Using the 20-set, we show analysis with the non-covariate model, the GLM covariate model, and our proposed categorical covariate model.

4.2.1 Two-set HER2 focused differential expression analysis

We wanted to validate our observations in the previous section with a mutually exclusive patient set from TCGA-BRCA. We randomly sampled patient Set B with 78 HER2+ and 78 HER2- patients mutually exclusive from patient Set A (77 HER2+, 77 HER2-). Likewise, we considered covariates age, race, PR status, and ER status.

The gene rank comparisons of the results of non-covariate (NCV) and covariate analysis (ACV) for Set A and Set B are shown in Figure 5. As shown previously, the correlation of gene rankings between NCV and ACV was high within Set A. When comparing Set A analysis and Set B analysis, the overlap of resulting gene lists was extremely low in non-covariate analysis (Figure
as well as covariate analysis (Figure 5C). The overlap between NCV and ACV analysis within Set B had considerable overlap (Figure 5D) similar to Set A.

We took a deeper look at the top-ranking genes in Figure 6. We evaluated overlap of gene lists between Set A and Set B for NCV and ACV analysis using the Jaccard index (gene list intersection divided by the union) for genes above each gene rank. For NCV analysis between Set A and Set B: 67% genes overlapped in the top 20, 22% in the top 100, 13% in the top 500. For ACV analysis: 74% in the top 20, 24% in the top 100, 11% in the top 500. The Jaccard index compared at each gene rank can be visualized in Figure 6A for the top 1000 genes. ACV analysis showed more overlap at earlier ranks and falls slightly below NCV at around rank 100. Both NCV and ACV validated equally well and ACV results could be considered just as valid, yet the two produced different gene lists.

The overlap of genes considered significant at p-adj ≤ 0.05 is shown in Figure 6B. Many genes considered significant in Set A did not validate in Set B. With respect to non-covariate and all-covariate analysis, neither validated well; NCV 9.7% slightly outperforms ACV 5.5%. Out of 3,524 genes from all four groups, only 145 (4.1%) appeared significant in all four. Although a low amount, most of these genes rank highly in all cases which may represent truly differentially expressed HER2 related genes. This leads us to believe that differential expression analysis is very dependent on the patients selected, as the patient population could be very heterogenous. We hypothesized that incorporation of covariates would lead to better validation but in this case, this did not appear to be true when comparing genes by significance. We speculate that the differences between patient Set A and Set B are substantial, thus trumping the differences due to covariates.
Figure 5. Comparison of full gene ranks generated by DESeq2 between patient Set A and Set B, with or without covariates. Gene lists from differential expression analysis were ranked by adjusted p-values. Genes were then plotted based on their ranking (from 1 to 57,251) in each pairwise method comparison. Patient Set A (n=154) and Set B (n=156) are mutually exclusive and randomly selected from TCGA-BRCA. Differential expression analysis with no covariates (NCV) was compared with analysis with all covariates (ACV; age, race, PR status, ER status). (A) comparison between Set A NCV and Set A ACV, (B) Set A NCV and Set B NCV, (C) Set A ACV and Set B ACV, (D) Set B NCV and Set B ACV.
Figure 6. Comparison of gene lists between patient Set A and Set B, with or without covariates.
Gene lists from differential expression analysis were ranked by adjusted p-values. Patient Set A (n=154) and Set B (n=156) are mutually exclusive. Differential expression analysis with no covariates (NCV) was compared with analysis with all covariates (ACV; age, race, PR status, ER status). (A) Jaccard index of overlap (gene list intersection divided by union) between Set A and Set B gene lists compared above each gene rank. Jaccard index presented for the top 20, 100, 500 genes for NCV and Acv respectively. (B) overlap of significant genes at p-adj ≤ 0.05 in Set A ACV, Set A NCV, Set B NCV, and Set B ACV respectively.
4.2.2 20-set HER2 focused vs. ER focused analysis

To strengthen our validation process, we proceeded with 20-fold non-mutually exclusive cross-validation. We randomly sampled 140 patients from TCGA-BRCA twenty times forming 20 patient sets, totalling 786 cases of primary tumours of breast invasive ductal carcinoma. As described previously, ER and PR status are correlated, while HER2 does not correlate with either. At this stage, we wished to evaluate the differences in influence of incorporating correlated covariates versus uncorrelated covariates in the GLM model. We began by testing differential expression with uncorrelated covariates in HER2+ vs. HER2- samples with ER and PR as covariates (HER2 does not correlate with either ER nor PR). We compared this with analysis of ER+ vs. ER- samples with PR and HER2 as covariates (ER strongly correlates with PR).

Using a significance threshold of p-adj ≤ 0.05, we looked at the resulting gene lists as shown in Figure 7. In Figure 7A, the mean number of significant genes across the 20-set of NCV (non-covariate) and GLM (covariate) analysis is shown for HER2 analysis and ER analysis. The value in parentheses represents the standard deviation in number of significant genes across the 20-set. In HER2 analysis, there was a sizable overlap between NCV and GLM of 803 genes on average. In ER analysis, DESeq2 called substantially more significant genes at p-adj ≤ 0.05. The overlap between NCV and GLM was 6191 genes on average. Figure 7B represents these counts in terms of proportion of genes. In ER analysis compared to HER2 analysis, a significantly larger proportion of genes belonged to the NCV only category (blue bar). Genes in this category represent those that fell out of significance with the incorporation of covariates. As covariates were not considered in NCV analysis, the confounding effects of covariates could influence the detection of differentially expressed genes. Thus, genes in the NCV only category could represent likely false positives, which are genes that are not truly differentially expressed for the condition of
interest. Presuming these NCV only genes could possibly represent some false positives, more genes in this category would imply more false positives. As ER analysis (with correlated covariates) results in more genes in the NCV only category than that of HER2 analysis (with uncorrelated covariates), this can be thought as one of the effects of the use of correlated covariates vs. uncorrelated covariates – the removal of more possible false positives.

As expected, a significantly smaller proportion of genes belonged to covariate analysis only (orange bar), when comparing HER2 analysis and ER analysis. A correlated covariate, compared to an uncorrelated covariate, would be more similar to the factor of interest in terms of influencing gene expression. Accounting for the effect of a correlated covariate, thus, would reveal fewer covariate-obscured genes, as more of the difference in expression can be explained by the main factor of interest. If we were to presume these covariate-only genes represented true positives, then differential expression analysis with a correlated covariate vs. an uncorrelated covariate is likely to reveal fewer true positives. However, a smaller list can imply that these genes are more truly differentially expressed for the factor of interest. As well, a smaller list of candidate genes is more manageable and can be more feasible for biological validation.

The consistency of significant genes is shown by the boxplots in Figure 7C. The Jaccard index was evaluated by pairwise comparisons of significant genes between each of the 20-set. This was performed for NCV and GLM methods for HER2 and ER analysis. In HER2 analysis, fewer genes were significant between datasets with NCV and GLM methods when compared to that of ER analysis. In ER non-covariate analysis, the Jaccard index approached 0.5 indicating that many genes were found significant consistently across datasets. However, since ER analysis called substantially more genes significant at p-adj \( \leq 0.05 \) than HER2 analysis, this higher Jaccard index
may be due to the size of the ER gene list. In this case, comparison using the Jaccard index has its limitations.

In HER2 and ER analysis, covariate models led to a reduction in the number of genes called significant across datasets. From one perspective, this may be viewed as a decrease in validation consistency due to the inclusion of covariates. However, under the assumption that the inclusion of covariates removes possible false positives, the smaller number of consistently validated genes would be more likely to be true positives. This reduction in Jaccard index in covariate models can be seen as false positives being filtered out by accounting for covariates. The smaller list can imply a stronger list of candidate genes that are truly differentially expressed for the factor of interest.
Figure 7. Comparison between HER2 and ER focused differential expression analysis. Differential expression analyses using DESeq2 for the 20 patient sets with covariates (HER2_glm, ER_glm) and without covariates (HER2_ncv, ER_ncv). In HER2 analysis, PR and ER status were used as covariates. In ER analysis, PR and HER2 status were used as covariates. Resulting gene lists used p-adj ≤ 0.05 as the significance threshold. (A) Venn diagrams of gene lists in HER2 and ER analysis with and without covariates. Mean number of genes shown with standard deviation in parentheses. (B) Proportion of genes found significant only in non-covariate analysis (blue), only in covariate analysis (orange), or in both (green); both HER2 and ER focused analysis are shown. Significant differences between bars tested using a paired t-test of proportion of genes for each type of analysis for each set of the 20-set. (C) Consistency of significant genes for each of the four methods evaluated by the Jaccard Index of pairwise comparisons of gene lists between the 20 patient sets.
4.2.3 20-set ER focused differential expression analysis

In the previous sections, we saw major differences between non-covariate and covariate analysis with GLMs. GLMs have been established as a method to account for covariates, however we do not know if it is the best method for optimally capturing covariate effects. One concern was the linear combination of features by the GLM method and whether it would be appropriate for these covariates. As demonstrated in the expression boxplots previously in Figure 4C, the assumption of linearity poses issues for determining differentially expressed genes. If the covariate does not contribute linearly to the main feature of interest, then the GLM cannot optimally capture the non-linear relation. Particularly, for a gene like EN1 in Figure 4C, the covariate effect is non-linear as the difference in expression is about 3 log-fold changes in ER- samples and almost zero in ER+ samples. To see if the differences between non-covariate and covariate analysis were due to the method of accounting for covariates, we evaluated differential expression with our proposed categorical method. Our categorical method averts the linearity assumption and can be another avenue to tackle covariate effects.

In this section, we tested non-covariate models (NCV), covariates in a GLM, and our categorical method for ER differential expression with PR/HER2 as covariates across the 20-set. In our categorical method, we compared Fisher’s method and Stouffer’s method for combining p-values. Lastly, in this section, we aimed to delve further into the biological importance of our findings.

Figure 8A shows the mean number of genes obtained by each method. In ER focused analysis, inclusion of covariates greatly reduced the number of significant genes at p-adj \( \leq 0.05 \). The categorical method seemed to be most strict, with Stouffer slightly more so than Fisher. This can be explained by the way in which covariate effects are considered. In GLMs, covariate effects are considered by allocating a coefficient to the covariate in the linear model. In our categorical
method, the effect of the covariate is directly removed by partitioning into sub-categories. The strength of covariate consideration seems to negatively correlate with the number of significantly differentially expressed genes. **Figure 8B** presents the biotype distributions with respect to each method. Overall, a large majority of significantly differentially expressed genes were protein coding, hovering around 60-70%. This is followed by lincRNA and antisense transcripts. Results from the categorical analyses seemed to have the highest proportion of protein coding genes. We believe this may be explained by the fact that they also called the fewest number of significant genes. As many of the top rankings genes are protein coding, they would represent a larger proportion in the smaller gene lists called by categorical analyses. Overall, there does not seem to be any actionable differences in biotype distributions between the four methods.
Figure 8. Overview of gene lists of ER focused differential expression analysis. Differential expression analyses using DESeq2 for the 20 patient sets without covariates (NCV), with PR/HER2 as covariates (GLM), and using our categorical method for PR/HER2 covariates with Fisher’s and Stouffer’s method for combining p-values. Resulting gene lists used p-adj ≤ 0.05 as the significance threshold. (A) Mean number of genes at significance threshold of p-adj ≤ 0.05 between 20 patient sets for each method; error bars represent standard deviation. (B) Biotypes of significant genes for each method, expressed as a mean percentage of genes between 20 patient sets; error bars represent standard deviation.
The direct comparisons between each method are shown in Figure 9. The pairwise comparisons of gene lists were evaluated by the Jaccard index using significant genes by p-adj ≤ 0.05 or the top ranking 1000 genes (Figure 9A). The Fisher-Stouffer overlap was the highest as they shared the same results from differential expression analysis and only differed in how p-values are combined. Interestingly, categorical covariate analysis overlapped significantly more with GLM than NCV analysis. In a similar analysis for HER2 with PR/ER as covariates, there was no significant difference in overlap between categorical-GLM and categorical-NCV. We believe that this is due to a correlated covariate of PR on ER analysis, absent in HER2 analysis.

Consistency of significant genes evaluated by the Jaccard index of pairwise 20-set comparisons of gene lists is shown in Figure 9B. Covariate analysis seemed to reduce the number of consistently significant genes between patient sets in all three methods GLM, Fisher, and Stouffer. As before, a reduction in the number of genes consistent across sets could be beneficial. If the number of truly differentially expressed genes is in reality small, then covariate methods would be narrowing down the number of true positives. However, it is also possible that the inclusion of covariates may be overfitting to each patient set, leading to poor generalization over other patient sets. This is evidenced by the fact that Stouffer’s method (most strict, more patient set specific genes) has the lowest Jaccard index. Further examination of these smaller lists of genes is required to determine whether they are actually true positives or if covariate models lead to more false negatives.
Figure 9. Comparisons between different methods for covariates in ER focused differential gene expression analysis. Differential expression analyses using DESeq2 for the 20 patient sets without covariates (NCV), with PR/HER2 as covariates (GLM), and using our categorical method for PR/HER2 covariates with Fisher’s and Stouffer’s method for combining p-values. (A) Pairwise method comparisons of gene lists significant at p-adj ≤ 0.05 and top ranking 1000 genes. Overlap evaluated by the mean Jaccard Index between 20 patient sets; error bars represent standard deviation. Significant differences between bars tested using a paired t-test of Jaccard indices. (B) Consistency of significant genes for each of the four methods evaluated by the Jaccard Index of pairwise patient set comparisons of gene lists; both comparisons by p-adj and by rank are shown.
Similar to Figure 7 in the previous section, Figure 10 compares gene lists of covariate analysis with that of non-covariate analysis. Shown first, on the left, is the comparison of the top 1000 ranking genes. By this metric, GLM was somewhat similar to categorical methods and there was no significant difference between Fisher and Stouffer. This can be interpreted as the top 1000 genes being differentially expressed strongly enough for consistency across the three methods. Across the 20-set, the variability was also low for the top 1000 genes as shown by the small error bars.

At a significance threshold of p-adj ≤ 0.05, about 50% of genes presented in the NCV only category, falling out of significance with the inclusion of covariates. This was true to a greater extent in categorical analyses with values upward of 80%. We speculate that this high value may imply that the covariate method could be too strict and could lead to false negatives.

The actual genes in each group are shown in Figure 11 represented by word clouds. The frequency of significance of each gene was totalled over the 20 sets for each of the 3 methods (GLM, Fisher, Stouffer). Thus, the maximum frequency would be 60, which is represented by the largest font. For example, ESR1 encoding ER is significant in all 60 cases showing up in both covariate and non-covariate analysis as expected. In the non-covariate analysis only category (red) are genes for which differential expression could not be solely explicable by ER status. The genes shown in the largest fonts, in both covariate and non-covariate analysis (purple), are those that consistently appear significant across the 20 sets. These genes should represent the most likely truly differentially expressed genes between ER+ and ER- cases. 20-fold cross validation with 140 samples each is powerful. For a gene to be significant across almost all sets for 3 methods, there is compelling evidence that the gene would belong to its respective category. These genes should make for the most suitable candidates for further biomarker validation.
Figure 10. Gene discoveries and disappearances in ER focused differential expression analysis.
Gene lists from differential expression methods using covariates (GLM, Fisher, Stouffer) were compared to the non-covariate gene list. Shown are the proportion of genes found significant only in non-covariate analysis (blue), only in covariate analysis (orange), or in both (green). Both comparisons of gene lists by p-adj ≤ 0.05 and by top ranking 1000 genes are shown. Columns represent mean proportion of genes between 20 patient sets and error bars represent standard deviation.

Figure 11. Word clouds of gene symbols found in only non-covariate analysis, only covariate analysis, or both. Resulting gene lists used p-adj ≤ 0.05 as the significance threshold. Genes found significant only in non-covariate analysis (red), only in covariate analysis (blue), or in both (purple). Shown are most consistently significant genes (appear most frequently in the 20 patient sets) between the three methods combined (GLM, Fisher, Stouffer). The largest font represents 60 appearances (in all 20 patients sets for all 3 methods). Smaller fonts represent lower frequency of significance.
We further looked to gene expression boxplots to understand why some genes may fall out of significance or become significant with the inclusion of covariates (Figure 12). In the non-covariates only group, HHEX is an example of a gene that consistently fell out of significance (in 58/60 cases) with inclusion of covariates. Comparing across covariate groups between ER- and ER+ (i.e. green to green, red to red, etc.), there is very little difference in expression. There is, however, a strong PR/HER2 effect as shown by trend of differences in expression between covariate groups (green, red, purple, pink). This trend is consistent in both ER- and ER+ groups. In non-covariate analysis, the detected difference in expression for HHEX may be due to the covariate effects. Thus, when covariates were accounted for, HHEX fell out of significance. HHEX (Hematopoietically Expressed Homeobox) encodes a member of the homeobox family of transcription factors involved in developmental processes [66].

On the other hand, LASP1 was a gene that becomes significant only in analysis with covariates. Each of the boxplots are slightly higher individually in ER+ compared to ER-. However, this difference is partially negated by the high expression in ER-, PR-, HER2+ cases (red). Accounting for the effect of PR/HER2 revealed the differential expression of LASP1. The high variance may explain why LASP1 was revealed with covariates in only some of the cases. LASP1 encodes for the MLN50 protein, the overexpression of which has been linked to metastatic breast cancer [67].
Figure 12. Gene expression boxplots of non-covariate only and covariate-only genes. Gene expression is represented in log2(reads per million). Boxplots are grouped by ER- (left) vs. ER+ (right), then further divided by PR and HER2 status to highlight their effect as covariates. (A) HHEX falls out of significance at p-adj ≤ 0.05 when PR/HER2 covariates are considered. It is a member of the homeobox family of transcription factors in developmental processes. (B) LASP1 becomes significant at p-adj ≤ 0.05 when PR/HER2 covariates are considered. The LASP1 protein (MLN50) has been linked to metastatic breast cancer and other cancers.
Gene Ontology enrichment analysis was performed (Figure 13) to assess the biological importance of using covariates in differential expression analysis. The top ranking 1000 genes from non-covariate analysis and covariate analysis were submitted to GO [59]. The gene list from covariate analysis showed enrichment for several more biological processes, which can be seen as evidence for the biological importance of covariates in differential expression analysis.

As a preliminary assessment of impact on breast cancer survival, we used KM-plotter [60] [68] to plot Kaplan Meier survival curves (Figure 14). This tool is based on microarray data from 3951 breast cancer patients. ESR1 was our gene of interest in the differential expression between ER+ and ER- cases and the impact of its expression on survival is shown for reference. USB1 was consistently differentially expressed in non-covariate models and in covariate models (with PR/HER2). NPPB was significantly differentially expressed only when covariates were considered. For all three genes, high expression correlated with improved overall survival. For ESR1 (ER), this can be explained by greater efficacy of treatment for ER+ tumours. The trend of USB1 and NPPB were very similar to that of ESR1, thus there is evidence that USB1 and NPPB could translate well as prognostic biomarkers or possibly surrogate biomarkers for ER status. Although the goal of this thesis was not focused on finding survival biomarkers, these KM-plots serve as preliminary evidence that accounting for covariates in biomarker discovery does indeed have biological importance. In this case, NPPB would not have been identified without the consideration of PR/HER2 as covariates.

We believe it is evident that covariates in differential expression analysis play an important role for the detection of truly differentially expressed genes. In covariate models, covariate-associated genes – which may be false positives – are removed and covariate-obscured genes are revealed, both of which have downstream benefits for biological validation. We believe optimized biomarker discovery, with covariates, is the next step for better biomarker translation.
Figure 13. Gene Ontology enrichment results of biological processes of gene lists from ER focused differential expression without and with covariates. From differential expression analysis of the 20 patient sets, the median ranking of each gene was calculated. The top 1000 median ranked genes from non-covariate and covariate (PR/HER2) were submitted to Gene Ontology. (A) Output of GO enrichment analysis with gene list from non-covariate analysis. (B) Output of GO enrichment analysis with gene list from covariate analysis.

Figure 14. Kaplan-Meier survival curves for 3951 breast cancer patients. Generated using the KM-plotter tool for breast cancer microarray data [60] [68]. ESR1, USB1, NPPB were consistently significant genes selected from the word cloud in Figure 11. ESR1 is our gene of interest in the differential expression between ER+ and ER- cases. NPPB is a differentially expressed gene, only significant when PR/HER2 covariates are considered. USB1 is a significantly differentially expressed gene in both covariate and non-covariate analysis.
5. CONCLUSIONS AND FUTURE WORKS

Valid clinical biomarkers have tremendous impacts for patient care in the emerging world of personalized medicine. The problem with biomarkers lies in the poor translation from literature to clinical use. Biomarkers that are discovered in early stage or small-scale studies often do not validate in any subsequent steps beyond the study. This ultimately results in hundreds of thousands of claimed biomarkers failing to make it into clinical practice. We believe better biomarker translation begins with better biomarker discovery – that is, to use high-throughput data from large-scale studies and to account for clinical covariates at the stage of differential expression analysis.

Many scientists and agencies have recognized the issue of small-scale, investigator-initiated research models. Initiatives such as The Cancer Genome Atlas (TCGA), led by the National Institutes of Health (NIH), and the International Cancer Genome consortium have been established to tackle this problem. In the field of cancer genomics, TCGA has produced a wealth of publicly available high-throughput cancer data which continues to be a valuable resource for researchers worldwide. With respect to gene expression biomarkers, RNA-Seq offers a high-throughput alternative to microarrays for assessing gene expression. Since the advent of next-generation sequencing, many scientists and consortia – including TCGA – have adopted RNA-Seq for high-throughput transcriptomic analysis.

However, despite advancements in technology, translation of gene expression cancer biomarkers remains relatively poor [69]. One glaring issue, we found, was the lack of inclusion of clinical covariates at the level of differential expression analysis in high-throughput cancer studies. Covariates are often neglected until later, such as when answering prediction problems. Bioinformatic tools for differential expression analysis (DESeq2 and edgeR) offer GLM
functionality for inclusion of covariates, however it is often used to only account for batch effects or technical artifacts and not clinical covariates. Covariates can introduce underlying directional biases which can skew the data – something that cannot be solved simply by increasing sample size. Thus, with larger-scale studies such as ones in TCGA, the consideration of covariates remains important. By considering clinical covariates and with more data from large-scale studies, we believe optimized biomarker discovery can overcome some of the previous limitations to clinical success.

In this thesis, we evaluated incorporation of clinical covariates in differential expression analysis of high-throughput cancer data. Overall, we examined 786 cases of primary tumours of breast invasive ductal carcinoma from TCGA-BRCA. Our overarching objective was to answer the fundamental question of how the inclusion of covariates changes what appear to be relevant biomarkers. We had three main hypotheses: 1) covariate models have increased robustness and consistency across patient sets, 2) covariate models remove covariate-associated genes and reveal covariate-obscured genes, and 3) use of correlated over uncorrelated covariates has stronger effects on differential expression analysis of the condition of interest. To contextualize our analyses in field of cancer biology, we focused on differential gene expression with respect to HER2, ER, and PR status – three key receptors in breast cancer.

In our exploratory phase, we saw that edgeR with default parameters had limitations when dealing with low-count or zero-count genes. DESeq2, by default, strongly moderates low or zero-count genes and did not face this issue. The Mann-Whitney-Wilcoxon test was demonstrated to be a possible non-parametric alternative for differential expression analysis. However, the model was not designed for RNA-Seq data and there is no direct method for incorporating covariates.
In our initial covariate-sensitive HER2 differential expression analysis, we considered age, race, ER status, and PR status as covariates. As expected from literature, ER and PR were positively correlated in both receptor status and gene expression. At this stage, we found preliminary evidence to support our second hypothesis that covariate models do indeed remove covariate-associated genes and reveal covariate-obscured genes. We attempted to validate these findings in a mutually exclusive dataset. We found that the agreement between datasets was low in both covariate and non-covariate analyses. In this two-fold cross validation, contrary to our first hypothesis, covariate models did not objectively improve validation consistency. As well, in our 20-set analysis, validation consistency was not improved by covariate models. Covariate models, both GLMs and our categorical method, had fewer genes that consistently appeared significant across the 20-set. However, there seemed to be a core list of genes that do remain significant in a majority of the 20-set. It could be that very few genes are truly differentially expressed and what we see as a reduction in similarity between gene lists could be the removal of genes not in the core list. Certainly, the question of what are truly HER2/ER/PR-associated genes has not been answered and without knowing which genes are true positives and true negatives, it remains difficult to evaluate whether covariate models produce a more accurate candidate list of differentially expressed genes.

In HER2 and ER 20-set analysis, we observed that covariate models do produce substantially different gene lists compared to non-covariate models. Many genes called significant in non-covariate analysis fell out of significance after the inclusion of covariates. Some genes which did not appear in non-covariate analysis became significant with covariates. There is strong evidence to support our second hypothesis as well as our overarching claim that covariates change what appear to be relevant biomarkers.
In the evaluation of correlated vs. uncorrelated covariates in the case of ER and HER2 analysis respectively, we found evidence to support our third hypothesis that correlated covariates have stronger effects on differential expression analysis. In ER analysis with PR/HER2 as correlated covariates, significantly more genes fell out of significance (genes only found in non-covariate analysis) when compared to HER2 analysis with ER/PR uncorrelated covariates. When comparing discovered genes (genes only found in covariate analysis), significantly fewer genes were found in the case of correlated covariates vs. uncorrelated covariates. However, as mentioned previously, a smaller list may imply a higher likelihood of being true positives and may be beneficial.

For ER focused differential expression analysis, we evaluated GLMs and our categorical method for covariates. There was a degree of agreement between the GLM method and the categorical method with better agreement for top ranking genes. The categorical method may be a stronger alternative for covariate analysis as it directly removes the covariate effect and does not make the assumption of linearity as in GLMs. We saw in some cases, that the categorical method may produce strict gene lists which led to few genes consistently called significant across the 20-set. It also removed from significance, a substantial number of genes that were found significant in non-covariate analysis. As the categorical method strongly removes the covariate effect, it is possible that this leads to an increase in false negatives. However, keeping in mind that most validated gene signatures for cancer consist of fewer than 100 genes, the roughly 200 genes consistently found by categorical analysis could truly be valid biomarkers.

From Gene Ontology enrichment analysis, we saw that covariate models of ER differential expression analysis resulted in genes representing more biological process categories. This analysis provided strong evidence for our main objective, as it showed that the inclusion of
covariates led to gene lists with distinct biological differences. Furthermore, covariate models revealed genes which may impact survival in breast cancer patients, such as NPPB.

A critical question in the biomarker discovery process is what are true positives and true negatives? Without biological validation or clinical validation of these biomarkers, true positives cannot be definitively ascertained by differential expression analysis – rather a list of likely gene candidates is produced. Hence for improving biomarker discovery, it would be beneficial to 1) refine the list of candidate genes to improve likelihood, and 2) reduce the number of likely candidate genes to reduce cost of downstream biological validation. In this thesis, we saw avenues for covariate analysis to address these issues.

To our first hypothesis, we saw that covariate analysis did not improve validation consistency. If we solely place value on validation consistency or similarity of gene lists, then the use of covariate models could be unnecessary or even detrimental to differential expression analysis. In this sense, it could also be a reason why there is a lack of use of covariates in current publications for differential expression analysis. From our results, it may be the case that inclusion of covariates in analysis produces a list of genes that is overly reflective of each specific dataset. This could explain why there was wide disparity between the resulting gene lists and reduced validation consistency. However, we did see that there is a small core list of genes that are consistently significantly differentially expressed in both covariate and non-covariate methods. It would be logical to believe that these genes are the more likely candidates for being a true biomarker for the condition of interest. Comparing covariate and non-covariate methods, covariate methods results in a smaller core list of genes. This may be beneficial with respect to downstream biological validation.

To our second hypothesis, we saw many genes that were called significantly differentially expressed only with covariate models. As well, we saw genes that fell out of significance with the
inclusion of covariates. Without knowing the true positives and negatives, it is difficult to evaluate whether covariate models improve the list of candidate genes. It could be possible that covariate models are removing true biomarkers and adding in false positives. It could also be the case that false positives are removed and true positives are identified. We did see some evidence in our expression boxplots that truly differentially expressed genes are revealed by covariate models and some false positives are removed. Without biological validation, the benefit of covariate models over non-covariate models cannot be definitively claimed. However, the genes lists are indeed different, and it would be appropriate to claim that without the inclusion of covariates, some of these candidate genes would have gone unconsidered.

There is evidence to support the general notion that covariate models produce different candidate gene lists compared to non-covariate models. In this sense, covariate models offer the opportunity to explore differential expression from another perspective. Whether covariate models improve upon non-covariate models with respect to enhancing candidate gene lists for biomarker discovery remains ambiguous without biological validation. Covariate models do, however, produce smaller lists of core candidate genes which can be more feasibly validated downstream.

Several avenues exist for future work. The first is to explore what it means for a gene to be ER-differentially expressed in the context of covariates. ER focused differential expression analysis suggests many genes change expression depending on ER status. Keeping in mind that PR is highly correlated with ER, some ER-associated genes may be truly influenced by ER but some may be truly influenced by PR. The correlation between ER and PR makes these PR-influenced genes also appear ER-associated. Traditional differential expression does not discriminate between these situations, but covariate analysis can. For better understanding of HER2, ER, and PR influence of gene expression, differential expression analysis should be performed for all possible
combinations of HER2, ER, and PR as the factor of interest or as the covariate. For example, ER analysis with PR as the covariate should be compared with PR analysis with ER as the covariate, to determine which are truly ER or PR associated genes. With cross-validation, this can determine with confidence which genes are truly false positives or true positives for each condition.

Validation consistency of gene lists can be evaluated using other methods. In this thesis, we compared the overlap of significant genes between datasets as a metric for validation consistency. The next step would be to use the list of differentially expressed genes as predictors for the condition of interest. For example, a list of differentially expressed genes for HER2 status can be obtained from dataset A, then these genes could be used to predict HER2 status in dataset B. The prediction performance across different datasets would be a metric of validation consistency. In this way, smaller gene lists can be compared with larger gene lists without directly penalty to validation consistency – an issue we observed when using gene identity overlap as the performance metric.

So far, many biomarker studies are focused on genes and differential gene expression. In this thesis as well, we only examined covariate models within the context of single gene differential expression. Our list of genes could be further examined through gene clusters and networks and also at a protein level, looking at protein-protein interactions. At a higher level, these genes can be examined for relationships or patterns for survival annotation.

Outside of receptor statuses, comparisons can be made between healthy and tumour samples. Covariates are an even more important consideration with respect to diagnostic or survival biomarkers as those are involved in clinical decision making. Lastly, the next step after biomarker discovery is biological validation using cancer cell lines. Further collaborations would be required for this line of work.
From the results of this thesis, it is evident that the inclusion of covariates in differential expression is important for the detection of truly differentially expressed genes. Covariate models substantially change what appear to be relevant biomarkers, removing covariate-associated genes and revealing covariate-obscured genes. These changes are not limited to simply differences in the gene lists but also expand to downstream biological differences. Genes with strong biological implications were discovered only when accounting for covariates; such genes may have largely been ignored by traditional differential expression analysis. In this thesis, we show strong evidence that biomarker discovery has the potential to be improved, by considering clinical covariates and by using high-throughput data from large-scale studies. We believe optimized biomarker discovery can tackle some of the previous challenges that limited translational success.
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