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Abstract

Tactile sensors are the last frontier to robots that can handle everyday objects and interact with humans through contact. Robots are expected to recognize the properties of objects in order to handle them safely and efficiently in a variety of applications, such as health- and elder care, manufacturing, or high-risk environments. To be effective, such sensors have to sense the geometry of touched surfaces and objects, as well as any other relevant information for their tasks, such as forces, vibrations, and temperature, that allow them to safely and securely interact within an environment. Given the capability of humans to easily capture and interpret tactile data, one promising direction in order to produce enhanced robotic tactile sensors is to explore and imitate human tactile sensing capabilities. In this context, this thesis presents the design and hardware implementation issues related to the construction of a novel multimodal bio-inspired skin module for dynamic and static tactile surface characterization. Drawing inspiration from the type, functionality, and organization of cutaneous tactile elements in the human skin, the proposed solution determines the placement of two shallow sensors (a tactile array and a nine DOF magnetic, angular rate, and gravity system) and a deep pressure sensor within a flexible compliant structure, similar to the receptive field of the Pacinian mechanoreceptor. The benefit of using a compliant structure is tri-folded. First, the module has the capability of performing touch tasks on unknown surfaces, tackling the tactile inversion problem. The compliant structure guides deforming forces from its surface to the deep pressure sensor, while keeping track of the deformation of the structure using advantageously placed shallow sensors. Second, the module’s compliant structure and its embedded sensor placement provide useful data to overcome the problem of estimating non-normal forces, a significant challenge for the current generation of tactile sensing technologies. This capability allows accommodating sensing modalities essential for acquiring tactile images and classifying surfaces by vibrations and accelerations. Third, the compliant structure of the module also contributes to the relaxation of orientation constraints of end-effectors or other robotic parts carrying the module to contact surfaces of unknown objects. Issues related to the module calibration, its sensing capabilities and possible real-world applications are also presented.
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Chapter 1  Introduction

In the first decades of the research on tactile sensors, industrial robots and automation were the main motivations for developments to the field. This motivation was overshadowed by the advance in the organization of factory lines and the design of structured environments favoring the use of vision-based algorithms, and thus reducing the need for tactile sensors in this context.

Nowadays robots are moving out of the factory lines and advancing towards collaborating activities, interacting with other robots and humans. There are robots emerging to work together with, or even replace, human operators performing complex dexterous manipulation operations in a variety of applications such as health- and elder-care, hazardous or high-risk environments, telemedicine, or manufacturing. In many of these new applications, there is no previous knowledge about the environment and the behavior of actors and objects within it. Constructing and validating models while actuating is a fundamental piece needed to expand the robot's role in these scenarios. Performing tasks in unstructured environments require robots to handle various types of objects, made of different materials, that can be situated out of the field of view of the robot or partially obstructed by the environment or by the robot itself.

In order to allow the construction of models for objects and environments, tactile sensing must be considered and integrated with vision and information derived from motor systems to enable robots to have more realistic and safe interactions. Tactile sensing is essential when handling objects while working on complex activities in unstructured environments. To stimulate the use of tactile sensors, improvements must be brought both to sensing technologies and to the capability of robots to make sense fast and use efficiently the sensed data.

The design of a general-purpose tactile sensing module has also to take into account the various tasks a robot may be required to perform using such a device. Static tasks may include grasping control, manipulation, and recognition of objects through one-touch exploratory movements. In this case, the transformation of the local frame of the sensing module to the frame of the object being manipulated or explored suffer little to no changes after the contact is established. In static tasks, tactile sensors can also acquire data about temperature or information about the local geometry of the object.
In dynamic tasks, tactile sensing differs from others sensing modalities due to the fact that it is an interactive sense. In human touch, finger movements explore objects and their surroundings, looking for tactile properties that may be close to the sensing apparatus but do not present themselves explicitly the way colors, sounds, and scents do. In such tasks, e.g., the exploration of surface profile and textures, the geometric transformation between the sensing module and an object changes after the contact is established. These changes excite the sensors and the interpretation of the resulting signals leads to a description of the contact. In dynamic touch tasks, the tactile apparatus collects data while the sensors slide over the object’s surface, similar to human exploration of surfaces by lateral motion [1]. An efficient tactile sensing module must be able to perform both dynamic and static tasks.

Here we consider, following the definition of [2], tactile sensors as devices or systems that can measure objects or contact events’ properties through physical contact between the sensor and the object. It is also important to explain the distinction between extrinsic and intrinsic tactile sensing. Extrinsic sensors are devices that are mounted at or near the contact interface and deal with localized regions, while intrinsic sensing refers to the derivation of contact data from force sensing within the mechanical structure of the system [2]. This thesis is centered on extrinsic tactile sensing, and while details of intrinsic designs or any other forms of force/torque sensors may be listed they are not the focus of this work. From here on, tactile sensors will refer to extrinsic sensors unless specified otherwise. It is interesting to note that the distinction between intrinsic and extrinsic tactile sensors also occurs in the human cognition system, with the part of the somatosensory and motor cortex being in charge of intrinsic sensors and another part of the same cortex being exclusively in charge of the extrinsic sensing [3], [4].

Inspired by the human tactile system and aiming at achieving similar results, the research in tactile sensors spread out the investigation over various sensor configurations with different transduction methods, materials and sensor structures. In biological tactile systems, properties of interest such as points of contact, pressure, torsion, normal and non-normal forces (stresses) are measured due to strain and changes in the topology of the network of cutaneous tactile elements (or adaptive mechanoreceptors) present in the skin and flesh of dexterous species, in particular, of human beings.
In human glabrous (hairless) skin, there are four main mechanoreceptors: Meissner corpuscles, Merkel disks, Ruffini and Pacinian corpuscles, organized in deep and shallow layers. These cells are sensitive to mechanical stimuli around the skin’s surface on areas ranging from 9 to 60mm²; these areas are named receptive fields. The receptive fields of such cells are combined and superimposed to achieve two-point discrimination of as low as 2mm on human hands [5].

All receptive fields present in the human skin are mapped (related) to the motor (i.e. skeletal), vision and balance (i.e. gravity frame – vestibular system) reference system frames [6]. Keeping track of these transformations is challenging in artificial tactile systems due to the fact that the mechanoreceptors in the human skin are embedded close to the skin surface over a highly compliant layer of flesh (muscles and fat).

The compliance provided by the flesh that supports the mechanoreceptors in the skin’s tactile complex gives it the ability to deform and conform to objects. When the skin/flesh deforms, it brings more mechanoreceptors in contact with the object, gathering more data about the object’s surface. Compliance also increases the overall dexterity; it relaxes control constraints, for example, tactile arrays on top of compliant structures would be able to adapt to surfaces and measure their characteristics even if the approach vector of the end-effector, or robotic limb, is not normal to the object’s surface that it is approaching.

The multimodality, mechanoreceptor placement, compliance and kinematic structure of the human tactile system are a source of inspiration for this thesis. While the manner in which the biological tactile sensing data are acquired and processed might not always lead to best engineering solutions for tactile sensor design, it provides nevertheless a comprehensive, integrated framework for the design of sensors dedicated to robotic systems [5], [7], [8].

Although several efforts have been made on the development of robotic sense of touch and of related sensors that can detect multiple types of stimuli, the current generation of MEMS sensors has not yet been extensively explored while embedded in flexible materials, and in the context of multimodal sensing. Very few solutions in the literature use more than one type of sensor to collect tactile information. Moreover, the existing solutions fail to provide an integrated
approach for multimodal tactile module design, in particular for the placement of sensors within compliant structures. These are some of the issues that the current work attempts to tackle.

All the research in tactile sensing has not yet made it a “fundamental” component in robotics applications, despite the variety of commercial sensors available and the increasing number of publications reporting successful cases of tactile sensors’ use. By “fundamental” in this sentence, we mean the effective utilization of tactile sensing data in executing robot’s tasks. This fact can be attributed to the challenges arising from the distributed nature of tactile sensing, from the varied spatiotemporal requirements in 3D space, and from the multiple contact parameters to be measured.

The ill-defined nature of tactile information makes tactile sensing the last frontier to robots that can handle everyday objects and interact with humans through contact. In order to ensure a safe and efficient interaction within real-world environments, tactile sensors have to sense various stimuli related to geometric properties, forces, and vibrations. To achieve such capabilities, several design aspects have to be considered [9], including sensor type, technology and placement, electronic and mechanical hardware, methods to access and acquire signals, calibration methods, algorithms to interpret sensed data in real-time and, in the case of multimodal sensors, solutions for the integration of signals from multiple sensing sources to ensure a robust interpretation of the acquired information.

1.1 Objectives

The goal of this research is to develop a general-purpose tactile sensing module capable of measuring forces, vibrations, and deformations due to contact. To do so, the module draws inspiration from the concept of the human mechanoreceptors, their functionality, the deep and shallow layers of the human skin and flesh as well as their compliance. The proposed module is thus bioinspired. According to Merriam-Webster dictionary [10], a “bioinspired” module is a module “inspired by or based on biological structures or processes”. It is important to state that this work doesn’t aim neither to understand in details the functionality of the human tactile systems, nor to blindly imitate the known behavior and functionality of the human skin; rather, this work aims at building an improved tactile sensing device while drawing inspiration from
known facts about the human tactile system, in particular about the placement and functionality of human tactile sensing elements (mechanoreceptors) and their compliant structure.

The term “bioinspired” is used instead of “biomimetic” or “bionic” because such terms evolved to represent devices that aim at mimicking organisms and their functions or replacing and enhancing a biological system.

The tactile sensing module design must determine the sensor placement within the compliant structure to tackle the tactile inversion problem and thus enable robots to identify and manipulate objects. The module has to be compliant so that the orientation of a robotic end-effector carrying the sensing apparatus can be relaxed when approaching unknown surfaces or obstructed objects. This is one major issue with the current generation of tactile sensors with rigid structure. In fact, most of the research in tactile sensing is focused on the implementation and use of such thin-film force sensitive arrays over rigid backing support. The field concentrated on the utilization of these sensors due to two reasons: a) force sensitive arrays can borrow many methods of image processing and apply these methods to the tactile image; and b) tactile arrays on a noncompliant structure mitigate the challenge of tracking changes on the surface of the membrane that serves as an interface between objects and transducers. Usually, the membrane that covers such transducers is thin and doesn’t over filter the tactile images collected. The advances in the use and implementation of tactile arrays did not however bring tactile sensing to the forefront of robotic applications. The main problem of these sensors is that they suffer from tight orientation constraints when approaching objects. In particular, the angles in which a robot carrying these devices approaches a surface has to be predetermined (i.e. usually normal to the surface in order to elicit maximum of tactile information possible), and tightly controlled to protect the robot itself and its surroundings. This limits the use of such sensors to structured environments and justify a continuous research effort on the development of novel sensing modules, as the one proposed in this thesis.

Similar to the mechanoreceptors in the human skin, the module can be replicated in a larger number of copies to create a “tactile surface” (artificial skin) that increases the coverage and the quantity of acquired tactile data and enabling to derive faster and more precisely surface/tasks
characteristics. Other robot parts could also be covered by similar tactile modules such that the robot can sense and react to unexpected contacts, in a similar manner to human skin. The module has to be capable of performing both dynamic and static object exploration tasks.

Recently, the field is focusing more on soft robotics where new sensing apparatus tends to prioritize flexible structures, disregarding the important advancements of tactile imaging technologies heavily used by the tactile sensor arrays. The tactile module proposed here tries to bridge this gap, by allowing for the addition of a tactile array on the surface of the module and tracking its orientation with sensors embedded in the structure.

In this context, the work in this thesis has the following objectives:

1. The design and implementation of a novel bioinspired multimodal tactile sensing module capable of measuring forces and vibrations drawing inspiration from the mechanoreceptors present in the human skin, their placement, functionality, receptive fields, and synergetic collaboration. The sensing module must take into account the compliance of the flesh supporting the skin and its cushioning effect without disregarding the advances in the tactile sensing field when it comes to planar force sensitive arrays supported by rigid structures, i.e., it must consider the addition of a planar tactile array. The module must enable robots carrying it to perform dynamic and static tactile tasks relevant to practical applications in robotics.

2. Demonstrate the use of the tactile sensing module in dynamic tasks. In this context, we aim to demonstrate that sensors embedded deep in a compliant structure can match the performance of sensors in the literature in a grating task [11], [12] and that such sensors can be successfully used to classify tactile profiles while in movement and not constrained to fixed orientation and linear displacement.

3. Demonstrate the use of the tactile sensing module in static tasks. Regarding static tasks, in this context, we aim to illustrate the use of the module compliant structure and sensors to estimate surface orientation. The solution to the tactile inverse problem for a given sensing device should include the orientation of the surface of the sensing device, traditionally including pressure/forces and position. Surface orientation is often ignored due to the fact that most devices are rigid, or their compliant layers are not significant.
3.1. Demonstrate how a robot carrying a sensing module on its end-effector can approach a surface without significant orientation changes to its end-effector and detect the surface pitch around the contact point in one probing action.

3.2. Show how a sequence of normal and tangent vectors calculated from the pitch estimated by the module can be used to approximate a surface using Bézier curves with intermediate control points determined based on the intersection of tangent vectors. Demonstrate that the surface approximation using the orientation information is more robust with respect to the number of contact points considered when compared to the cubic and linear interpolations using only contact pressure and position. Fewer contact points lead to worse approximations in the latter case.

1.2 Research Approach

The investigation about the sensor placement, compliant structures, receptive fields, keeping track of the transformation between the surface of an elastic sensing module and a reference frame, as well as the use of a tactile sensing module with these features in static and dynamic tasks started with the work presented in [13]. In this paper, a standard Magnetic, Angular Rate, Gravity (MARG) MEMs system was used to identify profiles through the vibration of the kinematic chain of a robot while exploring objects with rigid and soft contact tips.

In [14] and [15], another MARG system and a barometer were embedded in a probe with a compliant structure and used in two dynamic tasks. The first experiment replicates the one used by [11], [12] to evaluate how tactile sensors in monkeys and artificial sensors perceive frequencies generated by gratings. The proposed sensing module is thus evaluated and demonstrated to be capable to perceive the gratings frequencies with errors comparable to those reported in [12]. The second experiment applied the new probe to the problem of classification of profiles using the same setup from [13]. The results show that the sensors in this probe can match the performance of other sensors in the literature, while using a much more compliant setup. The experiments in [13] were now reproduced with the sensors embedded in the elastic substrate and shown to achieve a similar performance.
In [16], the static tactile sensing task of classifying profiles and the dynamic classification of profiles using a soft tip were revisited. Feed forward neural networks were used to align and classify patterns from tactile images and to classify 3D-printed profiles from data collected during sliding motions by a robotic finger carrying the MARG system. This work helped to identify the need for a unified sensing device, capable of performing both static and dynamic tasks. One of the main challenges of combining these devices was the sensor placement, i.e. the inclusion of the force sensitive array used in the static task and the MARG and pressure sensors in a compliant structure without losing track of the array reference frame or over filtering the tactile data by placing the array under a thick compliant layer.

To accommodate the aforementioned tradeoffs, [17] presented a bioinspired design that takes into account the layers, compliance, sensor placement and the ability to perform dynamic and static tasks of the human skin. This layered design borrows the same sensing technology from [15] and [16], but solves the sensor placement problem, such that the module’s shallow layers can conform to the surface of objects even if the angle of approach of an end-effector carrying the module is not normal to the target surface. The final design of the module, presented in the chapter 5 of this thesis, represents what can be thought of as a patch of artificial skin corresponding to the receptive field of the Pacinian corpuscle that encompasses the other mechanoreceptors and that can be used for the tactile characterization of surfaces. The multimodality of the patch is based not only on the presence of different sensors but also on its capability to sense pressure, surface inclination, and vibrations occurring from the interaction between module and the surface of objects. It does thus go beyond the current state of the art in tactile sensors.

1.3 Thesis Organization

This thesis is organized as follows: The second chapter provides a review of a wide range of research articles related to the work proposed in this thesis. The major focus of this chapter is to address the research problems in the current tactile sensing literature and describe the existing challenges.
Chapter 3 presents the paper [16]. It revisits works using force sensing resistor arrays and their contributions towards the resolution of the blurring effect of elastic layers and the orientation of the tactile features around the axis normal to the sensing plane. This chapter also includes the preliminary work with part of the sensors that would later be included in the module in a profile recognition task.

Chapter 4 presents the paper [15], demonstrating the use of MEMs barometer and MARG system embedded in a flexible substrate to perform the characterization of surfaces in a dynamic task and identifying tactile profiles.

The fifth chapter presents the papers [17] and [18]. It describes a novel tactile module design that attempts to combine bio-inspired concepts for receptive fields, mechanoreceptors placement and their organization in layers into a compliant structure with sensors embedded in it to tackle the tactile inversion problem with support for a force sensitive array. It also presents a demonstration of how the module can be used to estimate the angle of approach of an end-effector making contact with an unknown surface and how the surface can be approximated taking advantage of the surface orientation around contact points.

The last chapter presents a final discussion and future work that can arise from this thesis.
Chapter 2  Literature Review

2.1  Historical Perspective

Tactile sensors for robotic applications started to evolve in the 1970s, however, when compared to other sensory modalities, e.g., vision, the advances in the field had slower speed and lower inertia, with a smaller number of publications addressing the topic [19]. In its early days, the use of tactile sensors was mostly restricted to joint torques or intrinsic force sensors; such sensors were usually located within the body of robots. This was due to the fact that from the operational point of view, intrinsic tactile and vision sensors were sufficient for the structured industrial setups in which the robots where meant to operate.

Nicholls and Lee [20] show a spectrum of types of extrinsic sensing devices that appeared in the first half of the 1980s. Transduction techniques were the focus of the field during this period, and a large number of prototypes were reported in the literature. The main transduction methods utilized by these devices were resistive, capacitive, piezoelectric and pyroelectric, magnetic, and strain gauges.

The second half of the 1980s saw demonstrations of a range of sensors in laboratory setups to detect object shape, size, presence, position, forces, and temperature. Few examples of sensing of surface textures and hardness were reported. Most of the devices of this era were either of the scalar single-point contact variety or linear/rectangular arrays of sensing elements. During this period, a shift was noticed from transduction techniques to tactile applications and case studies. The design of tactile sensors and tactile sensor arrays for object recognition led the field in this period. The development of multi-fingered robotic hands increased the research interest in tactile sensors for fingertips, while the motion of arm manipulators in unstructured environments initiated the whole-body sensing efforts of the early 1990s.

During the 1990s, study cases and applications of tactile sensors continued to be developed with dynamic sensing emerging among the several tactile imaging publications. The importance of dynamic events was recognized by researchers, and many sensors were developed for detecting stress changes, slip and other temporal contact events.
The transition to the 2000s advanced the consolidation of tactile arrays technologies through the application of image processing techniques to static tactile images acquired by array sensors. Early works from the 2000s also show increasing concerns regarding practical aspects of tactile sensing, such as flexibility and conformability, stemming mainly in the field of soft robotics and the need for gentle manipulation and object exploration.

More recently, researchers started drawing inspiration from the human sense of touch [5] to build better sensing apparatus, balance its tradeoffs and create robots that can identify unknown objects and interact with their surroundings. The review presented in [5] brings design cues inspired by the human tactile sensing system to the development and enhancement of tactile arrays. Dahiya et al. [9] survey the field, analyzing devices with different transduction methods, smart materials and engineered structures, complex electronics, and the required data processing. This survey points out that the slow and elusive adoption of tactile sensors remains a contemporary reality. The authors also emphasize that, for the effective utilization of these sensors in robotic systems, the sensing units must be spread along the robot body with different 3D spatiotemporal characteristics, modular control, handling multiple simultaneous contacts. According to the authors, satisfying these requirements entails overcoming issues such as sensors placement, electronic/mechanical hardware, methods to access and acquire signals, calibration techniques, algorithms to process and interpret sensing data in real time, and above all system integration.

The advances in tactile sensors up to this point were not sufficient to make these sensors essential to industrial setups characterized by structured environments in which vision still and probably will continue to dominate. These advances may find applications in other scenarios such as rehabilitation, assistive, medical, and humanoid robots. The shift to everyday robotics also reinforces the need for whole-body tactile sensing, while manipulation tasks in unstructured environments boost the development of tactile sensors for the palm and fingertips of robots. While one design fits-all is probably not the approach that will dominate the field in the next decades, the quest for a general-purpose sensing system continues.
2.2 Uses of tactile sensors and transduction methods

Tactile sensing is vital in unstructured environment robotics. In tasks involving manipulation, tactile information is part of control parameters [21]–[24], typically involving contact point estimation, slip detection [25], surface normal and curvature estimations. The measurement of contact forces allows for grasp force control and is essential for establishing and maintaining stable grasps [26], [27]. The magnitude and direction of contact forces are critical in dexterous manipulation; they regulate the balance between normal and tangential forces allowing a manipulator to adjust its contact points to ensure grasp stability [28]. Shear information was also studied for tactile sensors in experimental setups [29], [30] and made use of Finite Element Analysis (FEA) [31], [32]. Some researchers used shear information for determining the coefficients of friction and the surface stress profile when sensors are covered by elastomers [33]. Even though most of the information about the environment and the objects being manipulated comes through the detection of normal and shear forces, e.g., shape [34]–[36], real-world interactions involving exploration in unstructured environments should also measure hardness [37], temperature [38], surface texture and surface profile [12], [39], [40].

Most sensing devices applied to the tasks referred above implemented some type of array of sensing elements usually designated as tactels. Arrays with tactels regularly distributed usually have their elements called taxels due to their similarities to picture elements, pixels. The authors of [5] present hints for the design of such sensing devices and identify several works that implemented sensors using these guidelines. According to the authors, the number and type of these sensors are still insufficient for complete humanoid robot applications. The authors also highlight that the interaction of robots with the environment through tactile sensors had been dominated by measurements of images representing normal static forces, while real-world interaction also involves non-normal static and dynamic forces. Most of these devices are designed in such a way that it is difficult to obtain information about friction, stickiness, texture, hardness and elasticity from the signals measured. On the other hand, these sensors achieve high applicability on classification tasks, static recognition of profiles and local features [12], [41]. Their implementation explored various modes of transduction, more specifically, resistive and piezoresistive, capacitive, optical, ultrasonic, magnetic, piezoelectric and tunnel effect. The
authors of [5], [19], [42] describe advantages and disadvantages of such transduction methods and their physical/mechanical nature, as described in the following sections.

2.2.1 Transduction methods and technologies for tactile sensors

1) **Resistive Sensors**: Tactile sensors based on resistive transducers are of two types: the ones where the resistance depends on the contact point and the others where the resistance varies according to applied forces. In many applications, these transducers are organized in arrays made of taxels. Resistive tactile sensors are sensitive and cheap but may present high power consumption depending on the materials and the area covered. The authors of [43] present a design that consists of a set of parallel continuous resistive sensing strips used to sample a sensor surface. The device is continuous in one direction and discrete in the other. The number of samples required to cover the sensor surface and connectors in the sensor circuitry is significantly reduced when compared to traditional 2D array approaches. The device can sense contact location and 2D shape. However, it cannot detect contact forces. A particular case of resistive sensors uses piezoresistive transducers. The resistance of these transducers changes according to force/pressure applied to the transducer. Piezoresistive sensors achieved a wide use in the form of FSRs (Force Sensing Resistors) [44], being applied to pointing and position devices such as joysticks. FSR sensors are appealing, because of their low cost, high sensitivity, low noise and simple electronics. The requirement for a rigid support and the large hysteresis are some of the drawbacks of FSRs. These transducers are usually used in 2D arrays to measure contact points and force amplitude at these points [41], [45], [46]. Tactile systems using this mode of transduction have been reported for use in anthropomorphic hands [47], [48] and are popular among the MEMS-based and silicon-based tactile sensors [49], [50].

Commercial resistive tactile sensors can be illustrated by the products from Tekscan [51]. The company provides a wide range of gait measuring systems, including pressure mats and in-shoe foot pressure arrays. The sensing principle used in these products is based on 5mm² resistive elements embedded in a large area flexible film with a thickness of 0.18mm. Tekscan's F-Scan sensing flexible sheet can be cut to fit into shoes for real-time
measurements. Donaghue and Veves [52] review other pedobarographs including some that use the same optical internal reflection principle as used in refractive index tactile sensors. FSRs are inexpensive off-the-shelf components found in many experimental tactile systems but suffer from the same issues as the F-Scan from Tekscan.

2) **Tunnel Effect Tactile Sensors**: Quantum Tunnel Composites (QTC) transducers are materials that change from a virtually perfect insulator to a metal-like conductor depending on the deformation they suffer due to compression, twist or stretch. Peratech [53], [54] developed a Quantum Tunneling Composite (QTC) material using an elastomeric matrix and nanostructured nickel powder. The particles in these powders have surfaces covered with sharp protrusions. In QTCs such particles never come into contact, they get so close that quantum tunneling (of electrons) takes place between the metal particles. A robot hand using QTC-based taxels is reported in [55]. Another highly sensitive sensor based on electron tunneling principle is reported in [39]. While effective in detecting deformations, QTC sensors by themselves cannot explain the contact event that provoked such deformations, i.e., compression, twist or stretch.

3) **Capacitive Sensors**: In robotic applications, capacitive sensors consist of two conductive plates with a dielectric layer between them. Forces applied to the sensor change the distance between the plates or their effective area and the capacitance of the transducer. Sensors based on capacitive transducers have been broadly used in robotics, from tactile arrays [56] to robotic grippers [57]. These transducers can be manufactured in small scale and allow the construction of dense arrays. An array of capacitive sensors which couples to the object through little brushes of fibers is described in [57]. The sensor taxels are reported to be very sensitive (5 mN) and robust enough not to be damaged during grasping. The authors of [56] present an 8x8 capacitive array with 1 mm² area and a spatial resolution at least 10 times better than the human limit of 1 mm. In [58], a capacitive sensor performs pressure measurements and collects 2D shape information about the contact between surfaces of a robot and the environment. Each sensor comprises 12 capacitive taxels in a triangular module and is supported by a flexible dielectric layer to conform to smooth curved surfaces. Capacitive sensing technology is also popular among the tactile sensors based on MEMS and
silicon micromachining [59], [56], [60], [57]. High sensitivity, stray capacity and hysteresis are the major characteristics of capacitive transducers.

The work of Gray and Fearing [56] exemplifies the level of resolution that can be achieved by tactile sensors. It reports on an 8 x 8 capacitive array that is 1mm$^2$ in area. The authors claim that spatial resolution is at least 9 times better than the human limit. The sensor is intended for use in medical applications involving small manipulators, such as those employed in endoscopic surgery. The main drawback of this sensor is the presence of severe hysteresis. Even with such high resolution, these sensors did not find applications outside the medical domain.

4) Optical Sensors: Tactile sensors with optical transduction methods are usually of two types, namely refractive index-, and camera-based sensors. The former uses the properties of optical reflection between media of different refractive indices. Other sensors use traditional digital cameras to monitor changes in flexible structures that serve as an interface between the sensing apparatus and external objects. Reflective index sensors measure the change in light intensity when contact occurs and its relationship to contact pressure. An optical fiber-based sensor capable of measuring normal forces as low as 0.001N is reported in [61]; the sensor has a spatial resolution of 5 mm. An optical three axial sensor capable of measuring normal and shear forces is detailed in [62]. It uses a CCD camera to monitor the deformation of a cavity filled with LED (Light-Emitting Diodes) markers. Some cases of large area skin based on LEDs have also been reported in [63], [64]. Another example of an optical sensor is described in [65]; it has a 32 mm diameter, it is 60 mm long and weighs 100 g. Optical-based sensors are robust to electromagnetic interference, flexible, sensitive, and fast, but sometimes they are bulky due to the imaging equipment.

5) Acoustic-based sensors: Acoustic sensing is another technology used for the development of tactile sensors. In tactile setups, microphones are known to be useful for detecting contact and friction noise which are useful for the detection of slip, and texture. In [66], the authors present an array of microphones used to detect the contact point of a wooden brick falling from a manipulator into an operation bed. The authors of [67], present a microphone mounted on rod dragged by a mobile robot while it moves. The microphone is used to identify
textures of different terrains according to their acoustic signatures. In [68], a similar setup shows an artificial finger equipped with a microphone collecting frictional sound data and a system that maps the signals to the frequency domain through Fast Fourier Transform (FFT) to detect different textures.

The design presented by Shinoda and Ando [69], uses a set of ultrasonic transmitters and receivers to detect displacements as small as ten micrometers in sensing plates. In [70], the authors describe another ultrasonic sensor that uses a cross-field transmission in which the compression of an elastomer pad changes the transmission properties. The work presented in [71] uses microphones to detect variations in air pressure within cavities in a spherical silicone dome. In [67], a method for discriminating surface textures was used by a mobile robot that touched a boom-mounted microphone on the floor. The acoustic signatures from the impact allowed six-floor types to be classified with an accuracy of 98%.

6) *Magnetism-based Sensors:* Tactile sensors that use magnetic transducers measure the change in the magnetic flux caused by applied forces. These designs usually use magnets embedded in flexible substrates near sensing elements as markers. The flux measurements are performed by either Hall Effect [72], [73] or by magnetoresistive devices [74]. Tactile sensors based on magnetic phenomena have several advantages, including high sensitivity and dynamic range, linear response, and physical robustness. It is worth noting that such sensors have their usage limited to non-magnetic environments and objects.

Li and Shida [75] present a sensor comprising of two interleaved planar spiral coils of 35mm in diameter. This multimodal structure is: 1) a capacitive sensor when external objects affect the capacitance between coils; 2) an inductor sensor when magnetic or non-magnetic materials change the frequency transfer function between the coils; and 3) a thermal sensor where one coil acts as a heater and the other as a temperature sensing resistor. The shortcomings of this sensor are the thermal time response of several seconds, the need to insulate metallic objects, and more importantly, the implicit assumption of constant applied contact pressure.

Yamada et al. [76] deal with the problem of protecting joints of robot manipulators. In this case, a fixed skin is unsuitable since moving joints have a continuously changing surface.
Therefore, the authors used helical springs with 37 tactile sections; contact on a section causes an LC circuit to be activated, and by swept frequency scanning, all sensors can be read through a single pair of wires.

7) **Piezoelectric Sensors:** Piezoelectric materials like Lead Zirconate Titanate (PZT) and Polyvinylidene Fluoride (PVDF) generate charge/voltage proportional to the force applied to them. The use of PVDF for tactile sensing was first reported in [77], and after that, works based on PVDF or its copolymers have been proposed in the literature [78], [38]. In [79], [80], a 2×2 tactile array of (PVDF) is used to sense contact events. In this sensor, the PVDF polymer is used as a receiver to localize the contact point on a silicone rubber-sensing dome. The sensor is capable of detecting slip and surface roughness during movement. Temperature sensitivity of piezoelectric materials is the main concern for their use as tactile sensors.

Most of the sensors implemented using the transducers and technologies described above are specialized to measure one contact properties, being static pressure or forces, friction, stickiness, texture, hardness or elasticity. In these designs, the importance of dynamic contacts is acknowledged, and sensors developed for detecting stress changes, slip and other temporal contact events can be found in [57], [81]. A variety of sensors that can detect object 2D shape, size, position, and temperature are also found in the literature [2], [77], [82], [83]. According to [5], few examples of sensors that could detect surface texture [39], [40], hardness or consistency [84], [37] are reported in the literature; the same is true for sensors that can detect force and its direction [59], [72].

2.2.2 **Sensors based on different physical/mechanical nature**

The majority of tactile sensing devices present in the literature relies on moderately rigid materials for their construction or is covered by thin elastic layers. This is the natural development path for the field, since rigid systems are more straightforward to use and explain and have fewer variables to control and design. Observing studies about the human tactile system, some researchers have argued that softer materials may enable artificial tactile sensors able to perform closer to their biological counterparts despite their low-pass filtering behavior.
The authors of [85] examine a range of materials regarding strain energy dissipation and conformability and find that soft surfaces have more desirable properties for contact surfaces than hard materials. Touch sensors using conductive rubber as a transducer are found in [86], [87]. These sensors have compliance as one of their main advantages, and hysteresis and nonlinearity as drawbacks. In [88], the authors present a soft sensor based on a conductive gel showing a 20% change in impedance for pressure 0–400 kg/cm². A tactile sensor/actuator using an electrorheological gel is described in [89]; the gel changes from a fluid to a plastic solid through the application of a strong electric field. In [90], a polyelectrolyte gel is used to create a simple touch sensor based on the piezoelectric effect, capable of lighting a photodiode array according to the degree of the deformation experienced by the sensor. Despite being promising, the development of sensors using such materials is still primitive since tracking deformations on the surface of these highly compliant sensors is still challenging.

2.3  Tactile sensors from the point of view of the representation and interpretation of haptic signals

Throughout the literature, researchers approach the design of robotic tactile systems by trying to define: (1) what tactile perception consists of and (2) what implementations of general-purpose tactile sensing modules and more task-oriented tactile sensors should measure in such systems. Even though most tactile systems reported in the literature tackle the representation of touch events and tactile signals for specific experiments, sometimes with narrow applicability, the design of general-purpose tactile sensing modules can greatly benefit from the cues provided by these robotic systems. A general-purpose module can be thought as the combination of several approaches. It has to give users the possibility of representing contact events using already established methods (e.g. tactile imaging using pressure sensitive arrays) trying to enable as many representations as possible.

2.3.1  Tactile sensing modalities

Tactile perception is the process of interpreting and representing touch sensing data to examine properties of objects under mechanical interactions with the sensing apparatus. In a hierarchical view, perception is situated at a level above sensing, and provides useful, task-oriented
information for planning and control [19]. The way in which tactile sensing data is interpreted and represented is intimately associated with the kind of sensing devices used and with the tasks to be accomplished by the robot equipped with the sensors. The authors of [91], [92] and [93] categorize tactile sensors according to their coverage and spatial resolution in a similar manner to their appearance in the human body. The three types of tactile sensors are:

- **Single-point contact sensors, corresponding to single tactile cells:** This category of sensors is employed to confirm the object-sensor contact and detect forces or vibrations at the contact point. Force sensors for measuring contact forces, e.g., the ATI Nano 17 force-torque sensor and biomimetic whiskers, also known as dynamic tactile sensors, for measuring vibrations during contact are examples of this category [94]–[98].

- **High spatial resolution tactile arrays corresponding to human fingertips:** Most of the designs for tactile sensors and the related research focus on this category [9], [99]. An example of a 3×4 tactile array with sensing elements based on fiber optics can be found in [100]. More recently, the field has seen the use of MEMs barometers [101] and even embedded cameras being used as fingertip sensors [102]–[105]. There is also a number of commercial sensors available, such as: RoboTouch and DigiTacts from Pressure Profile Systems (PPS) [106], tactile arrays from Weiss Robotics [107], Tekscan tactile system [51], BioTac multimodal tactile sensors from SynTouch [108]. Most of these sensors are nonconformable planar array sensors.

- **Large-area tactile sensors corresponding to skin of human arms, back and other body parts:** Different from the high-resolution tactile arrays for fingertips, the spatial resolution is not the goal for such large-area sensors. According to [93], flexibility is one of the most important criteria for these sensors, since they may be attached to curved parts of robots. The attention to developing this category of sensors appeared in recent decades [109]–[111]. Researchers have developed this type of tactile sensors for hands [112], arms and legs [113], [114], front and back parts [115] of robots. A thorough review of large-area and flexible tactile skins can be found in [9], [116]–[118].
The tactile sensing module presented in this thesis incorporates elements from all three modalities. It makes use of a deep pressure sensor that can act as a single-point contact sensor in case of a failure of the other sensors, it considers the integration of a tactile array on the top of the compliant structure and several modules as the one proposed can be interconnected to cover a large area.

2.3.2 Tactile perception

Interpretation of tactile perception information as recuperated by tactile sensors is usually inspired by machine vision methods (where each tactile element from a regular distributed array is interpreted as an image pixel [119], [120]), inspired by biology [121], or resorts to dimensionality reduction [47], [122], [123] to render the large amount of information interpretable in a timely fashion. The interpretation of tactile data is tied to two aspects: the function of the robot and the sensor design itself. Shape, material properties, and object pose are among the main parameters that can be extracted from tactile sensing data.

Robot manipulation and grasp control [24], [124], slippage detection and prevention [125], grasp stability assessment [126], are some of the tasks where tactile information is fundamental. The applications for tactile perception systems range from Minimally Invasive Surgery (MIS) [127], to interfaces for interactive games [128], medical training simulators [129], and assisting underwater robotic operations [130]. But the advances in tactile perception still depend on the development of flexible tactile sensors, able to measure multiple modalities and to conform to external surfaces such that the sensor can acquire as much information about its surroundings as possible.

2.3.3 The tactile inversion problem

If considering sensors covered by a protective elastic layer, which provides compliance, assists in grasping tasks, and increases the robustness of the devices, the forward analysis consists of calculating the stress generated at the sensing points given the surface shape and the material properties of the elastic layer that touches the objects. On the other hand, inverse analysis
consists on the computation of changes on the surface of a compliant structure from the sensed
data gathered through an elastic medium by sensing points.

Generally, the inverse analysis doesn’t lead to a unique solution as there is no one-to-one
correspondence between the stresses within an elastic material and those that are applied to the
surface. Depending on the sensors and their arrangement, the same patterns of sensory values
may be caused by many different patterns on the surface. Tactile inversion problem is a known
ill-posed problem and, in many cases, cannot be solved by direct analysis. This particularly applies
to form discrimination, because elastic materials act as a low pass filter, only transmitting large-
scale spatial patterns and attenuating any fine detail. Nowlin [131] presents an example of the
inversion problem and its ill-posed nature.

One way by which researchers try to overcome this limitation in tactile arrays is using stiff backing
supports and thin elastic covers. These covers are usually engineered membranes featuring ribs,
tabs or other forms of raised surface nodules, localized over the sensing elements. This technique
is used by the authors of [45], to enhance the sharpness and resolution of tactile images from a
16 x 16 FSR sensing array. They also show the comparison between tabbed and uniform
membrane surfaces. By keeping the nodules in the compliant overlay entirely separate, the
compression of a tab is independent of the state of other tabs, thus reducing local crosstalk. It is
also worth noting that in conventional FSR arrays, the sensing elements are placed to sense
normal forces and cannot identify surface features more significant than a few millimeters.

Another design that uses an elastic covering with raised ribs with a force sensing array and a
dynamic sensor is reported in [132]. Saad et al. [133] present a photoelastic tactile sensor that
relies on the fact that the elastic layer becomes birefringent due to the stresses on its surface.
The sensor recovers the phase-lead distribution and correlates it to the input force profile. The
phase-lead represents how circularly-polarized input light is elliptically polarized at the output of
the elastic layer. The linear relationship between force and phase-lead distribution is solved by
an optimization function that may become computationally expensive depending on the size of
the sensor and tasks where it is applied.
The tactile inversion problem is a major issue of compliant structures. Tactile arrays placed over flexible structures lose their coordinate frame related to the robot frame as the structure deforms, while arrays under compliant structures with stiff backing are affected by low filtering effects.

2.4 Dynamic Tactile Tasks

Contemporary and future robots require cues about the properties of objects surfaces for adequately interacting in various environments. Vision systems have been a popular tool to identify objects and materials [134]–[136]. Still, vision by itself cannot recognize or estimate mechanical parameters of a given surface material. Identifying mechanical properties of objects can only be fully accomplished through the utilization of sense of touch. Beyond shape, friction coefficients, roughness, texture, hardness, and stickiness, belong to the group of significant parameters for handling objects.

The human tactile sensing complex is highly effective in providing data and information to the somatosensory perception system. The information in this system is what enables humans to recognize objects materials properties [137]. A thorough review of the human perception of mechanical properties is presented in [138]. It is worth noting that the somatosensory system is a set of sensory neurons and pathways that react to changes at the surface of the skin and inside the human body.

In robotics, researchers have attempted to equip robots with systems that can mimic the performance of tactile sensors and of the somatosensory perception system present in humans. In dynamic tasks, these attempts can be categorized into two groups: the ones that try to identify texture-related features and the ones that focus on object stiffness.

2.4.1 Surface texture based tactile material recognition

In the literature, texture description by touch encompasses the study of friction coefficients, roughness, and microstructures of the surface of objects. These features can be extracted through a mix of sliding motions or through static contact, in the case of microstructures, between the tactile sensing device and the object being explored. One of the sensing methods
used in sliding motion procedures is the use of acoustic signals to estimate the friction of objects surfaces and recognize objects materials. This method is low-cost, since it can use traditional microphones and signal processing methods, and requires limited computational power [139]. In [94], the authors try to recognize textured surfaces through the use of Maximum Covariance Analysis (µMCA) and weakly paired MCA (WMCA) on acoustic data brought to the frequency domain by a Fourier transform. The authors of [140] classify textures from signals captured by a microphone using Self-Organizing Maps (SOMs). The use of microphones as tactile sensors has several advantages, but ambient and motor noise may depreciate the performance of such sensors.

In [141], an artificial silicone finger with embedded strain gauges and polyvinylidene fluoride films (PVDF) strips is used to collect vibration data from a sliding motion over a set of surfaces. Data collected over seven surfaces is classified in the frequency domain. The authors of [142], present a dynamic friction model, based on a 6-axis intrinsic force sensor, to determine surface physical properties while a robot finger slides along the objects surfaces with changing sliding velocities. In [143], tension sensitive conductive yarn is knitted into a fabric sensor in the form of a pile cloth. In this configuration, each yarn has many continuous loops that sense the traction between the sensor surface and external objects through the changes in its electrical resistance. The sensor is placed over a rigid aluminum fingertip and slid across three surfaces, denim, photo paper, and paper tape. The data collected is then classified from the detail components of a Discrete Wavelet Transform by an artificial neural network.

In [144] and [145], a three-axis accelerometer is attached to the end of an aluminum rod to measure the vibration originated from the interaction of the tip of the rod and surfaces. In [144] the rod is stationary, and the surfaces are placed on a turning table. In [145], the rod is attached to a mobile robot to touch the ground and identify surfaces. In [146], another three-axis accelerometer is used to classify surfaces. The sensor is attached to piece of plastic similar to a guitar pick to simulate a fingernail. The sensor is slid over a set of textures, and its data is classified by k-nearest neighbors (kNN) and support-vector machine (SVM) algorithms. Similarly, the paper [147] presents the association between contact forces and an accelerometer to classify different
surfaces. The authors of [148] add a proximity sensor to an accelerometer/normal force sensor module to enable a robot to discriminate different textures.

Some authors also refer to texture and microstructures in a surface as roughness. The authors of [149] approach object roughness estimation using a finger-pad-like sensor equipped with a strain gauge and a PVDF foil using discrete wavelet transformation. In [150], a microelectromechanical system (MEMS) tactile sensor is applied to discriminate the roughness of surfaces. In Xu et al. [151], the authors use a BioTac sensor to discriminate the roughness of 10 surfaces. The sensor measures vibrations in the skin using a liquid-filled cavity and a hydro-acoustic pressure sensor.

The microstructure present on surfaces of objects can also be used as a recognition parameter. Usually, these microstructures are measured by tactile arrays or camera-based sensors. In [104] and [152], the authors present the camera-based GelSight sensor to acquire height maps of surfaces. GelSight uses a camera on top of a piece of clear elastomer. The elastomer is coated with a reflective membrane that is pressed against surfaces and deforms assimilating surfaces nuances. The camera on the sensor records the deformation using LEDs that project different colors from different directions. These maps are treated as images to classify different surface features using visual texture analysis. TacTip, another camera-based tactile sensor, is also used to examine the surface textures in [153]. In [154] and [155], the authors use force sensitive arrays to discriminate simple textures like wood, carpet, clay, and grass.

2.4.2 Object stiffness based tactile material recognition

Stiffness or hardness is another critical object property in tactile systems and in manipulation tasks. In [156], a six-axis load cell is used to sense changes in stiffness in a balloon held between fingertips of a robotic hand. Some researchers try to estimate object softness by measuring the electrode impedance in the conductive fluid cavity of the BioTac sensor [157]–[159]. In more recent works [160], [161], the hardness of objects is also estimated by processing sequential images from a GelSight sensor. The authors of [162] also use tactile image sequences from a tactile array to classify objects into rigid and deformable. In [163], a load cell is used in a rolling probe to investigate the shear modulus, density, and stretch of silicone beds with embedded hard nodules simulating tumors. The load cell is far from the contact, and the system has no
information about the silicone beds surfaces and nodules. In [164], a set of plastic rods damped by springs are monitored by a camera and a set of markers. The system is used to examine the hardness of blocks of silicone.

In summary, the tactile systems for texture identification and hardness estimation found in the literature, with few exceptions, are implemented in such a way that requires the contact and the force driving the sensing apparatus to be normal to the surface of the object being explored. In experiments where a tactile sensor slides over a particular surface, the angle between sensor and texture is kept constant, and a linear carrier usually performs the motion. In tasks of recognition of microstructures or estimation of hardness, the sensors also approach and press the objects at a normal angle. This requirement is essential for these approaches to work, but no solution to the estimation of the approach angle can be found in the literature. Chapter 4 shows how the sensing module proposed in this thesis can be used for these tasks, and Chapter 5 presents the sensing module itself and the estimation of the approach angle as well as a surface approximation task.

2.5 Static Tactile Tasks

The concept of object shape perception is related to the capability to recognize or reconstruct the form of objects from sensors’ input. The objectives of shape perception change depending on the task, from obtaining the exact contour of objects to the classification of shape components or overall profiles. The ability to achieve these goals is vital for robots to accomplish tasks such as in-hand manipulation and grasping. The skill level of a robot on planning and executing grasping trajectories, manipulation strategies and exploratory motions is directly linked to the tactile information the robot has at hand. The investigation about shape recognition has been ruled for several years by the computer vision methods [165], [166]. However, object features cannot be analyzed by cameras after manipulation starts due to occlusions by the end-effector or in scenarios where illumination is not favorable. On the other hand, shape perception through tactile sensing is not influenced by such factors; tactile sensors are meant to support robot-object interaction. The growing wave of sophisticated tactile sensors enables the fast expansion and development of algorithms to recognize object shapes via touch.
These algorithms usually focus on one of two scales, i.e., local or global. Local features can be explored by a single touch using image analysis from the data collected by tactile arrays, similar to the human cutaneous sense of touch. The global shape of an object is a contribution of both cutaneous and kinesthetic feedback; contours and curves extend beyond fingertip-size scales. In global shape perception, intrinsic sensors, i.e., joint effort and position, are used to calculate the position and orientation of a tactile equipped end-effector. The role of the tactile sensor in global shape perception tasks is to measure the forces and, if compliant, the deformations on its surface that explain that contact and help robots plan their next move.

2.5.1 Local shape recognition

Concerning the identification of local shapes, the increasing spatial resolution and temporal response of tactile arrays and the trend to interpret pressure patterns as images became more popular recently [120]. Notwithstanding the differences between camera and tactile images, several researchers have used feature descriptors from computer vision such as image moments [120], [167], to represent local geometry in tactile images. For cameras, the field of view (FoV) is open and global allowing multiple objects to be present in a single image. In cameras, several features can be extracted from a single image and collecting this image is a matter of exposing the sensor to light. On the other hand, the computational resources required to process such images are expensive, and several factors affect the extraction and description of features (i.e., scale, translation, rotation, illumination, resolution). Due to the fact that cameras are far-away sensors, scaling is produced by the distance of cameras to objects.

In tactile sensors, the FoV is local and closed since mechanical sensor-object interactions need to be made to stimulate the sensor. The tactile information carried in one reading is limited due to the resolution of such sensors. Usually, tactile sensors have low resolution when compared to conventional cameras. Furthermore, the appearance and geometry of objects cannot be expressed in a single tactile array reading. Compared to computer vision methods, it is costly to gather tactile data. Sensors, and in many cases redesigning robot components, are expensive, but on the other hand, processing tactile data requires fewer computations. In tactile images, there is no scaling effect as in computer vision, as the actual shape of an external object is
measured directly in the tactile sensor reference, whereas the impact of rotation, translation and “illumination” remains. For tactile imaging systems, the concept of illumination refers to the impressions of an object on the sensor caused by forces of different directions and magnitudes, similar to the effects of light conditions in vision systems. Tactile systems can extract object features that images cannot in many cases, e.g. surface texture [168], mechanical impedance [151] and local detailed shapes.

1) **Shape descriptors for tactile object recognition:** Most research works approach object shape perception by extracting features based on pressure distribution over tactile arrays and then feed these features into classifiers to recognize these objects. According to the descriptors presented in the literature, local shape recognition can be categorized as:

- **Raw tactile readings as features:** Raw tactile readings are used as features in [27], [169], [170]. This method is not robust against variations in positions, orientations, and contact forces. The authors of [119] concatenated the columns of a tactile array into a vector that is then used as a feature descriptor. This vector is susceptible to pose variations, and as a result, the same object may have different identities depending on its placement in the robotic gripper. The authors of [120] use a similar approach as a baseline and demonstrate that it has worse performance when compared to other methods. In [171], images of 12 taxels from iCub fingertip are taken to classify regions into edges, plane, and air.

- **Statistical features:** The authors of [172] used maximum, minimum and mean pressure values of each tactile reading and the position of the center of gravity in the image to form a 155-dimensional feature vector. The data from a tactile array is redundant, and an entropy-based method is used to evaluate the usefulness of features in the vector, but as a result, the system achieved a recognition rate of 60%. In [173], pressure intensity and area of contact are chosen as features to classify touch modalities. The authors of [174] estimate internal states of bottles and cans using the statistical features of the data collected by a tactile array.

- **Descriptors adapted from computer vision:** Image moments are used in several works as feature descriptors [120], [126], [162], [167], [175]. The image moment $m_{pq}$ of order $p + q$ for a tactile image $f(x, y)$, can be calculated as $m_{pq} = \sum_x \sum_y x^p y^q f(x, y)$; $p$ and $q$ indicate
the order of the moment; $x$ and $y$ are the horizontal and vertical positions of the taxels in the image. Usually moments of order up to 2 are used to compute descriptors like Hu’s moments used in [120] and Zernike moments used in [167]. In [176], an ellipse encompassing the region of touch is approximated by the principal axis extracted from second order central moments of tactile readings. In [126], [177], image moments are used to perform stability analysis on tactile data acquired during grasp tasks. In [178], the pose of a cup handle is estimated using a Hough transform on the image collected by a tactile array mat. Hough transform and image moments are used to estimate the orientation of an edge with the goal of enabling tactile servoing in [179]. In [180], image moments, a 3D version of image moments and the average normal vector are used to assess grasp stability in manipulation tasks.

Other descriptors from computer vision and image processing also have been used on tactile images; regional descriptors are used in in [181]. The Scale Invariant Feature Transform (SIFT) was explored in [120], [182]–[184] for tactile recognition. Even though the scale invariance factor does not play a role in tactile applications, position and orientation invariance features extracted from algorithms like SIFT can be used to improve recognition performance as in the cases of applications employing Shape Context [185], SURF [186] and the 3D descriptor SHOT [187]. The authors of [188] explore the similarity between tactile and grey-scale images to generate histograms and discriminate human-robot touch patterns. The GelSight tactile sensor has a 320×240 pixels camera and enables the use of high level vision descriptors [189]. Using the GelSight sensor, the authors of [152], elaborate a multi-scale Local Binary Pattern (LBP) descriptor and use it to extract micro- and macro-structures of surfaces from tactile images.

• PCA-based features: Principal Component Analysis (PCA) can be utilized on tactile readings to find principal components (PCs) that can represent the data and be used as features. The authors of [122] project readings from a 16 x 16 resistive array onto a feature space formed by the largest eigenvectors to compute the principal components that best represent the data with lower dimensionality. In [123], the authors apply PCA to the vector $M = [x \ y \ p]^T$ to calculate features based on the eigenvector lengths and principal axis direction to recognize local shapes. In this work, $x$ and $y$ represent the discrete position on the sensor plane, and $p$
is the pressure at $x, y$. In [190], kernel PCA-based features are fused to geometric features and Fourier coefficient descriptors to classify objects based on images collected by a piezoresistive tactile array. The authors of [191] apply PCA to reduce the dimensionality of the data collected by a BioTac sensor to assess grasp stability and adaptation, while in [192] and [193], PCA is applied to extract features from resistive tactile arrays to facilitate pose estimation.

- **Self-organizing features:** The features mentioned above are predefined to be fed into classifiers like neural networks, kNN, and SVM. Methods of this type might restrict the representativeness of the data to specific applications capturing features significant to a task, but not to others [194]. Multilayer/deep architectures methods to learn self-organizing features from sensory data have the advantage of not needing a priori set of features. In many cases, these systems can be applied to raw sensor data. The authors of [195] and [196] implemented an online generative Gaussian process model using recursive kernels to identify features in capacitive tactile arrays and classify objects. In [194] and [197], unsupervised hierarchical feature extraction using sparse coding is applied to sequences of raw, tactile images for object recognition tasks. The authors of [198] apply denoising autoencoders with a dropout function to a tactile object recognition task and observed an improvement of around 20% in the classification rate of 20 objects when compared to the performance of shallow neural networks and supervised learning. In [199], the Randomized Tiling Convolutional Network (RTCN) is used for the extraction of features for tactile recognition on datasets of tactile images collected using tactile arrays mounted on 3 robot hands. The authors of [200], propose a joint kernel sparse coding model for tactile image feature extraction and apply it to image sequences acquired using the tactile arrays mounted on a 3-finger Barrett hand. While the application of recently developed techniques in deep learning and unsupervised learning seems promising in the field of tactile sensing [201], the online application of computationally intensive processes is challenging in real-time scenarios. It is worth noting that the self-organizing features identified by these architectures not always translate to physical interpretations of the resulting model.
In the state-of-the-art literature, computer vision-based feature extractors and descriptors are broadly used for tactile object recognition, grasp stability [202], in-hand manipulation [203], contour following [171], and other tasks. More recently, the interest in applying unsupervised and deep learning architectures to extract features from raw data, especially images, has risen as demonstrated by the increasing number of algorithms and publications in the field. Different from the viewpoint in computer vision systems, the pose of the sensing apparatus in tactile sensors is critical since a small deviation in the angle between object and sensor may cause critical features to be left out of tactile images. In order to have the processing methods mentioned above applied with success in broader scenarios, the field needs advancements in compliant sensing devices capable of adapting themselves to object surfaces while tracking their orientation.

2.5.2 Global shape perception

Tactile sensing to reconstruct or recognize the global shape of objects can be categorized into two groups of methods based on: 1) contact points acquired by single-point contact force sensors; and 2) the pressure distributions in tactile arrays. “Global shape” in this context refers to contours that extend beyond the small fingertip-scale sensors. There are mainly two large categories of methods for global shape recognition:

- **Point based recognition**: Methods of this nature usually employ computer graphics techniques to fit clouds of contact points to geometric models and outline contours of the objects. In its early stages of development, researchers used this method to compensate the low resolution of tactile sensors and the dominance of single-point contact force sensors [204]–[206]. In [206], points from tactile readings are fit to super-quadric surfaces to reconstruct the sensed surface based on predefined models. Likewise, [207] presents simulations of a polyhedral model-based method for the recovery of object shapes based on the locations of contact points. The authors demonstrate the importance of surface normal estimation and its impact on the reconstruction of shapes. In [208]–[210], curvatures are described through polynomial fitting of contact points; in [211], estimation of nonparametric shapes is demonstrated using binary sensing (collision and no collision) and ergodic
exploration. These methods require a large number of points and estimate normals based on contact points that require remarkably precise robots. Some authors use the 3D spatial distribution of contact point clouds to classify objects; in [212] objects are classified through the application the Iterative Closest Point (ICP) algorithm on the 3D representations of objects from contact point clouds generated by Kalman filters. The utilization of contact only methods can be time-consuming due to the significant number of contacts required for recognizing or reconstructing the global object shape. In [213], the actuator positions of robot fingers and force values of embedded barometer sensors form the feature space to classify object classes using random forests with data acquired during a single and unplanned grasp.

- **Tactile patterns-based recognition**: Other methods use the pressure profile on tactile arrays to recognize global contact shapes based on tactile images from different contact locations. The most popular method in this category is to implement a codebook of tactile profiles and use it to classify objects similar to the Bag-of-Features (BoF) model found in [119], [120], [194]. In [119], Schneider et al. applied the BoF model to data collected by a parallel gripper equipped with two tactile arrays over a set of objects. Local features extracted from the tactile readings form a dictionary and cluster centroids are chosen as “codewords”. The distance between codewords and tactile features is used to calculate a fixed length feature occurrence vector to represent an object. Implementations using this approach achieve high-performance, but the distribution of local patterns on 3D space is not taken into account. In [214], [215], series of local tactile images are concatenated to obtain a “global tactile image” using 2D correlation with the assistance of kinesthetic data. The authors of [216] expands this approach with an algorithm named Iterative Closest Labeled Point (iCLAP) that recognizes objects using both tactile and kinesthetic data.

2.6 Pose estimation via touch sensing

In-hand manipulation is the task of achieving and maintaining a specified object pose from an initial pose [217]. Computer vision methods are the most popular methods to estimate the pose of an object; but when a robot approaches an object, it may produce occlusions, rendering vision systems unreliable in close manipulation tasks. Tactile sensing methods, on the other hand, can
assist in the pose estimation in this scenario, determining the changes in the interface between
the robot links and the object and its correlation to the object pose. Here, “object pose”
represents the position and orientation of the object with respect to the robot end-effector or
another global coordinate frame. It is worth noting that object pose perception is an essential
part of object manipulation since the object's pose is the main feedback and set-point for such
systems. Ideally, a robot must be able to grasp and estimate the pose of an object. Existing
techniques can be categorized according to the sensing inputs as: single-point contact sensor and
tactile sensing arrays.

• **Single-point contact based:** In [218], the authors present a simulation of a method for the
  estimation of the pose of an object based on the angle and joint-torque of two kinematic
  chains that represent planar fingers. The authors of [219] propose the application of a particle
  filter to estimate the object pose and the hand-object configurations; simulation results are
  presented based on the position of seven contact sensors from the Robonaut hand. In [220],
a similar approach is used to localize small buttons and snaps on fabrics and plastics that are
subject to moving during manipulation. In [221]–[223], particle filters are employed to
estimate the pose of objects using a 6DoF force/torque whisker and tactile arrays on parallel
grippers and planar probes. The filters enable the localization, grasping and picking up of a
rectangular box and a door handle.

• **Tactile sensing arrays:** Most methods for the estimation of object pose using tactile arrays
assume that the object is normal to the sensing plane of the array. In [189], tactile images
from the high-resolution GelSight sensor are used to build a height map using image
registration to help localize objects held in a gripper. Initially, keypoints from individual
images are used to build a map of the object's surface and later to estimate the rotation
around the normal of the sensor plane and the translation from the center of the array. The
authors of [224] used a Monte Carlo method to estimate the pose of an object from the local
geometry sensed by joint position and sensors on the fingertips of a robotic hand. In [193],
the authors present a method to estimate an object's pose using pressure sensor arrays. The
approach relies on PCA to calculate the covariances of the spatial and pressure data on the
sensors. Then, an optimization method is used to find a pose where the covariances of the local patches of the object’s geometry match the principal components of the tactile data.

2.7 Concluding remarks

In one of the most advanced surveys of the field, the authors of [5] describe some of the characteristics of the human skin and how such features should inspire the development of tactile arrays. The authors describe the human skin as a medium in which indentations due to contact provoke stresses/strains and that are further coded as neural signals. This medium is a complex, non-homogeneous, multi-layered mechanical system supported by a deformable arrangement of muscles and fat [225].

The authors of [5] and [9] also revisit concepts from [2], [20], [77], [82], [226] to formulate basic design criteria for tactile (arrays) sensing devices of general robotic systems that can be employed in real-world environments. From these criteria for tactile arrays it is worth highlighting the following:

- Tactile sensing devices must be multimodal, thus being able to detect and measure both static and dynamic contact events. The authors point out that more than one mode of transduction may be required to meet such requirement.

- Taxels may be embedded in an elastic material similar to the manner in which mechanoreceptors of the human skin are placed in different layers of skin. The authors indicate that this criterion is a tradeoff between the blurring or filtering effects and the increase in contact resulting introduced by such materials. Flexible tactile modules have significant impact on robotic systems like prosthetics and surgical instruments where tactile skin can impact new functionalities.

- The elastic structure of the sensors should be designed to have structures that concentrate the stresses from the surface to sensing elements with the objective of lowering the blurring effect of the elastic medium. In the case of tactile arrays, textured patterns like papillary ridges on the surface of elastic layers may increase detectability [227], [228], [229]. Thin film
sensors are only a component of a complete tactile sensing system since they are usually restricted to the measurement of normal forces.

- Robotic taxels should be robust, flexible, stretchable and soft so that they can gather data about contours of objects in a way similar to the compliant human skin [63], [86], [230], [231]. In the whole-body skin context, the sensing elements should not significantly increase the diameter/thickness of robot link/parts.

- The spatial resolution for taxels should vary depending on the placement of the sensor on the robot, [3]–[5], [232]. The authors recommend a resolution of about 1mm for fingertips and 5mm for other parts of the body of the robot.

The authors of [5] consider that the requirements above are also subject to the specific robot application and should not be viewed as absolute. Manufacturing issues like the number of interconnections, hysteresis from elastic layers and the difficulties of fabricating high-resolution compliant arrays are some of the challenges that affect the implementation of such design criteria. Surface sensing over large tactile envelopes or skins is also an important research issue in the field. Dynamic envelopes are one of the central challenges in the field, as tactile sensors in these envelopes have to sense not only forces, but also changes in the envelope itself.

The authors of [9] expand the survey found in [5] by analyzing directions towards the effective design and utilization of tactile sensors. Identifying the number, placement and distribution of sensors is considered as one of the main issues to be addressed in order to assure the quality and flexibility of measurements and eventually the effectiveness of tactile data utilization. While it is quantitatively impractical to reproduce the spatial concentration of sensors of the human skin in artificial system, it is possible to approximate their performance through the implementation of algorithms like the “super–resolution” algorithm found in [233]. This method can mitigate the low resolution of low cost resistive or capacitive sensors, large size sensors, or smaller sensors placed far apart from each other by geometrically aligning, into a common reference frame images, taken from slightly different orientations obtained by actively touching the object [234]. The alignment of this method consists on applying rotation and translation operators between the data collected on overlapping locations.
It is worth noting that while the main surveys of the field [2], [5], [9], [77], [82], [226] present directions towards the placement of sensors on the surface of robots and the importance of compliant structures, they lack the description of how sensors should be placed and embedded in such compliant layers. Thus, this is one of the aspects that is studied in this thesis.
Chapter 3  Bioinspired Robotic Touch Sensing

3.1  Preamble

This chapter contains the paper “Touch Sensing for Humanoid Robots” [16]. The paper starts with a review on the human tactile sensing and perception systems and continues revisiting the development and use of a planar tactile array probe built in the Sensing and Modeling Research Laboratory (SMRLab) at the University of Ottawa [41], [45], [46] for an object recognition task by static touch. The application of such an array in the recognition of symbols embossed on the faces of cubes demonstrates the effectiveness of the approaches to mitigate the tactile inversion problem with two aspects worth noting here. The first one is the adoption of an elastic overlay consisting of a relatively thin membrane with protruding round tabs sitting on top of each node of the FSR matrix to provide a de facto spatial sampling. The adoption of this specially designed tabbed layer reduces the blurring effect on the sensing nodes and enables the measurement of local stresses normal to the array in each tab. The second one is the use of a neural network to align the input of the tactile array around the normal to the sensing plane. The results show that these two techniques combined can achieve high recognition rates for symbols oriented from -90° to 90° around the axis normal to the sensing plane.

These developments advanced two important factors in the application of such sensors, namely the increase in resolution for the local geometry and the alignment of tactile features around the axis normal to the sensing plane. On the other hand, the rigid structure supporting the sensing apparatus had a negative effect on the overall compliance of the system and small inclinations between array surfaces may cause sensing elements not establish contact. The tactile array cannot be used to determine the approach angles of an end-effector or a robotic link carrying it to make contact with a surface. Solving this problem requires a compliant structure serving the same conformability functionality of the flesh and fat that support the human skin while keeping track of the geometric transformation between surface and base of the structure when deformed. This is one of the aspects considered in the design of artificial skin module presented in Chapter 5.
The second part of the paper presents the initial effort of using the kinesthetic and tactile data to classify a set of profiles in a dynamic tactile sensing task. Soft and rigid fingertips were slid against 3D printed profiles using a pre-set movement and the data of sensors present in the actuators of a robotic finger and an inertial measurement unit (IMU) mounted on the fingertip was collected and fed to a neural network. The movement performed by the robot had to be prerecorded due to the fact that with intrinsic sensors there was no direct method to probe the surface and acquire its position and inclination, task usually performed in a static manner (and that will be the subject of Chapter 5 of this current thesis). The results indicated that the sensors in the IMU could achieve satisfactory results even in the case of a soft fingertip. These results inspired the placement of the sensors in the compliant structure presented in Chapter 4 and Chapter 5.
3.2 Introduction

A new generation of humanoid robots is emerging to work together with, or even replace, human operators performing complex dextrous manipulation operations in a variety of applications such as health and elder care, hazardous or high-risk environments, telemedicine, or manufacturing. To meet the challenging operational requirements of such applications, this new generation of humanoid robots should not only look as humans, but should also behave like them, being able to sense and perceive the external world and perform tasks as humans do.

![A dexterous humanoid robot in the BioIn Robotics laboratory at the University of Ottawa.](image)

Touch sensing and perception is essential when handling objects while working on such complex activities in unstructured environments. The major challenges encountered when replicating the human touch sensing mechanisms are due to the inherently low resolution of the tactile images produced by the artificial sensors, to the complexity of interpreting the sensor data, and to the fact that robot hand technology is still clumsy when compared with the nimble dexterity of the
human hand and fingers. This paper presents practical touch sensing solutions for humanoid robots (Figure 3-1) that mimic the complex sensing mechanisms occurring in a human hand while exploring by touch 3D objects.

3.3 Human-Like Touch

It is traditionally accepted that humans have five basic senses: sight, hearing, touch, smell and taste providing sensory information about the world around them. While remarkable progress has recently been made in the development of human-like robot vision and audio sensors, as well as in that of chemical analysis instruments capable of performance similar to the human smell and taste, there is still much left to explore for the development of a robot touch sensing capability able to match that of humans.

While the cutaneous field of perception of the fingertip is quite restricted compared to vision, the human touch plays a major role, as “touch can be constructed as the most reliable of the sensor modalities. When senses conflict, touch is usually the ultimate arbiter” [235]. The main importance of the touch sensing among the five fundamental human senses is demonstrated by the large area dedicated to it on the human sensory cortex [236], as Figure 3-2 illustrates.

The development of truly performant human-like tactile sensing capability for dexterous robotic hands requires mimicking the complicated human hand’s touch sensing mechanisms during the dexterous manipulation of objects. Human touch sensing and perception is the result of complex investigatory handling involving two distinct sensing components:

- cutaneous information from tactile sensors about the topology, texture, contact force, and elasticity of the touched object’s surface, and
- kinaesthetic information about the position and velocity of the kinematic structure of the hand [225], [5].
The human hand contains four types of cutaneous sensing elements (or adaptive mecanoeceptors) distributed within the skin [235]:

- Meissner’s corpuscles for sensing velocity and movement across the skin and are involved in two-point discrimination;
- Merkel’s disks for sensing textures and shapes during light touch or with superficial pressure application;
- Pacinian corpuscles for sensing deep pressure, pressure changes and vibrations of about 250 Hz; and
- Ruffini corpuscles for detecting skin stretch and slip during continuous touch or pressure (Figure 3-3).

Touch provides information about 3D object properties that cannot be estimated by any alternative means. Static tactile exploration predominantly consists of pressing tactile sensors against the object being explored. Temperature, hardness, and profile are some of the features that can be detected by static touch.

Beyond the tactile data provided by the sensors in the skin, the movements performed while gathering tactile data also play a significant role in the haptic object exploration. Dynamic tactile information is obtained by slipping the skin ridges on the surface of the explored objects.
Properties such as friction, smoothness, roughness, slippery, or stickiness can be hardly estimated without it [238]. It is important to note that even if the static and dynamic approaches are explored separately in what follows, they are not mutually exclusive.

3.4 Object Recognition by Static Touch

In order to improve the efficiency of robot-based manufacturing operations we have developed in the past high-accuracy tactile sensor systems for industrial robots [41], [45]. This tactile sensor array mounted on the two opposing fingers of the robot’s gripper allows identifying the geometric shape of the object surface that is actually grasped and the pressure exerted by the robot gripper.

The tactile sensor array consists of a 16-by-16 matrix of force sensing resistor (FSR) piezoresistive transducers covering a 1 sq. inch area, shown in Figure 3-4a. An elastic tab-shaped “skin” covers the FSR array as illustrated in Figure 3-4b. Under the pressure exerted by an external force, the elastic skin deforms by indentation capturing the local geometric profile of the explored object surface. The applied force must be strong enough to ensure the necessary contact between the tactile probe and the explored object surface. The induced contact forces are transmitted through the elastic tabs to the FSR transducers placed on a rigid backing as shown in Figure 3-4c. As a result, the measurement data provide a tactile image of the local geometric profile of the touched object surface. The elastic overlay acts as a low-pass filter and at the same time ensures the displacement-to-force conversion that enables the tactile sensor array to quantify the profile.
of the object surface being touched as shown in Figure 3-4d. Furthermore, the particular construction of this skin as a thin membrane with protruding round tabs sitting on top of each node of the matrix of FSR elements allows the elastic skin material to expand laterally without stress in the x and y directions and compress in the z direction. This special skin design significantly reduces the blurring effect inherent in one-piece monolithic elastic pads.

A special 16-bit microcontroller-based interface was designed to collect and preprocess the data captured by the tactile sensor system [41]. The primary design goals were the ability to deal with the sensor’s large resistance range and to avoid electrical cross-talk between the FSR matrix nodes. The interface contains two analog multiplexers; one that selects the row address and the other one the column address. The multiplexers provide random access to each individual FSR node within the tactile sensor array. The resistance of each selected node is measured by an A/D converter onboard the PIC microcontroller. The microcontroller also provides several control functions including the FSR address selection, the storage of data in memory and the serial data
communication to a computer. The tactile system output, as provided by the interface, is a 16x16 matrix of data that represents normal-displacement components of the 3D geometric profile of the surface of an object under investigation. These data can then be further used to characterize the touched object 3D profile or to blindly recognize the touched object identity.

The object surface area explored during each touch is relatively small when compared to the entire surface that has to be investigated. In view of gathering sufficient information, the robot hand equipped with the tactile array sensor has to sequentially probe the object’s surface. This procedure allows to incrementally recover sufficient meaningful features for the subsequent model-based recognition of object’s identity [45]. The reconstruction of the entire object shape takes then the form of a composite tactile image obtained by overlapping successive tactile images collected at each touch using a 2D cross-correlation technique.

As an example of object recognition by static touch, Figure 3-5a illustrates a 3D object having its surfaces embossed, Braille style, with four types of pseudo-random encoded symbols [46], and on the right-hand side of the figure it shows the raw composite tactile image obtained by incrementally probing the surface of the cube using the FSR array. After fusing the collected static tactile data, relevant object features can be recovered by performing basic image processing operations that will clarify the embedded shape, such as filtering and edge enhancement [45]. Neural Network (NN) clustering [41], [239], bag-of-features [120], or winged-edge model-based recognition [45] techniques are a few of the solutions employed to recognize the 3D objects based on such kind of tactile information. Among these techniques, NNs are the most compatible with the biological perception. Their inherent parallel structure and the potential for hardware implementation provide an efficient way to deal with the real-time constraint while still using real, raw noisy data as those collected by the sensors. They provide efficient solutions to recognize complex geometric profile features in composite tactile images of the touched surface of objects. NN architectures [239] as the one illustrated in Figure 3-5b allow model-based invariant recognition of various embossed symbols, such as characters (e.g., letters and numbers) or any other tactile primitive (e.g., edges) in tactile images obtained by the tactile sensor array. In order to reduce the NN complexity, the 16x16 tactile images are reduced to an 8x16 matrix (128 element vectors) by eliminating every other row in the matrix. Due to the size of the embossed
symbols with respect to the one of the round tabs on the tactile sensor array, no important information is lost because of this operation. The architecture is based on a cascade of two NNs, in which the alignment NN ensures position-invariant symbol recognition. As the symbol embedded in the raw data can be rotated, due to the positioning of the tactile sensor over its surface, the role of this bidirectional associative memory with an input and an output layer of size 128 each, is to map a possibly misaligned symbol to its aligned counterpart by scanning through the database that contains the set of possible symbols until a suitable match is found. This aligned symbol is then used as input to the symbol recognition NN whose role is to recognize it. The network has a three-layer feed-forward architecture and acts a classifier for the tactile data representing various symbols. The input layer has a size of 128, while the size of the hidden layer and the output layers can be varied to adapt to the specific datasets of symbols to be recognized. The scaled conjugate gradient back-propagation algorithm is used to train the network over tactile images representing various symbols in their raw, noisy format obtained by measurement, but also a variety of tactile images obtained from this raw data by processing it with different filters as well as by removing noise and enhancing edges. For the recognition of the four embossed symbols, the three-layer feedforward architecture contains 6 and 4 hidden neurons respectively in the first and second layer, and 4 neurons in the output layer.

Table 3-1 shows in the first row the performance of the network to recognize the four symbols with variations from -90° to 90° with respect to the straight position. In order to classify the 10 digits, the feed-forward architecture is based on 15 neurons in the first hidden layer, 10 in the second one and 10 outputs, each corresponding to one identified digit. The second row illustrates the recognition rate for the digits, for rotation variations between -90° to 90°. The related misclassifications are justified because when comparing a rotated 6 with a 9 or an 8 with a 9, the difference between them is not clear, especially if data is noisy. Finally, the third row of the table shows the results obtained for the recognition of the letters of the alphabet using a similar architecture to the one for the recognition of digits, but with 50 neurons in the first layer and 25 in the second one. Data is not available for the letter W, therefore the results are presented for the other 25 letters, for rotation variations between -90° to 90°. The misclassification affects
solely the letters X and V. An overall recognition rate of 94.9% is obtained over these three datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Average recognition rate</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embossed cube symbols (4 symbols)</td>
<td>96%</td>
<td>The symbol “reverse T” is misclassified as an “h” in 2 of 14 cases</td>
</tr>
<tr>
<td>Digits from 0 to 9 (10 symbols)</td>
<td>92.9%</td>
<td>The digit 8 is misclassified as a 6 in 2 out of 14 cases</td>
</tr>
<tr>
<td>Embossed alphabet letters A to Z (25 symbols)</td>
<td>96%</td>
<td>The letter “V” is misclassified as an “X” in 4 cases</td>
</tr>
</tbody>
</table>

These experimental scenarios illustrate quite convincingly the efficiency of the discussed tactile sensor array and Neural Network techniques for the recovery of meaningful geometric features on the 3D object surfaces explored by the robot hand. These features are then further used as primitives for model-based recognition of the explored objects.

Several issues remain nevertheless open for further research, such as the impact of the number of sensors to be used on the robot hand, their placement, and specific sensor data integration in view of a more reliable collection of only relevant data instead of proceeding by an exhaustive exploration of a surface.

### 3.5 Surface Profile Recognition by Dynamic Touch

While previously unused by the industrial robots, the dynamic touch is nevertheless an essential feature for multi-finger hands of the new generation humanoid robots. This function emulates the human hand’s sliding motion, a repetitive rubbing movement that is most often associated with friction, slippery, adherent, texture or profile identification. In such exploration, it is important to consider both movements and sensors response.

In order to study the dynamic tactile sensing while a fingertip slides over the object surface, we used the experimental set-up, shown in Figure 3-6. This experiment serves as basis for a data-driven analysis of the sensor selection for the contour following for shape discrimination task. Looking for solutions that are better suited for different applications we studied the effect of different profile shapes, as shown in Figure 3-6b, and of using soft and rigid fingertips, on the
dynamic response of the sensors that equip the finger’s actuators [13]. The rigid fingertip was made entirely from ABS while the soft one has an ABS base and a smooth core and tip. A pre-set finger-movement pattern was repeated 100 times for the tactile exploration of each texture shape. Sensor data were continuously collected from all finger’s motors while the finger dynamically explored these shapes. The data analyzed comprised accelerations, velocities, positions and loads from the motors, data from an inertial measurement unit (IMU), consisting of an accelerometer and a gyroscope, and a magnetometer. From all these sensor data, 25 sets were then randomly chosen for each of the 7 texture profiles and further processed. Principal Component Analysis (PCA) is used in order to reduce the dimensionality of the multimodal sensor data. The resulting feature vectors are then presented to a two-layer perceptron feed-forward NN with 10 neurons in the hidden layer and 7 at output and trained with scaled gradient backpropagation which performs the pattern recognition on these sensor data. Table 3-2 shows classification results for the 175 sets of data collected from the four motor torque sensors when the NN classifier uses 90% of PCA information.

The misclassification of Shape 1 and 2 is not difficult to understand as the textures resemble quite a lot as shown in Figure 3-6b, Shape 2 is a little sharper than Shape 1.

Figure 3-7 considers a scenario where sensors are prone to noise. In this case, PCA information is reduced to 60%, the less important principal components are eliminated and only the most representative are considered. Results provided in this figure illustrate the variation of classification rate as function of the fingertip material (e.g., soft versus rigid) as well as on the
type of sensor considered. The difference in performance for soft and rigid fingertips, as well as the change in the sensor’s response, is due to the compliance difference between the two fingertips. When compared to rigid fingertips, soft ones have higher compliance, leading to amplitude attenuation in most signals.

The sharper features that arise from the rigid tip touch affect the bottom motor so that the recognition rate for all motors achieves 96.6%, the highest when compared to the other sensor combinations. The compliance of the soft fingertip increases the importance of the motors closer to the interaction (e.g. closer to the top motor shown in Figure 3-6a) with recognition rates from 85.1% for rigid tip to 99.1% for soft fingertip.

Table 3-2 Performance evaluation for texture shape recognition with soft finger

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Average recognition rate</th>
<th>Comments</th>
</tr>
</thead>
</table>
| Four motor sensors        | 96%                      | • Shape 2 is misclassified as Shape 1 in 1 out of 25 cases  
|                           |                          | • Shape 2 is misclassified as Shape 6 in 1 case  
|                           |                          | • Shape 2 is misclassified as Shape 6 in 2 cases  
|                           |                          | • Shape 2 is misclassified as Shape 1 in 2 cases  |
| Magnetometer (x, y, z)    | 98.9%                    | • Shape 5 is misclassified as Shape 4 in 1 case out of 25  
|                           |                          | • Shape 7 is misclassified as Shape 6 in 1 case  |
| Load on top motor         | 93.1%                    | • Shape 1 is misclassified as Shape 2 in 2 cases, as Shape 3 in 2 cases and as Shape 4 in 2 cases  
|                           |                          | • Shape 3 is misclassified as Shape 1 in 1 case  
|                           |                          | • Shape 7 is misclassified as Shape 5 in 1 case and as Shape 6 in 4 cases  |

Regarding the performance of the IMU sensors, it has been noted that the gyroscope performed poorly because of the vibrations caused by the other motors, the accelerometer was consistent in both cases, and the magnetometer follows the load variations, specifically of the load in the last actuator. This is an interesting case where the magnetometer measures the intensity and direction of the magnetic field generated by the actuation of the top motor and outperforms other IMU sensors.

This experiment shows that tactile and kinaesthetic information can also be used to recognize shapes from dynamic movements. Several aspects that remain to be studied in this context are related to the dynamic movement are the sensors’ placement, the impact of active motor compliance over tactile data and the response of the system to softer fingertips. Recurrent NN architectures, such as the Long Short-Term Memory (LSTM), could also be a viable recognition
tool in dynamic touch tasks since they are particularly well suited for sequential data learning, the main challenge for this approach being the multi-modality nature inherent to tactile data.

![Performance comparison for texture shape recognition with rigid versus soft finger.](image)

**Figure 3-7** Performance comparison for texture shape recognition with rigid versus soft finger.

### 3.6 Conclusion

A human-like touch and feel ability is still a major challenge yet to be solved in order to accelerate robot’s transition from performing routine, preplanned, tasks in structured industrial environments to creatively performing tasks in unstructured environments such as nuclear stations, war zones, underwater, outer space, health- and elder-care, or telemedicine. Due to those unsolved challenges encountered in the development of a truly human-like touch sensing and perception capability for humanoid robot hands, considerable effort is still required before achieving the point of replicating the human hand's abilities by a multi-finger robot hand able to efficiently carry on dexterous robotic manipulation operations. All these challenges provide a strong incentive for using the bio-inspired approaches to develop efficient static and dynamic touch sensing technologies for the new generation of humanoid robots.
Chapter 4  Tactile-enabled fingertip for dynamic exploration of surfaces

4.1  Preamble

This chapter presents the contents of the paper “Multimodal Bio-Inspired Tactile Sensing Module for Surface Characterization” [15]. The work presented in this paper expands previous works [13], [14], [16] by presenting a bio-inspired tactile sensing module for the dynamic exploration of surfaces. The paper includes a detailed description of the novel module, accompanied by an evaluation on tasks related to dynamic surface characterization. The evaluation aims at analyzing the module’s response on a standard gratings exploration tasks, from [11], in ideal conditions (i.e. constant orientation and linear velocity as encountered in most of the work in the literature) and in real conditions, where the sensor is attached to a robotic finger and no constraints are imposed apart from the continuous contact throughout the interaction. In this setup, the module achieves the same performance as the sensors presented in [12], [150], [240]. The module is also used in a second experiment, for a classification task of seven synthetic shapes using the same robotic finger. This task shows that the data collected by the module can be used to distinguish the shape profiles by applying multiscale principal components analysis prior to the classification with a multilayer neural network.
4.2 Introduction

Recognition of objects by touch is one of the first steps to enable robots to help humans in their everyday activities. Many applications such as health and elder care, manufacturing, and high-risk environments involve tasks in unstructured environments that require robots to handle various types of objects, made of different materials, that can be situated out of the field of view of the robot or partially obstructed. In order to cope with these situations, improvements must be made both in sensing technologies enabling the robot touch and in the capability of robots to make sense fast and efficiently of perceived data.

Similar to humans that recognize the properties of an object by touching it, in order to manipulate objects efficiently, robots need to first be able to identify them based on their properties. Object identification by touch can be divided into the identification through static or dynamic touch. In static touch, the tactile sensing apparatus establishes contact with an object and collects data while the object is in touch with the probe; the apparatus and explored object are not moving during the sensing process. This approach can, for instance, gather data on temperature or information on the local geometry of the object. In dynamic touch, the tactile apparatus gathers data while the sensors slide over the object’s surface, similar to human exploration of surfaces by lateral motion. Klatzky [1] observed that people use a lateral motion with one or more fingers, that may move more quickly or more slowly, using either a rubbing in circle or a short sweep in order to detect an object’s roughness. The invariant aspect of this exploratory movement is the fact that the skin moves tangentially across the local of the surface. Similarly, a sliding movement over an object executed by a robot finger can enable robots equipped with appropriate sensors to collect information about the roughness of its surface and help identify its properties.

Although several efforts have been made on the development of robotic touch and related sensors that can detect multiple types of stimuli, the current generation of MEMS sensors have not yet been extensively explored while embedded in flexible materials, and in the context of multimodal sensing. Very few solutions in the literature use more than one type of sensor to collect tactile information. Moreover, the existing solutions fail to provide an integrated
approach for multimodal tactile module design, in particular for the placement of sensors within compliant structures. These are some of the issues that the current work attempts to tackle.

This paper focuses on the issue of surface characterization through sliding motions, performed by a linear motion carriage and by a robot finger composed of three motors, both equipped with a bio-inspired multimodal tactile module. Taking inspiration from the function and the organization of mechanoreceptors in the human skin on one side and from the hardness of human skin, on the other side a novel tactile module is built, comprising a 9-DOF MEMS MARG (Magnetic, Angular Rate, and Gravity) system and a deep MEMS pressure (barometer) sensor, both embedded in a compliant structure that mimics the hardness of human skin. When the module’s tip slides over a surface, the MARG unit vibrates and the deep pressure sensor captures the overall normal force exerted.

The module is evaluated in two experiments. The first experiment compares the frequency content of the data collected in two setups: in the first setup, the module is mounted over a linear motion carriage that slides four grating patterns at constant sliding velocities. In this setup, the orientation of the module with respect to the grating patterns is also kept constant. This is an ideal setup that evaluates the basic capabilities of the tactile module and that is similar to the testing conditions in most of the current work in the literature. In the second setup, the module is carried by a robotic finger that keeps contact with the same grating patterns while performing a sliding motion similar to the exploratory motion employed by humans to detect object roughness. In this setup, the orientation, velocity and pressure exerted by the module are not kept constant. This sort of setup that characterizes real-world applications, in which the robot needs to deal with unknown objects and in which a constant orientation, velocity and pressure are almost impossible to achieve, allows evaluating the capabilities of the tactile module in realistic conditions. The second experiment shows how localized features extracted from the data collected by the robotic finger over seven synthetic shapes can be used to classify them and therefore enabling the robot to characterize them. The method employed to distinguish them consists on applying multiscale principal components analysis prior to the classification with a multilayer neural network.
This paper builds on our previous work in [14]. The paper now includes a detailed description of a novel bio-inspired tactile module, accompanied by a thorough evaluation on tasks related to dynamic surface characterization. The additional evaluation aims at analyzing the module’s response on gratings exploration tasks both in ideal conditions (constant orientation as encountered in most of the work in the literature) and in real conditions, where the sensor is attached to a robotic finger and no constraints are imposed. The contributions of this paper are: (1) the design of a tactile module inspired from biology, mimicking the mechanoreceptors’ placement, function and the hardness of skin within the compliant structure that embeds the sensors; (2) the comparison of data collected in frequency and time domains on an orientation-constrained linear setup to the one sensed while performing the exploration by a 3-DOF robotic finger; and (3) the classification of data collected by the robotic finger over synthetic shapes with localized features.

The paper is organized as follows: The next section discusses relevant work in the literature. The material and methods employed in the experimental setup are detailed in Section 4.3. This is followed by a presentation of our approach for the problem of shape discrimination from multi-sensory data collected during a sliding motion of a robot finger in Section 4.4. The experimental results are presented in Section 4.5. Finally, insights on future work and final considerations are described in Section 4.6.

4.3 Literature Review

The design of tactile sensors and the interpretation of the data gathered by such sensors is the subject of vast literature. Most of the solutions in the literature propose a single sensing technology, such as pressure/normal forces sensors, accelerometers, fiber optic and other optical sensors, and microphones to dynamically acquire tactile data for texture identification [9]. The most explored sensing modality in tactile sensing is pressure or force sensing. In [12], [150], a tactile sensor array based on MEMS sensors embedded in a polymeric packaging and inspired from the SA1 innervation density in humans, is investigated for roughness encoding. A time-frequency analysis on pairs of tactile array outputs yields 97.6% discrimination accuracy with a k-nearest-neighbor (k-NN) classifier. The authors of [241] perform tactile texture recognition with
a 3-axial force MEMS integrated in artificial finger that slides on a surface. Supervised classification methods are used to discriminate fine textures over 10 kinds of paper. In [141], Jammali and Sammut present a system where textures are distinguished by the presence of different frequencies in a signal collected from a fingertip equipped with randomly distributed strain gauges and polyvinylidene fluoride (PVDF) films embedded in silicone. The Fourier coefficients of the signal are used to train a series of classifiers (i.e., naive Bayes, decision trees, and naive Bayes trees). The classifiers achieved an accuracy 95 ± 4% on materials such as carpet, flooring vinyl, tiles, sponge, wood, and woven mesh.

Another category of solutions to collect tactile information for surface identification is based on the use of accelerometers. Dynamic exploration tasks such as the identification of shapes and textures benefit from the data collected by such sensors, both in the cases where the sensor is static and the object is moving [144] and in the scenarios where the sensor is moving and the object is static [16]. A tactile probe in form of a small metallic rod with a single-axis accelerometer attached to its tip is employed to classify surfaces based on their mean, variance, and higher order moments using a support vector machine in [242]. A training data set is collected over 28 different indoor and outdoor surfaces while the test surface is rotated by a turntable, and a neural network achieves a surface recognition rate of 96.7% based on 1 s of data. The authors demonstrate as well that similar results can be achieved without the need for ground truth or the actual number of surfaces using Dirichlet process mixture models, a Bayesian nonparametric approach. Due to the use of a turntable, such a solution cannot be readily applied in interactions between a robot and an object. Considerations about the changes in orientation, position, and velocity of the sensor relative to the object are obstacles to the direct application of such a setup in active sensing applications. The same idea of a metallic rod dragged along a surface to be identified is also explored in [243]. In [243], eight features in time and frequency domains are used for classification using a neural network and a recognition rate of 90.0–94.6% for a 1- and 4-s time-window is achieved for ten types of indoor and outdoor surfaces. An unsupervised classification recognition rate of 74.1% for 1-s time windows of terrain data is achieved in [145]. A three-axis accelerometer captures vibro-tactile feedback as a robot is performing a scratching
motion in [146] and the collected data over 20 surfaces is used to recognize the surface material using machine learning approaches.

Another category of tactile sensing solutions uses optical and fiber optical sensors. The tactile sensor of De Maria et al. [244] is based on a matrix of LED-phototransistor couples embedded in a deformable elastic layer in the form of a hemisphere. The deformable layer transduces external forces and torques into local deformations which produce a variation of reflected light intensity and of the photo-current flowing in the photodetectors. A model of the same sensor based on extended Kalman filter allows to reconstruct the position and orientation of the surface in contact with a rigid object [245]. The friction coefficient is then estimated based on the contact plane position and orientation information together with the contact force vector measured by the sensor. A slippage control algorithm for the same sensor is proposed for manipulation tasks in [246]. Chorley and coworkers’ sensor [102], based on the morphology of the fingertip skin in encoding tactile edge information, comprises a thin flexible rubber skin with structural details and encases a clear, compliant polymer melt blend. Markers on the internal structural details of the rubber skin are tracked by an embedded CCD, illuminated by four infrared LEDs and enable detection of surface deflections. The same sensor is used to detect object edges in the context of a robotic contour following task in [247]. The authors of [248] detect contact and control forces during fine manipulation with the help of four fiber optical sensors embedded in an exoskeletal robot finger. Fiber Bragg gratings ensure a high strain sensitivity and immunity to electromagnetic interference.

In [68], an artificial finger equipped with a microphone to detect frictional sound is employed to quantify texture. Recordings of a series of artificial surfaces were made to create a library of frictional sounds for data analysis and were mapped to the frequency domain using fast Fourier transforms. Features such as modal frequency and average value were calculated to analyze the data and compared with attributes generated from principal component analysis. Classification of the recordings using k-nearest neighbors obtained a high accuracy for PCA data. The idea of using a microphone is also exploited in [140], [249]. The authors developed a microphone-based texture sensor and a hardness sensor that measures the compression of the material at a
constant pressure. Raw-sensor output is conveyed to a self-organizing map that represents after training the textural properties of the explored materials.

All standalone sensing technologies are associated with specific drawbacks. Magnetic sensors can only be used within environments with low magnetic field variations. Fiber optic sensors are expensive and difficult to integrate in tactile modules due to the bending losses in the fiber routing [244]. CCD camera solutions involve generally a high cost and weight, while the loss of light due to microbending or chirping causes distortion is the measured data [5]. To alleviate the drawbacks associated to any one single technology, a possible solution is to capitalize on the use of multiple sensor technologies for recuperating tactile information [13], [94], [144], [250]. A biomimetic fingertip containing three accelerometers and seven force sensors in two layers of polyurethane [251], is employed to discriminate six fabrics and an aluminum plate by comparing the differences in their surface texture in [252]. An input signal is computed by calculating the covariance of two adjacent accelerometers and a neural-network classifier using as features the variance and power of the accelerometer signal is used to discriminate the seven textures. The same fingertip distinguishes seven wood samples in [250], by training a neural-network based on three features calculated from the covariance signal of two adjacent accelerometers in the fingertip, namely the mean and variance of the approximate signal, and the energies of the detailed signal. The covariance signal is transformed using Discrete Wavelet Transform and a 65% success rate is reported for classifying the wood samples. The authors of [151] use multimodal tactile sensing (force, vibration and temperature) and program a robot hand to make exploratory movements similar to those humans make when identifying objects by their compliance, texture, and thermal properties. The proposed Bayesian exploration algorithm is augmented with reinforcement learning to enable the evolution of internal representations of objects according to cumulative experience. The robot is able to correctly identify 10 different objects on 99 out of 100 presentations. A data-driven analysis to the problem of sensor selection in the contour following for shape discrimination task is presented in [13]. Data collected from the motors, an inertial measurement unit, and a magnetometer attached to a 4-DOF robotic finger, during the exploration of seven synthetic shapes are analyzed using principal component analysis and a multilayer perceptron neural network is trained to classify the shapes. Kroemer and coworkers’
[94] tactile sensor consists of a compliant pin that makes contact with a surface and a capacitor microphone that detects the vibrations of the pin. A multisensory data fusion algorithm combines readings from the pin with vision data collected with a camera to classify rich-textured surfaces. This paper tackles the dynamic tactile surface characterization problem using a novel bio-inspired tactile module that uses traditional MEMS sensors embedded in a compliant substrate mimicking the function and placement of mechanoreceptors as well as the hardness of the human skin. In particular, a 9-DOF MEMs MARG (Magnetic, Angular Rate, and Gravity) module and a MEMs pressure (barometer) sensor are positioned so that when the tip of the module is rubbed over a surface, the MARG unit vibrates and the deep pressure sensor captures the overall normal force exerted. The experiments show that the traditional MEMS sensor can detect the stimuli generated by grating patterns used in other sensors’ validation [12], even when the sensors are embedded in a truly compliant structure. This paper also shows the performance of the module in realistic interaction scenarios between a robotic finger and an unknown surface in which the orientation, velocities and forces are not kept constant. As it is demonstrated in the experimental part of this paper, the signals measured in such conditions can be used to classify surface profiles.

4.4 Bio-Inspired Tactile Sensor Module and Surface Characterization Experiments

4.4.1 Bio-Inspired MEMS Based Tactile Module

The tactile module presented in this work draws inspiration from the human tactile system. According to Loomis and Lederman [253], tactile perception refers to sensing capabilities mediated by cutaneous stimulation, involving a physical contact between an object and the surface of the skin that encases the mechanoreceptors [5]. The cutaneous stimuli sensed by tactile receptors embedded in the skin are interpreted into information about topology, texture, contact force, elasticity of the touched object’s surface, and other features. The skin on the human hands contains four types of cutaneous mechanoreceptors [6], [235], Meissner’s corpuscles, Merkel disks, Pacinian and Ruffini corpuscles, as illustrated in Figure 4-1.
Merkel disks and Ruffini corpuscles are slow adapting, i.e., detect constant stimuli (e.g., constant pressure or skin stretch). Merkel disks can also detect initial contact. Meissner and Pacinian are fast adapting receptors able to detect short pulses, such as the initial contact. Meissner and Merkel are located in shallow levels, close to the skin surface, while Pacinian and Ruffini are present in deeper levels of the human skin. While the exact role, function and properties of each of these receptors are not yet completely understood, Table 4-1 summarizes aspects accepted in the current literature from neuroscience and experimental psychology [5], [6], [254].

Mechanoreceptors in the human skin work in synergy to enable the correct perception of different stimuli that emerge from manipulation of objects or from haptic exploration. For example, in the context of edge detection, Meissner’s corpuscles sense small sharp borders in dynamic touch tasks, while Merkel disks sense the same information during static touch. Larger surface features are sensed by Pacinian and Ruffini corpuscles due to their large receptive fields. Mechanoreceptors are sensitive to mechanical stimuli around the skin’s surfaces on areas ranging from 9 to 60 mm². The receptive fields of such cells are combined and superimposed to achieve two-point discrimination of as low as 2 mm on human hands [5]. Some mechanoreceptors are more specialized in static exploration, while others in dynamic scenarios.

Dynamic tactile data are gathered when skin ridges on the surface slide in contact with explored
objects. Properties such as stickiness, smoothness, friction, roughness, slippery can be hardly estimated by static probing [238].

<table>
<thead>
<tr>
<th>Receptor</th>
<th>Location</th>
<th>Properties and Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Merkel disks</td>
<td>Shallow</td>
<td>Receptive field: small (2–3 mm)—Frequency Range: 0–100 Hz (Peak at 5 Hz)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Functions: form/shape detection; texture detection, fine details discrimination, constant pressure, presence, location and static deformation at points and edges; curvature detection; tactile flow perception.</td>
</tr>
<tr>
<td>Ruffini corpuscles</td>
<td>Deep</td>
<td>Receptive field: large (larger than 10 mm)—Frequency range: 0–? Hz (Peak at 0.5 Hz)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Functions: directional (lateral) skin stretch; direction of object motion; position of hand and fingers; slip detection; stable grasp; tangential force estimation; tension (continuous touch or pressure).</td>
</tr>
<tr>
<td>Meissner’s corpuscles</td>
<td>Shallow</td>
<td>Receptive field: small (3–5 mm)—Frequency range: 1–300 Hz (Peak at 50 Hz)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Functions: motion detection; velocity; slippage; low frequency vibration; local skin deformation; tactile flow perception; grip control; flutter; dynamic deformation; two-point discrimination; encode normal (horizontal) strain forces.</td>
</tr>
<tr>
<td>Pacinian corpuscles</td>
<td>Deep</td>
<td>Receptive field: large (larger than 20 mm)—Frequency range: 5–1000 Hz (Peak at 200 Hz)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Functions: deep pressure; pressure change; un-localized high frequency vibration; body contact when grasping an object (tool use).</td>
</tr>
</tbody>
</table>

The focus of the bio-inspired tactile module developed in this article is to gather dynamic tactile data. It integrates and organizes conventional MEMS sensors embedded in a compliant structure in a manner similar to the mechanoreceptors in the human skin, while focusing on the study of dynamic tasks. It takes inspiration from the type of mechanoreceptors present in glabrous skin, from their two-layered organization (Figure 4-1) and from their functional relationships. Therefore, it consists of a shallow 9-DOF MARG (Magnetic, Angular Rate, and Gravity) sensor, a flexible compliant structure and a deep pressure sensor, as shown in Figure 4-2. It implements the deep pressure sensing functionality by using a MEMS barometer embedded in bottom of the pyramidal compliant structure. This component of the tactile module reproduces the functions of Pacinian corpuscles in sensing deep pressure and pressure changes (Table 4-1). The compliant pyramidal structure conducts forces applied to the shallow sensors in the tip of the structure to the barometer ventilation window (Figure 4-2a(3)). The shallow sensors implemented by a MARG system measure vibrations (accelerations, angular velocities and changes in the magnetic field
surrounding the module) (Figure 4-2a(2)) on the higher levels of the module and emulate the functionalities of Merkel cells and Meissner’s corpuscles.

The module in this article does not focus on the tactile imaging that is usually performed by pressure sensitive tactile arrays in static tactile exploration, but some of the sensors embedded in the module could play the role of mechanoreceptors specialized in static tactile functions, for example the gravity and magnetic field sensors.

**Figure 4-2 (a)** Tactile module: 1, pyramidal compliant structure; 2, MARG system on printed circuit board (PCB), the MARG system land grid array package is highlighted in yellow; 3, deep pressure sensor (barometer ventilation window); and 4, supporting collar. (b) Front view of the tactile probe: the MARG system is embedded under the red circle; the pressure sensor is under the yellow overlay in the black 3D printed collar. A side view of the module can be seen in Figure 4-3.

The compliant structure connects the shallow and deep sensors (Figure 4-2a(1)). This structure performs the role of the receptive field, refining the spatial resolution of the shallow sensors and conducting the forces applied on the tip of the pyramidal structure to the deep pressure sensor. The pyramidal structure tries to mimic the area corresponding to the intersection between the receptive fields of one Pacinian (deep pressure sensor), one Merkel cell, one Meissner’s corpuscle and one Ruffini nerve ending. The PCB on which the MARG system is mounted helps guiding pressures in the fingertip to the deep pressure sensor. The compliant structure deformation makes the shallow sensors vibrate when the module’s tip slides on external surfaces. The compliant structure in the prototype has shore 20 A hardness, similar to the human skin in the index fingertip pad [255]. Structures with hardness lower than shore 20 A tend to degrade fast and would need to be repaired often, harder structures (e.g., hardness shore 70 A) would limit the deformability of the module vibration of the MARG system. The flexible structure also adds compliance to the module. The authors of [256] state that compliance makes sensing more
efficient by reducing the control precision required to maintain gentle contact with an object, avoiding sharp forces during exploration, and increasing the robustness of the sensors. The proposed bio-inspired tactile module capitalizes therefore on a combination of various sensors: The accelerometer provides information on the orientation of the shallow sensors relative to a gravity frame. It is also useful to detect light touch and deformation on the tip of the compliant structure. Dynamic exploration tasks such as the identification of shapes and textures benefit from the data collected by accelerometers. This component of the tactile module emulates a behavior resembling the one of Merkel cells within human skin. The 3-DOF angular rate sensor (gyroscope) embedded in the same integrated circuit (MARG unit) of the accelerometer collects data about the rate of vibrations onto the shallow sensors (angular velocities). The rate of deformation that occurs on the tip of the module is related to the angular rate of the shallow sensors. The measured data acquired by this sensor simulate the one recuperated by Meissner’s corpuscles within the glabrous skin. The 3-DOF magnetometer measures the orientation of the shallow sensors, thus the deformation of the module’s tip, relative to a reference magnetic field that can be either the earth’s magnetic field or a local magnetic field induced by permanent magnets. Permanent magnets can be employed as local reference frames while measuring stretch or deformation of flexible substrates. However, relying solely on magnetic measurements is not an ideal scenario for tactile sensing due to the magnetic interference when touching ferrous objects or when working in ferrous environments. Machine learning systems and other algorithms applied only on magnetic measurements could be misled by the presence of the unexpected ferrous object. This is one of the reasons why it is desirable to use complementary sensors, for example accelerometer, gyroscope and magnetometer in the same integrated circuit, as in the current work. The capability of this component of our tactile module to provide form and stretch information mimics the functionality of Ruffini endings. Finally, the role of the Pacinian corpuscles is performed by the deep pressure sensor realized by a MEMS barometer encased in polyurethane on the bottom of the compliant structure. The height of the compliant structure from the tip to the ventilation window Figure 4-2a(3) of the barometer is 28 mm. This sensor collects data on the pressure of un-localized touch around the tip area of the module and high frequency changes in pressure.
The 9-DOF MARG system used for the experimentation is the STMicroelectronics© LSM9DS0 (manufacturer, location) composed of a triple-axis accelerometer, a triple-axis gyroscope, and a triple-axis magnetometer. The pressure sensor (i.e., MPL115A2 from Freescale Semiconductor©, manufacturer, location) sits on the bottom of the black 3D printed collar that holds the compliant structure. The flexible rubber from the compliant structure is made of VytaFlex© Shore 20 A hardness. The microcontroller serving as an interface between the computer that collects and analyzes the data from the sensors is a Freescale Semiconductor© MK20DX256VLH7 Cortex-M4 at 72M Hz. It is connected to the sensors through a two-wire interface (TWI) at 400 K Hz. The microcontroller connects to the computer through a USB Serial interface. The data acquisition software is developed using the Robotic Operating System (ROS). The computer running ROS accesses the data from the sensors through the interface microcontroller at 440 Hz. Table 4-2 shows the details (measurements range, frequency range, and sensors resolution) for the MARG system and the deep pressure sensor used in this work.

Table 4-2 LSM9DS0 and MPL115A2 frequency range and sensor resolution [257], [258]. Selected M. range and Selected F. range, are the measurement range and frequency range the sensors are configured to operate at.

<table>
<thead>
<tr>
<th>Measurement range</th>
<th>Magnetic Sensor</th>
<th>Gravity Sensor</th>
<th>Angular Velocity</th>
<th>Pressure Sensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selected measurement range</td>
<td>±2 – ±12 Gs</td>
<td>±2 – ±16 g</td>
<td>±245 – ±2000 dps</td>
<td>50 – 115 kPa</td>
</tr>
<tr>
<td>Frequency range</td>
<td>±2 Gs</td>
<td>±2 g</td>
<td>±245 dps</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Selected frequency range</td>
<td>3.125 Hz – 100 Hz</td>
<td>3.125 Hz – 1600 Hz</td>
<td>3.125 Hz – 1600 Hz</td>
<td>333.3 Hz (max)</td>
</tr>
<tr>
<td>Resolution</td>
<td>100 Hz</td>
<td>800 Hz</td>
<td>800 Hz</td>
<td>333.3 Hz</td>
</tr>
<tr>
<td>Resolution</td>
<td>0.08 mG</td>
<td>0.061 mg</td>
<td>8.75 mdps</td>
<td>0.15 kPa</td>
</tr>
</tbody>
</table>

4.5 Experimental Setup

Two experiments were performed with the tactile module introduced above, the first one exploring the capability of the sensor to sense gratings on surfaces in a linear motion setup and when it is attached to the tip of a robotic finger. The grating patterns are inspired by the experiments in [11] and employ the same dimensions as in [12], namely the same ridge width and height and groove width (i.e., distance between ridges). The second experiment focuses on the application of the module to the exploration and identification of coarser tactile profiles.
4.5.1 Experiment 1: Sensors Response to Ridged Surfaces (Grating Patterns)

During this experiment, the tactile module is tested in two setups to evaluate its capability to detecting ridges on surfaces and their spatial distribution.

In the first setup, the module is fixed over a linear motion setup. The purpose of this setup is to evaluate the sensors and compliant structure’s response to regularly spaced ridges on a surface while keeping the module in a steady orientation relative to the grating pattern surface. The tactile module is mounted above a linear motion actuator carriage where gratings with different patterns are fixed to stimulate the tactile module deforming its fingertip while sliding under it. Figure 4-3a shows a close-up view of the tactile module and the 2.5 mm groove width grating pattern in the beginning of the stimulation. The sliding motion occurs along the sensor’s x-axis. The fingertip is slightly deformed due to the contact with the first ridge. Figure 4-3b shows the grating patterns with a groove width varying from 3.5 mm to 2.0 mm. The depth of the grooves is 1 mm and the thickness of the ridges is 0.6 mm. The grating pattern with 3.5 mm groove width has 20 ridges; the ones with 3.0 mm, 2.5 mm, and 2.0 mm groove have 23, 26 and 31 ridges, respectively. The length of the 3D printed grating patterns is 100 mm. The height of the layers in the 3D printed patterns is 0.1 mm. To minimize the impact on measurements, the layers were deposited such that the module did not cross layers during the exploratory movement.

![Image](image_url)

Figure 4-3 Sliding apparatus and gratings patterns: (a) side view of the tactile module in the beginning of the stimulation; and (b) grating patterns with a groove width varying from 2.0 mm to 3.5 mm; the depth of the grooves is 1 mm and the thickness of the ridges is 0.6 mm.

During experimentation, the patterns were approximately aligned to the x-y plane of the sensor. This was done on purpose, since keeping a steady pressure should not be an obstacle to
identifying the frequencies induced by the patterns. For instance, monkeys do not keep a steady pressure while performing surfaces exploration [11].

The experiment and data acquisition started with the module unloaded, i.e., not in contact with the grating pattern, and then the linear platform carrying the grating pattern brought it to contact the tip of the module. The contact of the pattern and tip generates a small load that is detected by the sensors embedded in the compliant structure. When the sensing module encounters the ridges of the grating pattern, larger loads are driven into the structure of the module and exerted on the sensors.

The sliding stimulus occurred with two translational velocities (15 mm/s and 30 mm/s, respectively), and were chosen in accordance to the ones used in [12]. The velocities, directions and starting position of the gratings related to the module were the same for all gratings. The travel distance for the linear carriage was 130 mm, ensuring that the entire length of the grating pattern passed under the modules tip. The dynamic stimulations from the first to last ridge lasted from 5.6 s to 2.8 s depending on the velocity employed. By the end of the sliding motion the module was unloaded since the entire grating pattern slid under the tip and the contact was interrupted.

The authors of [259] suggest that human beings perceive roughness sensation as the change of frequency detected by Meissner’s corpuscles in relationship with their hand movements and the physical properties of roughness of materials. According to the same authors, given velocity $\nu$, the frequency of stimuli $f$, which are generated in a point of finger, can be expressed by $f = \nu/\Delta p$, where $f$ is the frequency in Hz, $\nu$ is velocity measured in mm/s and $\Delta p$ is the groove width plus the ridge width. Assuming the velocities of 15 mm/s and 30 mm/s, the expected frequencies generated in a point of the tip of the tactile module for the different grating patterns are defined in Table 4-3. The information in this table will be used later to validate the response of our tactile module.

Table 4-3 Expected frequencies for different gratings and velocities.

<table>
<thead>
<tr>
<th>$\nu$ (mm/s)</th>
<th>$\Delta p$ (mm)</th>
<th>$f$ (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>4.1</td>
<td>3.66</td>
</tr>
<tr>
<td></td>
<td>3.6</td>
<td>4.17</td>
</tr>
<tr>
<td></td>
<td>3.1</td>
<td>4.84</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>5.77</td>
</tr>
<tr>
<td>30</td>
<td>4.1</td>
<td>7.32</td>
</tr>
<tr>
<td></td>
<td>3.6</td>
<td>8.33</td>
</tr>
<tr>
<td></td>
<td>3.1</td>
<td>9.68</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>11.54</td>
</tr>
</tbody>
</table>
In the second setup, the module was mounted on the tip of a 3-DOF robotic finger as an end effector. The finger prototype used to perform the sliding motions can be seen in Figure 4-4. It contains three Robotis Dynamixel AX-12A robot actuators labeled M1 (bottom), M2 (middle) and M3 (top). The motors are controlled by a ROS node joint position controller. Each joint adjusts its position to minimize the difference between its current position and the one in the prerecorded movement. The prerecorded movement started with the finger extended and the tactile module touching the ramp on the beginning of a shape without gratings (a blank pattern). The finger carried the module through the extension of the grating patterns keeping contact between module and pattern with unconstrained fingertip orientation and pressure. The average velocity along grating pattern was 33 mm/s.

Figure 4-4 Robot finger composed of three motors: M1 is the “bottom” motor; M2 is the “middle” motor; and M3 is the “top” motor. The microcontroller is attached on top of Motors M1 and M2.

Figure 4-5 shows the pressure response captured by the module for the grating patterns explored by the linear motion setup for various speeds and by the robotic finger. The first two columns show the data gathered under a velocity of 15 and 30 mm/s, respectively. The last column shows the pressure response for the exploration performed by the robotic finger using an average velocity of 33 mm/s. The rows of graphs show the data collected for the gratings from the 2 mm groove width in the first row to the 3.5 mm in the bottom row. The graphs from the first two columns show clear valleys in the raw output of the pressure sensor corresponding to the ridges
in the grating pattern; as the pressure inside the collar increases, the digital output of the pressure sensor decreases. The deformation of the fingertip increases the pressure inside the collar sensed by the deep pressure sensor. The deformation and the rate at which the deformation occur are sensed by the gravity and angular velocity MARG system. These measurements are independent of pressure. The patterns were slightly inclined relative to the module, i.e., the z-axis from the module was not perfectly normal to the grating pattern plane; this aspect is more noticeable on the 3.5 mm plots. These small misalignments are not an issue when detecting the number of ridges in the patterns and should not affect the frequency of the stimuli detected by the various sensors.

The first two columns show the data gathered under a velocity of 15 and 30 mm/s, respectively. The last column shows the pressure response for the exploration performed by the robotic finger using an average velocity of 33 mm/s. The rows of graphs show the data collected for the gratings from the 2 mm groove width in the first row to the 3.5 mm in the bottom row. The graphs from the first two columns show clear valleys in the raw output of the pressure sensor corresponding to the ridges in the grating pattern; as the pressure inside the collar increases, the digital output of the pressure sensor decreases. The deformation of the fingertip increases the pressure inside the collar sensed by the deep pressure sensor. The deformation and the rate at which the deformation occurs are sensed by the gravity and angular velocity MARG system. These measurements are independent of pressure. The patterns were slightly inclined relative to the module (within ±2 degrees), i.e., the z-axis from the module was not perfectly normal to the grating pattern plane; this aspect is more noticeable on the 3.5 mm plots. This small misalignment is not an issue when detecting the number of ridges in the patterns and should not affect the frequency of the stimuli detected by the various sensors. Well-structured setups as the linear motion presented here and in [11], [12] are useful to validate and analyze the feasibility of application for tactile sensors, but the assumptions of constant velocity, of constant pressure (or regular increments in pressure) as well as of constant orientation of the sensing apparatus limit the applicability of such sensors in more elaborated robotic applications. The third column of Figure 4-5 illustrates a scenario closer to real-world applications. The last link of the 3-DOF robotic finger was not constrained to have constant orientation, velocity or pressure. This is the case of
almost all real situations involving the exploration of unknown surfaces by autonomous robots. The only constrain in the prerecorded trajectory was the uninterrupted contact between fingertip and grating pattern. As one can notice in the last column of Figure 4-5, different from the linear motion setup, the data collected by the 3-DOF finger did not present noticeable valleys in pressure. This is due to the changes in orientation and velocity of the fingertip as well as to the variations in force exerted by the fingertip along the movement.

Figure 4-5 Pressure response for various groove widths of the gratings pattern: (a–c) 2 mm (31 ridges); (d–f) 2.5 mm (26 ridges); (g–i) 3.0 mm (23 ridges); and (j–m) 3.5 mm (20 ridges).
Localized features in the collected signals can still be used as discriminative inputs for classification systems. In order to analyze the frequency content of the signals collected by the sensors in each setup, the raw discrete signals $z$ were subject to a non-normalized discrete Fourier transform [260]:

$$y[h] = \sum_{k=1}^{n} z[k] e^{-2\pi i (k-1)(h-1)/n}$$  \hspace{1cm} (1)

for $h = 1, \ldots, n$ where $n$ is the length of the signal $z$.

Figure 4-6 shows the frequency content of the signals collected by each sensor while exploring the 4 grating patterns in the linear motion and in the robotic finger setup. The first two columns of graphs show the magnitude spectrum in dB of data gathered under 15 and 30 mm/s, respectively. The last column shows the magnitude spectrum in dB for the exploration performed by the robotic finger. The graphs concentrate in frequencies up to 30 Hz, close to the expected frequencies for the grating (Table 4-3). In all graphs from Figure 6, black lines represent the frequencies of the signals collected over the grating pattern with 2.0 mm groove width; red, blue and green represent the frequencies related to the patterns with a groove width of 2.5 mm, 3.0 mm and 3.5 mm, respectively. The first row of Figure 4-6 shows the frequencies corresponding to the changes in pressure. The second row shows the frequencies for the changes in acceleration. Third and fourth rows show the frequencies for the data collected by the gyroscope and magnetometer respectively. Regarding the linear motion setup, as expected, the pressure frequencies show peaks (as pointed by the vertical arrows in Figure 4-6a,b) around 5 Hz for 15 mm/s; the 30 mm/s graph shows that the frequencies are shifted to 10 Hz. The frequencies present in the data gathered by the accelerometer do not present high amplitude differences, but a similar frequency profile can be seen, for example, in the red line with fundamental frequencies and harmonics following the same periods of the pressure changes in Figure 4-6a,b.
Figure 4-6 Frequency analysis: (a–c) deep pressure sensor data; (d–f) acceleration (x-axis); (g–i) angular velocity (y-axis); and (j–m) magnetic field (z-axis).

The angular velocity frequencies have the same behavior as the pressure sensed by the deep pressure sensor; the pronounced peaks around 5 Hz in Figure 4-6g are shifted to around 10 Hz in Figure 4-6h. The frequencies seen in Figure 4-6j–l shows that there are no significant changes in the magnetic field orientation and amplitude, except when the metallic linear motion carriage passes under the module and disturbs the magnetic field. As expected the 3.5 mm groove width grating yields the lowest frequencies; the frequencies detected for the 3.0 mm, 2.5 mm and 2.0
mm groove width are ordered from low to high as shown in peaks identified by the arrows in the Figure 4-6a,b,g,h. The last column of Figure 4-6 shows that the frequency content of the data collected on the finger setup does not contain peaks around the frequencies expected for each pattern, but localized features on frequency/time domain can be detected by the use of wavelets to characterize surfaces as demonstrated by the experiment in the next section.

Finally, Table 4-4 compares the expected frequencies for different gratings and velocities from Table 4-3 (in the row “Expected”) with the detected frequencies by the module (“Mean detected”). The Root Mean Squared (RMS) error is computed as the difference between the expected and detected frequencies while using the linear motion setup, over six passes for each grating pattern and using linear velocity.

Table 4-4 Root Mean Square (RMS) error for six runs of each grating.

<table>
<thead>
<tr>
<th></th>
<th>( f = \frac{v}{\Delta p} )</th>
<th>( \Delta p = 4.1 \text{ mm} )</th>
<th>( \Delta p = 3.6 \text{ mm} )</th>
<th>( \Delta p = 3.1 \text{ mm} )</th>
<th>( \Delta p = 2.6 \text{ mm} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v = 15 \text{ mm/s} )</td>
<td>Expected</td>
<td>3.66 Hz</td>
<td>4.17 Hz</td>
<td>4.84 Hz</td>
<td>5.77 Hz</td>
</tr>
<tr>
<td></td>
<td>Mean detected</td>
<td>3.66 Hz</td>
<td>4.10 Hz</td>
<td>4.83 Hz</td>
<td>5.86 Hz</td>
</tr>
<tr>
<td></td>
<td>RMS error</td>
<td>0</td>
<td>0.07</td>
<td>0.01</td>
<td>−0.09</td>
</tr>
<tr>
<td>( v = 30 \text{ mm/s} )</td>
<td>Expected</td>
<td>7.32 Hz</td>
<td>8.33 Hz</td>
<td>9.68 Hz</td>
<td>11.54 Hz</td>
</tr>
<tr>
<td></td>
<td>Mean detected</td>
<td>7.32 Hz</td>
<td>8.35 Hz</td>
<td>9.67 Hz</td>
<td>11.44 Hz</td>
</tr>
<tr>
<td></td>
<td>RMS error</td>
<td>0</td>
<td>−0.02</td>
<td>0.01</td>
<td>0.10</td>
</tr>
</tbody>
</table>

The results are close to the expected ones, with a maximum difference of ±0.1 Hz. These errors could be due to small imperfections in the 3D printed gratings patterns, small deviations on the speed controller, and/or to the small variations of the sampling rates.

4.5.2 Experiment 2: Surface Profile Classification

This experiment expands the previous one by using localized features to distinguish shapes from the data collected throughout an exploratory movement using the same robotic finger from the second setup of the previous experiment. The shapes used in this experiment are coarser than the gratings from the previous experiment.

These shapes increase the degree of complexity of the task due to the fact the module may lose contact with their surface. The ABS 3D-printed shapes are fixed in front of the robotic finger (as
seen in Figure 4-4) that establishes contact and slides the tactile tip over them. Shapes 1 and 2 can be seen in Figure 4-7a, while the seven profiles used for testing are shown in Figure 4-7b.

![Figure 4-7 3D printed shapes: (a) Shape 2 on the top and Shape 1 on the bottom; and (b) list of shapes from Shape 1 on the top to Shape 7 on the bottom.](image)

A standard recorded movement is executed over each of the shapes and the data representing acceleration, angular velocity, magnetic field intensity and direction, is saved in a database. The database contains 100 runs for each shape, 700 samples in total. From these, 175 samples (25 for each class) are randomly chosen for training, in order to accommodate for tip abrasion, temperature variance, and other possible outliers. Over the time, the tip could become worn and the temperature due to friction could affect the collected data. This process of sampling avoids as well overtraining and increases the generalization capability of the classifier trained to distinguish between patterns.

The graphs in Figure 4-8 show for example the normalized pressure data for each shape. The vertical axes represent the pressure level (Figure 4-8h), the horizontal axis the discrete time, varying for 0 to 3800 and the number of sample varying from 0 to 100 is shown over the depth dimension. Figure 4-8d is presented under a slightly different viewpoint to emphasize the number of runs collected.

The data collected pass by three stages to discriminate the surfaces: (a) wavelet decomposition; (b) principal component analysis; and (c) classification by a multilayer perceptron (MLP) neural network.

Initially, the signals of each axis collected by the MARG system and barometer were subjected to a Discrete Wavelet Transform (DWT) decomposition [261] in order to reduce the noise and detect
discriminative features of interest. The DWT decomposition consists on the simultaneous filtering of the signals by a low-pass filter, to generate the approximation coefficients, $cA_1$, and by a high-pass to produce the detail coefficients, $cD_1$. The same operation is iteratively applied to the previous approximation signal producing new levels of approximation $cA_i$ and detail $cD_i$ ($i$ is the level of the decomposition). In this paper, the low-pass and high-pass filters applied to the sensors signals are based on the fifth order of Symlets wavelet (sym5) and the decomposition level is set to 5. The frequencies for the low pass and high pass filters for each level are determined by $\left[ \frac{\pi}{2^i} \sim \frac{\pi}{2^{i+1}} \right]$ for the high pass filter and $\left[ 0 \sim \frac{\pi}{2^i} \right]$ for the low pass filters, where $i$ is the decomposition level.

The data resulting from the wavelet decomposition are then subject to principal component analysis (PCA). PCA [262] is a multivariate method of analysis widely applied on multidimensional data sets for dimensionality reduction. This approach reduces the number of variables in a dataset retaining as much as possible of its variances. PCA achieves the retention of variance by projecting the original correlated variables into a new set of uncorrelated variables. This reduction is carried out by taking a dataset consisting of $p$ variables $X_1...X_p$ and finding the combinations of these to produce uncorrelated orthogonal principal components (PCs) $PC_1...PC_p$. 

Figure 4-8 Normalized pressure samples collected over the Shapes 1 to 7; and (h) meaning of axes for the preceding plots.
There are many ways to find PCs; according to the eigenvalue decomposition, PCs are eigenvectors basis for transformation from data space to feature space. The eigenvalues related to these eigenvectors are a measure of each PC representativeness. Organizing the eigenvalues and eigenvectors enables the selection of the most important principal components. The projection of the original data onto a subset of PCs reduces the dataset dimensionality maintaining the variance proportional to the eigenvalues of the number of PCs used. In this paper, original data of each sensor are reduced to the number of components corresponding to 90% of the total variance.

After PCA is performed on the wavelet decomposition data, we apply a multilayer perceptron neural network to classify the signals into their corresponding profiles. The feature vectors resulting from the PCA are the input to a two-layer feed forward neural network with ten nodes in the hidden layer, and seven neurons in the output layer, the latter corresponding to the number of shapes. The activation functions of all neurons are hyperbolic tangents. The network is trained using the scaled conjugate gradient backpropagation algorithm [263].

The results for the classification of data representing the 5th-wavelet approximation level of each sensor axis are shown in Table 4-5.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerometer X</td>
<td>92</td>
</tr>
<tr>
<td>Accelerometer Y</td>
<td>92.6</td>
</tr>
<tr>
<td>Accelerometer Z</td>
<td>85.1</td>
</tr>
<tr>
<td>Gyroscope X</td>
<td>98.3</td>
</tr>
<tr>
<td>Gyroscope Y</td>
<td>93.3</td>
</tr>
<tr>
<td>Gyroscope Z</td>
<td>98.9</td>
</tr>
<tr>
<td>Magnetometer X</td>
<td>88</td>
</tr>
<tr>
<td>Magnetometer Y</td>
<td>86.9</td>
</tr>
<tr>
<td>Magnetometer Z</td>
<td>91.4</td>
</tr>
<tr>
<td>Barometer</td>
<td>98.9</td>
</tr>
</tbody>
</table>

Each DOF of the MARG sensor is classified individually. The accelerometer group obtains a classification accuracy between 85.1% and 92.6%. The accuracy when considering the gyroscope
group is between 93.3% and 98.9%. When considering the magnetic field variations along the trajectory, the results range is 86.9% and 91.4%. The pressure profile measured by the barometer yields an accuracy of 98.9%. The results from the acceleration suggest that the z-axis is the least aligned of the three. Because the angular velocity sensor is sensitive to shock/vibration even when the direction of the event is not aligned with its axis, it obtains high accuracy rates in all axes. The low variations of the magnetic field lead to classification rates not as high as those obtained by the inertial sensors. The classification using the data measured by the barometer achieved one of the highest accuracy rates due to the variation of pressure over time and discontinuity of the contact between tactile tip and shapes while the movement was performed. As expected, the best axis of each sensor combined show the highest accuracy. We consider that in a larger dataset with more shapes and complex movements the system would require more components to achieve satisfactory rates of classification. Removing more than 10% of the principal components could narrow data representativeness and generalization. Having redundant measurements may make the system more robust in case of a failure of one of such axes, or in environments and tasks that are not favorable to one or more of such axes (e.g., in the presence of unexpected ferromagnetic objects).

Figure 4-9  Confusion tables for: (a) barometer, showing the misclassification of Shape 5 as Shape 4; and (b) accelerometer on x-axis, showing the misclassification between Shapes 1 and 2.
Most of the classification errors for the inertial sensors happened between Shapes 1 and 2 due to their similarity, as shown in Figure 4-9b and in the confusion table in Figure 4-9b. This is not the case when the sensor considered is the barometer, as shown in Figure 4-9a where the misclassification mainly affects Shape 5.

4.6 Conclusions

This paper presented a novel bio-inspired design for a tactile module considering the mechanoreceptors’ placement and function and the skin hardness. The compliant structure embedding the sensor allows for vibration of the MARG unit and guides forces acting on the tip area to the deep pressure sensor.

The module is tested in two experiments to study the sensors response to ridged surfaces and coarser shapes. The first experiment showed the traditional sensors in the module can detect fundamental frequencies, varying from 3.66 Hz to 11.54 Hz with an overall maximum error of ±0.1 Hz, over grating patterns sliding under the module at a velocity of 15 mm/s and 30 mm/s, respectively. This experiment also shows that such frequencies are dependent on constant orientation, velocity and pressures that are not detected in a 3-DOF robotic finger setup where such variables are not kept constant. The second experiment showed how localized features in the data collected over seven coarser shapes by sensing module while it was attached to the end of the robotic finger can be classified. The measurements were subject to wavelet decomposition and the 5th level approximation had its dimensionality reduced by 10% before the classification by a neural network. Classification accuracies from 85.1% to 98.9% for the various sensor types demonstrate the usefulness of traditional MEMS as tactile sensors embedded into flexible substrates.

The placement of sensors in the design presented in this paper focuses on dynamic simulation tasks. In future works, the module’s structure should be modified to accommodate the study of static stimulation tasks as well. The future work will also concentrate on the evaluation of the proposed approach over a larger dataset, including fabrics and plastics for texture classification and on how different wavelet decomposition levels can be employed to discriminate finer texture.
The placement of sensors in the design presented in this paper focuses on dynamic simulation tasks. In future works, the module’s structure should be modified to accommodate the study of static stimulation tasks as well. The future work will also concentrate on the evaluation of the proposed approach over a larger dataset, including fabrics and plastics for texture classification and on how different wavelet decomposition levels can be employed to discriminate finer texture.
Chapter 5  Bioinspired Multimodal Tactile Sensing Module

5.1  Preamble

This chapter contains the paper “Multimodal Bio-Inspired Tactile Sensing Module” [17]. This paper expands the work from paper [15] presented in the previous chapter, by presenting a novel bioinspired tactile sensing module. The novel design follows recommendations present in the main surveys of the field [5], [9] and still important as of today, as pointed out in another recent survey [93]. The design considers the relationship between mechanoreceptors, their receptive fields, their organization in layers and the compliance of the human flesh/skin to enable the module to adapt and estimate the inclination of a surface in relation to base of the module. Conforming to surfaces and estimating such angles is essential to the recognition of shape and geometry of objects as well as planning dynamic exploratory trajectories. The structure of the module satisfies requirements related to static tasks but can also be used in dynamic tasks with the advantage that the orientation of the module in relation to the surface can be estimated in an initial static probing stage and based on that kept constant. The article in this chapter contributes to the tactile sensing field with an approach that proposes a bio-inspired design of a multimodal tactile sensing module, defining sensor type and placement to mimic the function and organization of mechanoreceptors within human skin not found in the literature. The proposed module also addresses the estimation of 3D forces using a highly flexible structure an aspect that is not widely explored in the literature. The conformability of the module is also connected to the relaxation of the orientation constraint of an eventual end-effector approaching an object surface, as shown by the complementary article “End-effector approach flexibilization in a surface approximation task using a bioinspired tactile sensing module” [18] in Section 5.10.
Abstract

Tactile sensors are the last frontier to robots that can handle everyday objects and interact with humans through contact. To be effective, such sensors have to sense the geometry of touched surfaces and objects, as well as any other relevant information for their tasks such as forces, vibrations, and temperature that allow them to safely and securely interact within an environment. Given the capability of humans to easily capture and interpret tactile data, one promising direction in order to produce enhanced robotic tactile sensors is to explore and imitate human tactile sensing capabilities. In this context, this paper presents design and hardware implementation issues related to the construction a novel bio-inspired tactile sensing module. Drawing inspiration from the type, functionality and organization of cutaneous tactile elements, the proposed solution comprises two shallow sensors, namely a 32–taxel–tactile array and a 9 DOF MARG (Magnetic, Angular Rate, and Gravity) sensor, a flexible compliant structure, and a deep pressure sensor placed in a structure similar to human skin. The module’s compliant structure and sensor placement provides useful data to overcome the problem of estimating non-normal forces accommodating sensing modalities essential for acquiring tactile images and classifying surfaces by vibrations and accelerations. Issues related to the module calibration, its sensing capabilities and possible real-world applications are also presented.

5.2 Introduction

The development of tactile sensors has attracted a lot of research interest over the last decades, in particular in the areas of transduction methods, materials, electronics, and intelligent data processing techniques. While very successful on various research scenarios, the adoption of such sensors in real-world robotic applications is still challenging, slow and limited to a few use cases. The ill-defined nature of tactile information turns these sensors into the last frontier to robots that can handle everyday objects and interact with humans through contact. In order to ensure a safe and efficient interaction within real-world environments, tactile sensors have to sense various stimuli related to geometric properties, forces, vibrations, and temperature. To achieve such capabilities, several design aspects have to be considered [9], including sensor type, technology and placement, electronic and mechanical hardware, methods to access and acquire
signals, calibration methods, algorithms to interpret sensed data in real-time and, in the case of multimodal sensors, solutions for the integration of signals from multiple sensing sources to ensure a robust interpretation of the acquired information.

In biological tactile systems, properties of interest such as points of contact, pressure, torsion, normal and non-normal forces (stresses) are measured due to strain and changes in the topology of the network of cutaneous tactile elements (or adaptive mechanoreceptors) present in the skin and flesh of dexterous species, in particular, human beings. In human glabrous (hairless) skin, there are four main mechanoreceptors: Meissner corpuscles, Merkel disks, Ruffini and Pacinian corpuscles, organized in deep and shallow layers. These cells are sensitive to mechanical stimuli around the skin’s surfaces on areas ranging from 9 to 60mm². The receptive fields of such cells are combined and superimposed to achieve two-point discrimination of as low as 2mm on human hands [5]. While as stated in [264], the manner in which the biological tactile sensing is acquired and processed might not always lead to best engineering solutions for tactile sensor design, it provides nevertheless a comprehensive, integrated framework for the design of sensors dedicated to robotic systems.

Drawing inspiration from the type of mechanoreceptors, their function and their organization in the human skin, this paper presents a novel bio-inspired tactile module that comprises two shallow sensors, a 32-taxel-tactile array and a 9 DOF MARG (Magnetic, Angular Rate, and Gravity) sensor, a flexible compliant structure and a deep pressure sensor. Making use of a complementary filter, the orientation of the shallow sensors can be estimated, and the force applied on these sensors is conducted through the compliant structure to the deep pressure sensor. The module’s configuration expands the use of tactile sensors providing data to estimate non-normal forces without excluding modalities well developed in the literature and essential for tactile profiling and classifying surfaces by vibrations and accelerations. To further enhance sensing and obtain richer tactile information, multiple modules can be networked both physically and logically, as in the skin. It is important to state that in spite of its bio-inspiration, the tactile module is not designed to blindly mimic the distribution and function of mechanoreceptors in glabrous skin. It also takes into account practical sensor issues, such as the need to be low-cost and technology independent in order to accommodate the developments (e.g. of tactile sensing
arrays and MEMs sensors) present in the literature and the future developments within these areas.

Although there have been several efforts on developing robotic touch and related sensors that can detect multiple types of stimuli [9], the current generation of MEMs sensors have not been explored while embedded in flexible materials, and in the context of multimodal sensing. Very few solutions in the literature use more than one type of sensor to collect tactile information. Moreover, the existing solutions fail to provide an integrated approach for multimodal tactile module design, in particular for the placement of sensors within compliant structures. Finally, the majority of publications considers only normal forces and is not able to deal with non-normal forces.

To the best of our knowledge, this is the first approach to propose a bio-inspired design of a multimodal tactile sensing module, defining sensor type and placement to mimic the function and organization of mechanoreceptors within human skin. The proposed module also addresses the estimation of 3D forces and torsion, two aspects that are not widely explored in the literature.

The following section presents an overview of the relevant literature on tactile sensing and its interpretation from software and hardware points of view. Section 5.4 presents biological aspects that inspired this work, the tactile sensing module design and the behavior of its compliant structure when subject to external forces. The fabrication process of the module is presented in Section 5.5. The system components and its capabilities are detailed in Section 5.6, while module calibration is discussed in Section 5.7. The module sensing capabilities are validated in section 5.8 that also presents possible applications. Finally, insights on future work and final considerations are described in section 5.9.

5.3 Literature Review

Over the last decades, a large number of tactile sensors using various materials, structures, electronics and data processing techniques have been proposed in the literature, varying from tactile modules based on a single sensor to tactile skin comprising of grids of tactile sensing elements. A brief overview of standalone tactile sensing technologies is presented in this paper,
concentrating on the issues related to this work, while a comprehensive description of various tactile sensing aspects is available for the interested readers in [1,3].

Most of the solutions in the literature propose a single sensing technology, such as Hall effect sensors [264]–[266], barometers [101], [267], tactile sensor arrays [12], [41], [119], [120], [162], [200], [239], [268], fiber optic sensors [248], [269], other optical sensors [102], [244]–[247], and accelerometers [94], [144], [146] to acquire tactile data.

Yousefian et al. [264] design a compliant tactile sensor with a dome-like shell geometry. A magnet on the tip of the structure and 4 Hall-effect sensors allows estimating the normal and shear contact forces applied on the sensor. The authors of [265], [266] also explore the use of magnets and Hall-effect sensors in tactile setups. In [265] a small magnet immersed in a silicone body over a 1-axis Hall-effect sensor measures the magnetic field generated by the magnet, which changes when the magnet is displaced due to an applied external force. An application is presented in which the information from the sensors is combined with proprioceptive data to identify two objects: a plastic bottle and a woolen scarf wrapped in a cylindrical shape. In [266], the authors expand the initial design substituting the 1-axis Hall-effect sensor by a 3-axis one (MLX90393). The new sensory apparatus allows for the measurement of the magnet displacement and the correlated force in 3D. The authors observe the sensor output when a force is applied over a 45° angle plane and present the footprint for a printed circuit board (PCB) containing a 4x4 array of MLX90393 sensors. Being based on magnetic field measurements, it is expected that the output of such sensors is affected when the sensor is used in the proximity of ferrous objects or electrical appliances.

The multimodal sensor system developed in [41] uses a 16x16 force sensing resistors array to refine 3-D shape measurements in selected areas previously monitored with a laser range finder. The system is able to recognize small-size objects that cannot be accurately differentiated through range measurements and provides an estimate of the objects’ shape and orientation. In [239], the authors tackle the issues of recognition of objects from tactile displacement profiles obtained by force sensing transducers and of the recognition of textures using a rubbing motion executed by a robotic finger equipped with a dynamic tactile fingertip. Pezzementi et al. [120]
simulate the blind collection of tactile images as they would have been returned by a pressure
profile tactile sensor and a bag-of-feature solution is proposed to estimate the probability of the
object identity. Schneider et al. [119] use a similar approach, based on tactile images collected
using a tactile sensor array of 6×14 sensing elements attached to the finger of a robot to classify
industrial objects. In [200], tactile data recuperated by a 3×8 tactile array attached on each of the
3 fingers of a robot hand is viewed as time sequences, and employed to classify a set of objects,
whether in a fixed or a movable position. In [101], the tactile sensor array comprises 3 barometric
pressure sensor chips encapsulated within soft polymers. The authors of [162] present a tactile
sensor array based on flexible piezoresistive rubber sandwiched between two substrates of PVC
rubber and two substrates of conductive threads. A robotic gripper with two sensors mounted
on its fingers performs a palpation procedure to acquire tactile information and to classify the
palpated objects. In [12], the change in the resistance of 4 piezoresistors is proportional to
longitudinal stress applied on the body of a sensor dedicated to roughness estimation.

Another category of tactile sensing solutions employs fiber optic and optical sensors. Park et al.
[248] embed 4 fiber optical sensors in an exoskeletal robot finger to detect contact and control
forces during fine manipulation. Fiber Bragg gratings ensure a high strain sensitivity and immunity
to electromagnetic interference. De Maria et al.’s tactile sensor [244] contains a matrix of LED-
phototransistor couples embedded in a hemisphere-shaped deformable elastic layer. The
deformable layer transduces external forces and torques into local deformations and these, in
turn, produce a variation of reflected light intensity and of the photo-current flowing in the
photodetectors. In [245], an model of the same sensor based on an extended Kalman filter allows
to reconstruct the position and orientation of the surface in contact with a rigid object. The
friction coefficient is then estimated based on the contact plane position and orientation
information together with the contact force vector measured by the sensor. A slippage control
algorithm is proposed for manipulation tasks [246].

The authors of [102] develop a sensor based on the morphology of the fingertip skin features and
on the role of Meissner’s corpuscles in encoding tactile edge information. The sensor comprises
a thin flexible rubber skin with structural details and encases a clear, compliant polymer melt
blend. An embedded CCD camera tracks markers on the internal structural details of the rubber
skin, illuminated by 4 infrared LEDs enabling detection of surface deflections. The sensor is employed in [247] to detect object edges in the context of a robotic contour following task.

Dallaire et al. [144] use a steel stylus attached to a triple axis digital MEMs accelerometer to gather information about a surface through a rubbing action, while the surface is rotated by a turntable. An unsupervised learning scheme is then proposed for surface identification (i.e. linoleum, leatherette, grass carpet, etc.). Sinapov et al. [146] use a three-axis accelerometer to capture vibrotactile feedback as a robot is performing a scratching motion over 20 surfaces in order to recognize the material using machine learning approaches.

All standalone sensing technologies are subject to specific drawbacks. The use of magnetic sensors is limited to nonmagnetic environments. Tactile sensors array are in general associated with the lack of contact force measurement [5] and their stiff backing impedes the collection of data over arbitrarily curved surfaces. Fiber optic sensors are expensive and difficult to integrate in tactile modules due to the bending losses in the fiber routing [244]. CCD camera solutions involve generally a high cost and weight, while the loss of light due to microbending or chirping causes distortion is the measured data [5]. To partly eliminate the drawbacks associated to one single technology, a few solutions capitalize on the use of multiple sensor technologies for recuperating tactile information [13], [94], [144], [250]. Chathuranga et al. [250] develop a fingertip sensor equipped with 7 flexible force sensors and 5 accelerometers embedded in polyurethane rubber and wrapped in a ridged rubber layer. Its proposed use is for the classification of wood samples by rubbing over their surface. A data-driven analysis to the problem of sensor selection in the contour following for shape discrimination tasks is presented in [13]. Data collected from the motors, an inertial measurement unit, and a magnetometer attached to a 4-DOF robotic finger, during the exploration of 7 synthetic shapes are analyzed using principal component analysis and a multilayer perceptron neural network is trained to classify the shapes. Kroemer et al.’s [94] tactile sensor consists of a compliant pin that makes contact with a surface and a capacitor microphone that detects the vibrations of the pin. A multisensory data fusion algorithm combines readings from the pin with vision data collected with a camera to classify rich-textured surfaces.
While multimodal systems allow acquiring a more complete description of tactile information, they come with various challenges including: the choice of sensor types to be employed, the placement of sensors within compliant structures, the data preprocessing procedure required to make sense of the collected data and the integration of signals from multiple sensing sources for a robust interpretation. Following a series of papers available in the literature [12], [102], [246], [247], [250], [264], a novel bio-inspired approach is proposed in this paper to tackle some of the above-mentioned challenges. To the best of the authors’ knowledge, the proposed multimodal module is the only one that defines the sensor type and placement to mimic the function and organization of mechanoreceptors within human skin, as further described in the following section.

5.4 Bio-Inspired Tactile Sensing Module

5.4.1 Biological Tactile Sensing

Human touch sensing and perception is the result of complex investigatory handling involving two distinct sensing components: cutaneous information, retrieved by tactile receptors embedded in the skin, regarding the topology, texture, contact force, and elasticity of the touched object’s surface, and kinesthetic information about the position and velocity of the kinematic structure of the hand retrieved by receptors within muscle, tendons and joints [5], [225].

Figure 5-1 Human skin mechanoreceptors, adapted from [6] and an illustration of Pacinian corpuscle receptive field.
According to Loomis and Lederman [253], tactile perception is referring to sensing capabilities mediated by cutaneous stimulation, involving a physical contact with the stimuli [225]. The human hand contains four types of cutaneous sensing elements, or adaptive mechanoreceptors, distributed within the skin [6], [235], namely Meissner’s corpuscles, Merkel’s disks, Pacinian corpuscles and Ruffini corpuscles, as illustrated in Figure 5-1.

Based on their localization, they can be characterized as: shallow (Meissner and Merkel) or deep (Pacinian and Ruffini). According to their speed of adaptation, they can be classified as slow adapting — meaning they can detect constant stimuli, such as constant pressure or skin stretch (Merkel and Ruffini belong to this category), or fast adapting — meaning that they are able to detect only short pulses, such as initial contact (Meissner and Pacinian are fast adapting receptors). While their exact role, function and properties are not yet completely known and understood, Table 5-1 summarizes aspects presented in neuroscience and experimental psychology [5], [6], [254], that contain relevant information on the mechanoreceptors for the design of the proposed tactile sensing module. It is worth noting that these mechanoreceptors are not working independently to ensure the perception of stimuli, but they work together to achieve this task. For example, in the context of edge detection, small and sharp borders are perceived by Meissner and Merkel corpuscles, while large, vague borders are sensed by Pacinian and Ruffini. Both slow adaptive and fast adaptive receptors respond simultaneously at edges and borders, but at other points, fast adaptive receptors do not fire. Moreover, the response of slow adaptive receptors is higher at edges than on uniform surfaces. The sensitivity of the receptors not only to the curvature, but to the rate of change of curvature, implies that robotic tactile sensors should be able to detect and measure both static and dynamic stimuli [5].

Some mechanoreceptors are more specialized in static exploration, while others in dynamic scenarios. Static tactile exploration predominantly consists of pressing the hand, and hence the tactile sensing elements against the surface or object being explored. Temperature, hardness, and profile are some of the features that can be detected by static touch. On the other hand, the movements performed while gathering tactile data also play a significant role in the haptic object exploration. Dynamic tactile information is obtained by sliding the skin ridges on the surface of...
the explored objects. Properties such as friction, smoothness, roughness, slipperiness, or stickiness can be hardly estimated without it [238].

Table 5-1 Properties and Functions of mechanoreceptors

<table>
<thead>
<tr>
<th>Receptor</th>
<th>Properties and functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Merkel disks</td>
<td>- <strong>Location</strong>: Shallow</td>
</tr>
<tr>
<td></td>
<td>- <strong>Receptive field</strong>: small (2-3mm)</td>
</tr>
<tr>
<td></td>
<td>- <strong>Functions</strong>: form/shape detection; texture detection, fine details discrimination,</td>
</tr>
<tr>
<td></td>
<td>constant pressure, presence, location and static deformation at points and edges;</td>
</tr>
<tr>
<td></td>
<td>curvature detection; tactile flow perception;</td>
</tr>
<tr>
<td>Ruffini corpuscles</td>
<td>- <strong>Location</strong>: Deep</td>
</tr>
<tr>
<td></td>
<td>- <strong>Receptive field</strong>: large (larger than 10 mm)</td>
</tr>
<tr>
<td></td>
<td>- <strong>Functions</strong>: directional (lateral) skin stretch; direction of object motion;</td>
</tr>
<tr>
<td></td>
<td>position of hand and fingers; slip detection; stable grasp; tangential force</td>
</tr>
<tr>
<td></td>
<td>estimation; tension (continuous touch or pressure)</td>
</tr>
<tr>
<td>Meissner corpuscles</td>
<td>- <strong>Location</strong>: Shallow</td>
</tr>
<tr>
<td></td>
<td>- <strong>Receptive field</strong>: small (3-5 mm)</td>
</tr>
<tr>
<td></td>
<td>- <strong>Functions</strong>: motion detection; velocity; slippage; low frequency vibration; local</td>
</tr>
<tr>
<td></td>
<td>skin deformation; tactile flow perception; grip control; flutter; dynamic deformation;</td>
</tr>
<tr>
<td></td>
<td>two-point discrimination; encode normal (horizontal) strain forces</td>
</tr>
<tr>
<td>Pacinian corpuscles</td>
<td>- <strong>Location</strong>: Deep</td>
</tr>
<tr>
<td></td>
<td>- <strong>Receptive field</strong>: large (larger than 20 mm)</td>
</tr>
<tr>
<td></td>
<td>- <strong>Functions</strong>: deep pressure; pressure change; un-localized high frequency vibration;</td>
</tr>
<tr>
<td></td>
<td>body contact when grasping an object (tool use)</td>
</tr>
</tbody>
</table>

5.4.2 Bio-Inspired Tactile Sensing Module Design

The design of the tactile sensing module rose from the need to measure touch properties going beyond normal forces (stress) that are sensed by most current tactile sensing technologies. To do so, we did not simply apply concepts from the mechanoreceptors present in glabrous skin, but we also explored its layered organization and the functional relationships. Our tactile module consists of two shallow sensors, a 32-taxels array and a 9-DOF MARG (Magnetic, Angular Rate,
and Gravity) sensor, a flexible compliant structure and a deep pressure sensor, as shown in Figure 5-2.

The shallow sensors (Figure 5-2.1 and Figure 5-2.2) emulate the functionalities of Merkel cells and Meissner’s corpuscles. The tactile array and the gravity field sensor measure together contact points, force magnitudes, and provide a rough orientation of the surface of the “skin”, as Merkel cells do. The angular rate sensor, part of the MARG unit (Figure 5-2.2), measures vibrations on the higher levels of the module. Ruffini endings have the function of providing form and stretch information emulated by the magnetic field sensor (part of the MARG unit as well). The deep pressure sensor (Figure 5-2.4) reproduces the Pacinian corpuscles functions of sensing pressure on the lower levels of the module.

The compliant structure connects the shallow and deep sensors (Figure 5-2.3). This structure performs the role of the receptive field (Figure 5-1) defining the spatial resolution of the deep pressure sensor and conducts the forces applied on the surface of the module to the deep pressure sensor. It also allows upper level sensors of the module to rotate when torque or shear forces are applied on the shallow levels of the sensor.

This layered structure also emphasizes the various spatial resolution levels present in human skin, where Pacinian corpuscles have the largest receptive field area, while Merkel cells have the finest resolution (Table 5-1). In humans, this is important while encoding multi-resolution tactile

*Figure 5-2 Components of the tactile sensing module: 1 – Tactile array, 32 taxels; 2 – MARG (Magnetic, Angular Rate, and Gravity) system; 3 – compliant structure; 4 – barometer.*
information [270]. This contrasts with many works that only partially reproduce the functionality of Merkel cells by means of thin tactile arrays supported on top of rigid surfaces [2], [9].

The following paragraphs discuss briefly the working principle of the sensors included in our tactile module:

5.4.2.1 Piezo-resistive Tactile Array:

Tactile arrays are the most developed and explored category of tactile sensors in the literature. Multimodal approaches cannot ignore the past advances in the applications such sensors. The sensing principle of tactile arrays is simple. Tactile arrays are formed from groups of tactile sensing elements called taxels, each taxel being a region where two sensing electrodes superimpose. When electrodes placed on both sides of a pressure-sensitive conductive material move closer to each other due to a force being applied in one of the sensing planes, the electrical resistance across the intersection of the electrodes decreases. This change in resistance is proportional to the normal force being applied to each sensing element. Tactile arrays are traditionally used in static tactile profiling (static sensing) [41] and more recently in dynamic sensing [162], [200] for object classification while performing a palpation-like motion.

The tactile array used in our module consists of conductive threads and a piezoresistive polymeric foil (polyolefins) impregnated with carbon black. This component of the module is similar to the one presented in [162], but it could be replaced by any alternative solution, for example, the ones presented in [41], [200] or [271]. The essential requirement for a tactile array is to have an electrical resistance or capacitance between opposing electrodes varying due to strain on the sensing plane.

The piezo-resistive tactile array chosen in our design is sufficient to measure changes in resistance at each taxel. Furthermore, as demonstrated in [272], such sensors can be characterized by a high sensitivity, a high repeatability, can achieve a high spatial resolution and can be easily integrated. Moreover, [162] and [200] show that such sensors can be extremely useful when classifying objects by touch, one of the desired characteristics that will enhance the sensing capabilities of the proposed bio-inspired module. It is also worth mentioning that even in those cases when this layer gets damaged during the interaction with a surface, contact with
objects can still be detected by the deep pressure sensor, from where stems the interest of building multimodal sensing modules.

5.4.2.2 **Gravity (field) sensor – Accelerometer:**
Tactile arrays provide data about contact points and normal forces but, when placed on a compliant support, they lack the means to track topological changes, such as when taxels change their position or orientation with respect to other taxels. To partially tackle this issue, we add an accelerometer to observe how the shallow sensors are oriented with respect to the gravity field.

The proposed module encompasses a 3DOF accelerometer placed right below the tactile array (Figure 5-2.2). The accelerometer provides information beyond the (static) orientation of the shallow sensors relative to a gravity frame. It is also useful to detect light touch and vibrations. Dynamic exploration tasks such as the identification of shapes and textures benefit from the data collected by accelerometers, both in the cases where the sensor is still and the object is moving [144] and in the scenarios where the sensor is moving and the object is static [16].

The combination of the tactile array and the accelerometer ensures a behavior of the tactile module resembling the one of Merkel cells within human skin.

5.4.2.3 **Angular rate sensor – Gyroscope:**
While accelerometers measure the orientation of shallow sensors related to a gravity field, the angular rate sensor measures the angular velocity related to the sensor itself. MEMs rate gyroscopes (or Type II gyroscopes according to [273]) use the Coriolis effect that appears in rotating reference frames to measure rotation. A vibrating proof mass suspended above the substrate by anchored compliant flexures is free to oscillate in two orthogonal directions: the drive direction and the sense direction. The drive is usually excited by electrostatic forces to a constant amplitude of oscillation, while the rotation-induced Coriolis force triggers the sense direction.

The proposed module encompasses a 3DOF gyroscope embedded in the same integrated circuit (MARG unit) of the accelerometer placed below the tactile array. The gyroscope collects data
about the rate of vibrations onto the shallow sensors, and is useful in detecting light touch, shape and textures classification [16], slippage and even speech [274]. The measured data acquired by this sensor simulates the one recuperated by Meissner cells within the glabrous skin.

5.4.2.4 **Magnetic (field) sensor – Magnetometer:**
Hall effect sensors are the basic tool for sensing magnitude and direction of magnetic fields enabling proximity switching, current sensing and positioning applications. MEMs magnetometers were initially based on Hall effect sensors, but nowadays most MEMs magnetometers are based on anisotropic magnetoresistance (AMR) [275].

The proposed tactile module uses a 3DOF magnetometer to sense the orientation of the shallow sensors according to a reference magnetic field that can be earth’s magnetic field or a local magnetic field induced by permanent magnets. Small permanent magnets can be used as local reference frames while measuring stretch or deformation of flexible substrates. Magnetometers can also be used as proprioception sensors measuring joint effort due to motor torque [13]. The authors of [264], [276] show how Hall effect sensors can be employed to sense deformations in a hollow sphere or flexure of a joint in a compliant finger. Relying solely on magnetic measurements is not an ideal scenario for tactile sensing due to the magnetic interference when touching ferrous objects or when working in ferrous environments. This is one of the reasons we use an accelerometer, gyroscope and magnetometer in the same integrated circuit. The capability of this component of our tactile module to provide form and stretch information mimics the functionality of Ruffini endings.

5.4.2.5 **Deep pressure sensor – Barometer:**
Pressure is one of the essential properties of interest on tasks involving tactile sensing. Recently, barometric pressure sensors made their appearance in the tactile sensing field [101], [267]. Initially conceived to measure atmospheric pressure, these sensors were encompassed in the tactile sensing domain by the substitution of the atmosphere by rubber or an envelope surrounding the transducer. The authors of [101] introduced the idea of casting the barometric pressure sensors in rubber, isolating the transducer from the atmosphere, sensing pressure due to deformations in rubber. The authors of [267] encapsulate barometers in an air tight cushion
made of a foam core coated with rubber. Both approaches are affected by the tactile inversion problem [37] and are not easily converted to solutions as the one presented in [45]. The tactile inversion problem is due to the addition of elastic layers on tactile sensing structures and consists on computing the changes on the surface of these elastic layers from the sensed data gathered through the elastic medium at the sensing points [2].

The proposed module encompasses a MEMs barometer embedded in a compliant structure (described in detail in the next section) that tackles the tactile inversion problem by conducting forces applied to shallow sensors to the ventilation window (Fig. 5a). This component of the tactile module reproduces the functions of Pacinian corpuscles in sensing deep pressure and pressure changes (Table 5-1).

5.4.3 Study of the Compliant Structure Behavior

The richness of biological tactile sensors (e.g. human skin) relies on the mechanoreceptors placement in layers, their redundant relationship and the fact that such sensors seat on top of a highly compliant layer (e.g. human flesh). The design proposed in this module is bio-inspired and tries to accommodate such aspects.

However, the behavior of compliant structures underlying tactile sensors is not entirely understood due to the challenges that arise from such structures, including sensor placements, the tactile inversion problem, and the difficult task of tracking changes in the topology of such structures while interacting with objects through touch.

The structure proposed in the tactile module is shown in Figure 5-2.3. It is composed of a base encasing the deep pressure sensor (barometer) and a funnel-like part supporting the shallow sensors. The funnel is connected to the base encasing in a circular indentation concentric, along the z-axis, to the barometer ventilation window. The main goal of this structure is to conduct forces applied to the shallow sensors to the deep pressure sensor. This structure and the sensors placement allow the module to conform to the surface of objects while tackling the tactile inversion problem.
In order to evaluate the sensor placement and the behavior of the compliant structure while conducting forces applied to shallow sensors, two scenarios are simulated. The first one evaluates the sensor placement effectiveness when forces resulting from contact are concentrated in a region aligned to the center of the face that supports the shallow sensors (Figure 5-3).

![Figure 5-3 Force applied to the region on the center module’s surface.](image)

The second one shows the sensor structure response to forces acting in an off-centered area of the supporting face (Figure 5-4). The simulations were carried out using the SolidWorks® Simulation package. In the simulations, the material used for the compliant structure is assumed to be isotropic, linear elastic with an elastic modulus of 1.8e+5 N/m², a Poisson’s ratio of 0.49 and a density of 1123 kg/m³. These properties are believed to provide a good approximation of the polyurethane rubber used in the sensor’s fabrication. Figure 3 shows the levels of stress along the structure while subjected to a load of 7N in a circular region (6mm of diameter) concentric to the face that supports the shallow sensors. In the figure, the highest stress (von Mises stress) level is 6.8e+4 N/m², in red, while blue represents the lowest stress level of 5.58e+1 N/m². Figure 5-4 shows the levels of stress along the structure while conforming to a load of 7N in a circular region (6mm of diameter) off the center of the surface that supports the shallow sensors. The highest stress level is in this case 5.2e+5 N/m², shown in red, while the lowest stress level,
shown in blue, is of 6.3e+1 N/m². The miniatures on Figure 5-3 and Figure 5-4 show different cutoff stress levels. Based on these, it was decided to place the pressure sensor on the bottom of the mid-lower stress level region, below the circular indentation that connects the funnel and the base.

As one can notice, in both cases, the higher stress levels are present above the barometer’s ventilation window, at the indentation that connects the funnel to the base. The placement of the deep pressure sensor at this location allows it to measure forces from the surface in a range between 270 gf when the sensor is being compressed to 330 gf when the sensor is being stretched, as validated experimentally in section 5.7 of the paper (Figure 5-10).

Dahiya et al. [9] state that tactile modules are expected to be mechanically flexible in order to be able to conform to arbitrarily curved surfaces. However, the compliance due to embedding sensors in flexible structures brings challenges such as blurring or spatial filtering, and positional uncertainty in locating the contact point. The proposed module not only conforms to surfaces being touched, but also reduces the blurring by conducting forces to the deep pressure sensor and makes use of the shallow sensors to determine contact points.
5.4.4 Comparison with Other Sensors from the Literature

Table 5-2 summarizes the features of the proposed tactile sensing module in comparison with the closest solutions available in the literature. Unlike our module, the module from [264] relies solely on magnetic sensors. It adds a compliant structure, but still lacks support for a tactile array and the means to calculate the orientation of the surface in contact to objects, e.g. in twisting motions. The work presented in [113], proposes a tactile cell that uses accelerometers to calculate the orientation of a hexagonal module, while attractive, this approach lacks a second source of information invariant to accelerations due to impacts in early stages of touch. For example, if the orientation of a module is estimated based only on the gravity vector, the estimate will be corrupted when external accelerations are applied to the module. The addition of a 3-axis gyroscope, a 3-axis magnetometer, the support for a tactile array, and the compliant structure presented here mitigate such disadvantage.

<table>
<thead>
<tr>
<th></th>
<th>S. Youssefian et. al., [264]</th>
<th>Mittendorfer, [113]</th>
<th>Proposed Module</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size (mm$^2$)</td>
<td>9.5mm of radius</td>
<td>510mm</td>
<td>15mm of diameter</td>
</tr>
<tr>
<td>Optical</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Tactile Array</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Accelerations</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Angular Velocities</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Magnetic</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Strain</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Compliant Structure</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

The size of the tactile module is 15x18x18mm$^3$ and is in line with the existing solutions in the literature. The density of sensors is one pressure sensor with one embedded thermometer in the deep level plus a 9DOF MARG system with another embedded thermometer and a 32 piezo-resistive taxels tactile array in the shallow level. These add up to 12 sensors and 32 taxels in a volume of 15x18x18mm$^3$, without counting the structure engineered to conduct forces to the deep pressure sensor. The total volume of the module could be reduced by placing the capacitors
and pull-up resistors required by the TWI (two wire interface) and RC low pass power supply filter off the sensor’s PCBs. Reallocating these components out of the module is however an engineering trade-off between the PCB footprint and the noise added to a system by having these filters far from the sensors. However, this issue and the one of the module’s miniaturization are out of the scope of this article.

5.5 Sensing Module fabrication (Prototyping)

The module prototype was fabricated using a 3D printed molding and polyurethane casting process, as shown in Figure 5-5. The process can be divided into three steps: (1) casting of the deep pressure sensor and compliant structure Figure 5-5a-c, (2) casting of the MARG system and bonding to the compliant structure Figure 5-5d-f, and (3) finishing and tactile array attachment Figure 5-5g-i.

The first step is to cast the deep pressure sensor, Figure 5-5a-c. The mold for the base and the funnel is 3D printed (Figure 5-5a, light blue) and fixed around the barometer printed circuit board (PCB) (Figure 5-5, dark blue). Liquid polyurethane is poured into the mold. Due to the superficial resistance and the gases in the liquid, the polyurethane cannot fill up the casing through the narrow ventilation window. After degassing in a vacuum chamber for 4 minutes under 27 inHg of pressure air, bubbles in the liquid and the gap surrounding the barometer are removed. The polyurethane is cured at room temperature for 16 hours, but higher temperatures could accelerate the process. The second step is to cast and bond the MARG system to the compliant structure. The casting uses a positioning mold (shown in light blue in Figure 5-5d-f) and is done in a similar fashion as the one previously described, with the difference that the MARG system is bond to the compliant structure before curing. Figure 5-5f shows the MARG system and compliant structure bond. The mold for the compliant structure is removed prior to this point. In the third and final step, the positioning mold for the MARG system is removed (Figure 5-5g), the resulting gaps are filled up (Figure 5-5h) and the tactile array is attached on the top of the sensor (Figure 5-5i).
The casting material is polyurethane rubber (Vitaflex 20 Shore A from SmoothOn). It was chosen for its high durability, stretchability (elongation at break: 1000%) and the possibility of casting at room temperature. The mixed viscosity of 1000 cps also allows for the filling of the features of the molds and barometer. The barometer used was the Freescale MPL115A2 with dimensions 5x3x1 mm³, mounted on a PCB of 15x18mm². The MARG system is the STMicroelectronics LSM9DS0 with dimensions 4x4x1 mm³ mounted on a round PCB with 15 mm of diameter. The tactile array has 32 sensing elements and was custom-made from conductive thread and piezoresistive plastic (Velostat), similar to the one in [162].

The prototype resulting from the process is shown in Figure 5-6. Even though this prototype was built around specific MEMs sensors, the latter do not represent a constraint. The module could be built using sensors from other manufacturers.
5.6 System Components

The interface between the tactile tensing module and the computing system is achieved by integrating the module in a dedicated electronic circuitry using three 32-bit ARM MK20DX256VLH7 Microcontroller Units (MCU) from Freescale Semiconductor, denoted as MCU A, B and O in Figure 5-7. The system employs 3 MCUs to take full advantage of the sensors. The use of dedicated MCUs enables the system to take advantage of the highest sampling rates for each group of sensors. The MCUs run embedded versions of the Robotic Operating System (ROS) rosserial nodes.

MCU A measures the resistance across rows and columns of the tactile array using one multiplexer assigned to the rows and other to the columns (not shown in Figure 5-7 for sake of simplicity). This MCU uses 16-bit analog to digital converters (ADCs). MCU B collects temperature and pressure measurements from the barometer. MCU O gathers temperature, angular velocities, accelerations, and magnetic field measurements form the shallow sensors. MCUs B and O communicate with the sensing units through I\textsuperscript{2}C protocols. All MCUs run at 96MHz and communicate to the computer through USB/serial connections at 256000 bauds. Multiplexers could be added between microcontroller units and sensors to add several modules in a network.
The module is designed to enable various tasks that require tactile information (lower part of Figure 5-7), for example, object recognition through tactile profile or texture classification. Such tasks make use of tactile images and sequential tactile data.

Tactile profiling classification consists on identifying objects through tactile profiles gathered by arrays of sensing elements organized in a structured topology that resembles digital images. Such tactile images can be filtered and then classified by a combination of neural networks as we demonstrate in [16].

Texture classification consists on analyzing the signals that arise from sliding motions while tactile sensors are exploring surfaces. The changes in accelerations, angular velocities and orientations carry features that can be extracted and classified from these signals. In [14], [16], we demonstrate how the signals from a MARG system can have their dimensionality reduced by Principal Component Analysis (PCA) and be classified by a multilayer perceptron neural network in order to discriminate among a group of textures.

These are the reasons why the module encompasses a tactile array and the other shallow sensors onto a compliant structure that conforms to the surface of the objects and allows vibrations.
The module also considers control tasks that require information about how the surface of a compliant substrate deforms due to touch forces. As in the human skin, the level of detail required depends on the task to be performed, from orientation estimation of the shallow sensors to 3D force and 3D contact vectors estimation. To calculate 3D forces and 3D contact points it is necessary to compute the orientation of shallow sensors. The base of all control tasks that the module enables is the orientation estimation. The authors of [277], [278] and [279] present alternative solutions to estimate the orientation of MARG systems.

5.6.1 Orientation Estimation

The orientation estimation method employed here follows the concepts of [278] and [279], starting with the classical prediction of the orientation from the numerical integration of the angular velocity from [277]:

$$\hat{\hat{\mathbf{q}}}_{\omega, t_k} = \frac{1}{2} \hat{\mathbf{q}}_{t_{k-1}} \otimes \hat{\omega}_{\omega, t_k}$$  \hspace{1cm} (1)

$$\hat{\mathbf{q}}_{\omega, t_k} = \hat{\mathbf{q}}_{t_{k-1}} + \hat{\theta} q_{\omega, t_k} \Delta t$$ \hspace{1cm} (2)

where $\hat{\mathbf{q}}_{\omega, t_k}$ is the quaternion that represents the orientation of the shallow sensors frame ($L$) relative to earth frame ($G$), estimated based on the angular velocity; $\hat{\omega}_{\omega, t_k}$ is the angular velocity in vector format; $\hat{\mathbf{q}}_{t_{k-1}}$ is the normalized quaternion estimate at time $t_{k-1}$ and $\Delta t$ is the sampling period; and $\otimes$ is the quaternion product.

The initial estimate of the orientation of the shallow sensors based on the angular velocity is important in the tactile realm because it is robust against changes in acceleration due to impact or touch when compared to gravity-only based solutions [113], or magnetic-only solutions subjected to unwanted magnetic flux when handling ferromagnetic objects [264]. On the other hand, due to the imperfections (e.g. manufacturing process) on gyroscopes and to the errors introduced by the numerical integration, the orientation estimate has to be corrected by the measurements of the gravity and magnetic fields when they are not subjected to high non-gravitational accelerations or magnetic disturbances.

The correction of the orientation estimation based on angular rate is achieved using a double correction given by:
\[
\frac{1}{\kappa} q = \frac{1}{\kappa} q_\omega \otimes \Delta\hat{q}_{acc} \otimes \Delta\hat{q}_{mag}
\] (3)

where the correction based on gravitational field \( \Delta\hat{q}_{acc} \) is the tilt quaternion that corrects the estimate on the roll and pitch angles calculated based on the following assumption:

\[
R(\frac{1}{\kappa} q_\omega) \cdot \hat{a} = \hat{g}_p
\] (4)

where the predicted gravity \( \hat{g}_p \) is the measured acceleration \( \hat{a} \) rotated by the predicted quaternion \( \frac{1}{\kappa} q_\omega \). \( \Delta q_{acc} \) is the delta quaternion that represents the small deviation between the predicted gravity and the real gravity vector, and is calculated based on the \( \hat{g}_p \) and the assumption that the real gravity vector \( \hat{g} \) points down.

\[
(R(\Delta q_{acc}) \hat{g} = \hat{g}_p)
\]

\[
R(\Delta q_{acc}) [0 \ 0 \ 1]^T = [g_x \ g_y \ g_z]^T
\] (5)

The authors of [279] algebraically determine that \( \Delta q_{acc} \) has no influence on the yaw correction, thus its correspondent component is equal to 0.

\[
\Delta q_{acc} = \begin{bmatrix}
\frac{g_x + 1}{2} - \frac{g_y}{\sqrt{2(g_x + 1)}} & \frac{g_x}{\sqrt{2(g_x + 1)}} & 0
\end{bmatrix}^T
\] (6)

The correction based on \( \Delta q_{acc} \) is then filtered by a complementary filter:

\[
\overline{\Delta q_{acc}} = (1 - \alpha)q + \alpha\Delta q_{acc}
\] (7)

where \( \alpha \in [0,1] \) is the filter adaptive gain that characterizes the cut-off frequency, while \( \alpha \) is adjusted according to the presence and magnitude of non-gravitational accelerations [279]. The filtered correction is then normalized:

\[
\Delta q_{acc} = \frac{\overline{\Delta q_{acc}}}{||\overline{\Delta q_{acc}}||}
\] (8)

The correction based on the magnetic field measurement follows the same idea but starts with the partially corrected orientation \( \frac{1}{\kappa} q' \):

\[
(\frac{1}{\kappa} q' = \frac{1}{\kappa} q_\omega \otimes \Delta q_{acc}) \Rightarrow R(\frac{1}{\kappa} q') \cdot m = l
\] (9)

here \( l \) is the magnetic field observed by the sensor and \( \hat{m} \) is the observation rotated by \( \frac{1}{\kappa} q' \). The assumption to find the yaw correction is to align the x-axis to magnetic north:
\[
\mathbf{R}(\Delta \mathbf{q}_{\text{mag}}) \mathbf{l} = \mathbf{c} \mathbf{n}_{xx} \Rightarrow \\
\mathbf{R}(\Delta \mathbf{q}_{\text{mag}}) [l_x, l_y, l_z]^T = [\sqrt{\Gamma}, 0, l_y]^T, \Gamma = l_x^2 + l_y^2
\] (10)

Eq. 10 can be algebraically solved to find the yaw correction quaternion \( \Delta \mathbf{q}_{\text{mag}} \) based on the magnetic observation [279].

\[
\Delta \mathbf{q}_{\text{mag}} = \begin{bmatrix}
\frac{\sqrt{\Gamma + l_x \sqrt{\Gamma}}}{2\sqrt{\Gamma}} & 0 & 0 & \frac{t_y}{\sqrt{2(\Gamma + l_x \sqrt{\Gamma})}}
\end{bmatrix}^T
\] (11)

To find \( \Delta \mathbf{q}_{\text{mag}} \), \( \Delta \mathbf{q}_{\text{mag}} \) is filtered and normalized as in Eq. 7 and 8 respectively.

5.6.2 3D Force and Contact Points Estimation

The components of the 3D forces acting on the deep and shallow pressure sensors are calculated using \( \mathcal{g} \mathbf{q} \) from Eq. 3 and the scalar measurements of the barometer and tactile array \( f_{Bx}^i \) and \( f_{(ij)Az} \) respectively (illustrated in Figure 5-8).

\[
\mathbf{R}(\mathcal{g} \mathbf{q})[0 \ 0 \ f_{Bz}^i]^T = \mathcal{g}[f_{Bx} \ f_{By} \ f_{Bz}]^T
\] (12)

\[
\mathbf{R}(\mathcal{g} \mathbf{q})[i \ j \ f_{Az}^i]^T = \mathcal{g}[f_{Ax} \ f_{Ay} \ f_{Az}]^T
\] (13)

Figure 5-8 Tactile module forces and orientation, \( f_{Bz}^i \) denotes the scalar component of the force applied on the deep pressure sensor; \( \mathcal{g} \mathbf{q} \) is the orientation estimation along the (compliance hemisphere) curvature path (dashed line); \( f_{(ij)Az} \) is the force exerted on the taxel at row \( i \) column \( j \).
5.7 Sensing Module Calibration

Regarding the shallow sensors, the calibration of the MARG system follows the ellipsoid fitting method as described in [280]. The MARG system had its measurement range configured to ±6g (0.183 mg/LSB - least significant bit) for the linear acceleration, ±8Gs (gauss) (0.32 mgauss/LSB) for the magnetic field range and ±500dps (degrees per second) (17.50 mdps/digit) for the angular velocity sensor. The linear acceleration sensitivity change vs. temperature is ±1.5% from -40 °C to +85 °C, the magnetic sensitivity change vs. temperature is ±3% from -40 °C to +85 °C, the angular rate sensitivity change vs. temperature is ±2% from -40 °C to +85 °C. As stated in the datasheet provided by the manufacturer [257] the MEMs is calibrated for 3.0V, the same voltage supplied in all the experiments in this article. Before initializing the orientation estimation, the sensors collect raw data for 5 seconds and a bias is calculated for each axis of the MARG system, after that the bias is removed and the orientation estimation filter is applied.

In order to calibrate the deep pressure sensor, we have used the experimental setup from Figure 5-9. The experiments consisted in vertically pushing the module against a reference load cell, as illustrated Figure 5-9b. Figure 5-10 shows, in red, the relationship between the forces observed by the load cell and the raw sensor output while the linear actuator is compressing the module against the load cell, the shallow sensors face down and touch the load cell compressing the compliant structure.

To calibrate the tensile response, the module’s shallow sensors were attached to another reference load cell and the linear actuator pulled the shallow sensor stretching the module’s compliant structure, as shown in Figure 5-9c.
Figure 5-10 shows, in blue, the relationship between the force observed by the load cell and the raw sensor output. The deep pressure sensor is sensitive to pressure in the interval 0.5gf to 270gf. The sensor is also sensitive to tension from 4gf to 330gf (red line in Figure 5-10).
The calibration of the piezo-resistive tactile array employed in this work follows the one presented in [162].

5.8 Module Characterization and Examples of Applications

Several tests were performed to validate the capabilities of the proposed tactile module. The plots presented in Figure 5-11 show the dynamic behavior of the module’s deep pressure sensor. Three experiments have been performed. The first plot, Figure 5-11a, shows the deep pressure sensor response for stimulations of increasing forces, when each stimulation step lasted 10 seconds and was followed (intercalated) by an interval of 10 seconds of no stimulation. The setup used in this experiment is shown in Figure 5-9b. The carriage of the linear motion slide stimulates the sensor by travelling multiples of 0.1mm and receding to its initial position in-between each two stimulations. In Figure 5-9b, the force acting on the sensor was about 0.3N in the first stimulation and 0.7N in the last. Figure 5-11b shows the sensor being stimulated at a faster rate, 0.5 seconds of stimulations followed by 0.5 seconds of no stimulation. The carriage of the linear motion slide traveled 1.7mm and receded to its initial position in-between each two stimulations; each stimulation reached 2.5N. Figure 5-11c shows the sensor being stimulated for steps of 3 seconds each with increasing forces ranging from 0.3N in the first step to 2.4N in the last. The sharp spikes shown in Figure 5-11 are due to the 1-step response of the stepper motor that moves the linear slide. As expected, the sensor measurements display elastic hysteresis due to the compliant structure. This can be observed by the curves that follow the spikes in the three plots. Even though the sensor presents such a hysteresis, it still responds constantly to fast stimuli as those shown in Figure 5-11b. All plots in Figure 5-11 show raw data as recuperated by the sensor.

Figure 5-12 shows the tactile module’s deformation and the orientation estimate for several inclined planes with different slopes. The results from Figure 5-12 show the estimates orientation when different 3D-printed inclined planes are pressed against the tactile module. The 1st and 3rd rows of Figure 5-12 show the inclined planes and the deformed tactile module, where the vectors in yellow represent the horizontal plane. The inclined plane is aligned to the y-axis of the sensing module. These vectors are normal to the x-axis of the sensing module (as shown in Figure 5-2).
The plots from the 2nd and 4th rows show the effects that the contact between the inclined planes and the modules has on the measurements. These results are achieved by converting the quaternion $\mathbf{q}$ from Eq. 3 to $\phi$ (roll), $\theta$ (pitch), $\psi$ (yaw), [281]:

$$
\begin{bmatrix}
\phi \\
\theta \\
\psi
\end{bmatrix} =
\begin{bmatrix}
\tan^{-1}\frac{2(q_0q_1 + q_2q_3)}{1 - 2(q_1^2 + q_3^2)} \\
\sin^{-1}\frac{2(q_0q_3 - q_2q_1)}{1 - 2(q_2^2 + q_3^2)} \\
\tan^{-1}\frac{2(q_0q_3 + q_1q_2)}{1 - 2(q_2^2 + q_3^2)}
\end{bmatrix}
$$

(14)

where $q_i$ is the $i$-th component of the quaternion $\mathbf{q}$.

The initial orientation of the shallow sensors is around 147 pitch, 0.5 yaw and 180 (more precisely 179.4 to -179.3) roll. When the inclined planes touch the tactile module, the roll angle increases, and this leads to the sharp transitions from positive borderline roll to the negative roll corresponding to the estimate of the slope angle of the inclined plane. This behavior can be observed in the plots in Figure 5-12. The plots show that the module with its current MARG configuration is able to estimate, through the orientation estimation filter, the orientation of the shallow sensors with little crosstalk effect, mostly evident in the Figure 5-12a case. For example, in Figure 5-12d the inclined plane had a slope of 10° while the estimate was of 12.826°, therefore the errors were in the range of ±3°. The errors found in the estimates can be due to the 3D-printed inclined planes imperfections, sensors axis misalignment or prototyping approximations.

![Figure 5-11 Consecutive stimulations of the deep pressure sensor with different normal forces: a) intercalated sequence of 10 second stimulations; b) intercalated 0.5 second stimulations; c) increasing 3 second stimulations.](image)
The proposed tactile module has also many possible applications, for example, for orientation estimation of surfaces (see Figure 5-12), for tactile profile recognition ([14]) and for object recognition ([16]). As another example, Figure 5-13 shows the sensors’ response for 2 scenarios, tapping impact and the measurement of the carotid pulse. The left column of the figure illustrates...
the sensors’ response for 3 impacts of an object on the shallow sensors. Impacts can be used to identify early stages of touch. Impacts are also an important safety aspect when robots perform in non-structured environments. They are clearly identified as spikes in pressure, angular velocity and acceleration measurements. The right column of the figure shows the sensors’ response for the carotid pulse for a healthy 28-year-old male. During this experiment the sensor was placed over the skin area covering the carotid artery. This experiment shows the sensors’ response while the module is kept in stable touch over the carotid artery. The pulse variations are mainly present on the output of the deep pressure sensor while the other sensors present little to no response. In both cases, the response of the magnetic field sensor shows the orientation of the module.

5.9 Conclusions

This paper presented the design and hardware implementation of an original bio-inspired multimodal tactile sensing module. The module’s compliant structure and sensor placement are
inspired by the function, type and organization of mechanoreceptors in humans’ glabrous skin. Mimicking deep and shallow sensors and their relationship through a compliant structure that resembles the Pacinian receptive field, the module provides the data necessary to overcome the problem of estimating non-normal forces acting on the surface of the module without excluding modalities of tactile sensors well developed in the literature, such as tactile arrays.

Beyond the inclusion of more sensing modalities in order to cope with the weaknesses of each sensor used by itself, our contribution to the field of tactile sensing is the description of how to place sensors of different modalities in a compliant structure without losing information about non-normal forces due to the tactile inversion problem and the spatial filtering imposed by the elastic layer. The proposed module is not a blind attempt to mimic biological tactile sensors, it combines well-established engineering solutions for tactile sensors (e.g. tactile arrays) with new bio-inspired concepts.

Future improvements will focus on optimizing the microcontroller code, reducing the printed circuit boards footprints and integrating the module with computational intelligence solutions in order to enable advance tasks of tactile recognition and manipulation.
5.10 Complementary results: End-effector approach flexibilization in a surface approximation task using a bioinspired tactile sensing module

5.10.1 Introduction

As robots advance towards applications in unstructured everyday scenarios, it becomes clear that tactile sensors are the last frontier to robots that can handle everyday objects and interact with humans through contact. Robots are expected to recognize the properties of objects in order to handle them safely and efficiently in a variety of applications, such as health and elder care, manufacturing, or high-risk environments. To be effective, such sensing devices have to sense the geometry of touched surfaces and objects, as well as any other relevant information for their tasks, such as forces, vibrations, and temperature, that allow them to safely and securely interact within an environment [9].

Given the capability of humans to easily capture and interpret tactile data, one promising direction in order to produce enhanced robotic tactile systems is to explore and imitate the human tactile sensing capabilities [5]. These capabilities include the ability to describe surfaces and their inclinations by touch. In [206], points from tactile readings are fit to super-quadric surfaces to reconstruct them based on predefined models. In a similar way, the authors of paper [207] present simulations of a polyhedral model-based method for the recovery of object shapes based on the locations of contact points. The authors demonstrate the importance of surface normal estimations and their impact on the reconstruction of shapes. In [208]–[210], curvatures are described through polynomial fitting of contact points; in [211], the estimation of nonparametric shapes is demonstrated using binary sensing (contact and no contact) and ergodic exploration. These methods require a large number of points and estimate local normals on the surface based on contact points that require remarkably precise robots. The utilization of contact only methods can be time-consuming due to the significant number of contacts required for recognizing or reconstructing the global shape of objects. In [213], the actuator positions of robot fingers and force values from embedded barometer sensors form the feature space to classify object classes using random forests with data acquired during a single and unplanned grasp.
Tasks like the one presented in [213] show the importance of collecting as much information as possible using fewer probing contacts.

In this context, this section presents an application of a bio-inspired tactile sensing module [17] for the task of exploring the inclination of a surface and its variation along a path. This task exemplifies the importance of compliant structures for the flexibilization of the approach angle of robotic end-effectors or other parts when touching unknown surfaces or suffering unexpected contact. While with rigid sensors the approach angle has to be normal to the surface of the object being explored, the proposed sensing module removes this constraint with the benefit of estimating the surface inclination. The estimation is performed using data from a MARG (Magnetic, Angular Rate, Gravity) unit located over a barometer, both embedded in polyurethane. The pressure and position of the module is used to approximate the curve of a surface using linear and cubic interpolation. The orientation of the module is used to calculate the normal and the tangent to surface. The intersection point between two tangent lines extracted from neighbor contacts is used as a control point to a Bézier curve [282], thus linking the two probing positions. The experimental results show that the approach using Bézier curves is more robust when approximating the surface using a reduced number of probing contacts.

5.10.2 Experimental Apparatus and Procedure

5.10.2.1 Sensing Module

The sensing apparatus used in this section is a version of the module presented in [17] and shown in Figure 5-2. It draws inspiration from the type, functionality, and organization of cutaneous tactile elements, it determines the placement of two shallow sensors, namely, an array and a nine DOF magnetic, angular rate, and gravity system, a flexible compliant structure, and a deep pressure sensor placed in a structure similar to the receptive field of the Pacinian mechanoreceptor from the human skin.

The module employed here doesn’t make use of the tactile array shown in Figure 5-2(1). In this publication, the inclination of an object surface is considered a global feature independent of the fine details. In our application, the compliant structure Figure 5-2(3) adapts to the surfaces that the module makes contact with and guides forces applied to the shallow sensors from Figure 5-2(2)
to the deep pressure sensor in Figure 5-2(4). More details about the sensing module its bioinspired aspects and design insights can be found in [17].

The 9-DOF MARG system used for the implementation of the sensing module was the STMicroelectronics© LSM9DS0 composed of a triple-axis accelerometer, a triple-axis gyroscope, and a triple-axis magnetometer. The deep pressure sensor sitting on the bottom of the compliant structure was the MPL115A2 from Freescale Semiconductor©. The flexible polyurethane from which the compliant structure is made of VytaFlex© Shore 20 A hardness from Smooth-On©. Table 5-3 shows the MARG unit settings specifying measurement and selected ranges, operating frequency range and selected frequency as well as the resulting sensors resolution.

Table 5-3 MARG Sensors Configuration

<table>
<thead>
<tr>
<th>Measurement range</th>
<th>Magnetic Sensor</th>
<th>Gravity Sensor</th>
<th>Angular Rate Sensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>±2 – ±12 Gs</td>
<td>±2 – ±16 g</td>
<td>±245 – ±2000 dps</td>
<td></td>
</tr>
<tr>
<td>Selected range</td>
<td>±2 Gs</td>
<td>±2 g</td>
<td>±245 dps</td>
</tr>
<tr>
<td>Frequency range</td>
<td>3.125 – 100 Hz</td>
<td>3.125 – 1600 Hz</td>
<td>3.125 – 1600 Hz</td>
</tr>
<tr>
<td>Selected frequency</td>
<td>100 Hz</td>
<td>800 Hz</td>
<td>800 Hz</td>
</tr>
<tr>
<td>Resolution</td>
<td>0.08 mG</td>
<td>0.061 mg</td>
<td>8.75 mdps</td>
</tr>
</tbody>
</table>

5.10.2.2 Experimental Setup

The experimental setup and the object of study are shown in Figure 5-14. The 3D printed surface being explored is presented on the bottom part of the figure. The sensing module is carried by the end-effector of the robotic manipulator, represented by the blue-collar base housing the sensor. The 3DOF manipulator employed to bring the module into contact along the surface is comprised of three Robotis Dynamixel AX-12A robot actuators. The right side of Figure 5-14 also shows the kinematic model associated with the robot, in which the pose of the end effector and the sensing module displayed in the experiment are referenced by the base_link frame.
5.10.2.3 Data Acquisition and Interpretation

The interface between the computer that collects and analyzes the data from the sensors is a microcontroller MK20DX256VLH7 Cortex-M4 at 72M Hz from Freescale Semiconductor©. The connection between sensors and microcontroller is implemented through a two-wire interface (TWI) at 400 KHz. The link between microcontroller and computer is established using a USB Serial interface. The data acquisition software is developed using the Robotic Operating System (ROS) and Moveit! framework. The computer running ROS acquires data from the sensors through the interface microcontroller at 440 Hz.

From this data, the pitch of the end-effector base is calculated through the forward kinematic chain. On the other hand, the pitch of the shallow sensors is estimated using a complementary filter [17], [277]–[279] to combine the information from the magnetic field, angular rate and gravity into a quaternion representation \( \mathbf{\bar{q}} \):

\[
\mathbf{\bar{q}} = \mathbf{\bar{q}}_\omega \otimes \Delta \mathbf{\bar{q}}_{\text{acc}} \otimes \Delta \mathbf{\bar{q}}_{\text{mag}} \tag{15}
\]

where \( \mathbf{\bar{q}}_\omega \) is the initial estimate given the integration of the angular rate and \( \Delta \mathbf{\bar{q}}_{\text{acc}} \) and \( \Delta \mathbf{\bar{q}}_{\text{mag}} \) are the corrections related to the gravity and magnetic fields respectively.
To facilitate analysis and the comparison and between the end-effector pitch and the surface pitch, both orientations are represented in terms of Euler angles with the quaternion $\mathbf{q}$ from Eq. 15 being transformed into $\phi$ (roll), $\theta$ (pitch), $\psi$ (yaw), [281]:

$$
\begin{bmatrix}
\phi \\
\theta \\
\psi
\end{bmatrix} = 
\begin{bmatrix}
\tan^{-1}\frac{2(q_0q_1 + q_2q_3)}{1 - 2(q_2^2 + q_3^2)} \\
\sin^{-1}\frac{2(q_0q_3 - q_1q_2)}{1 - 2(q_2^2 + q_3^2)} \\
\tan^{-1}\frac{2(q_0q_3 + q_1q_2)}{1 - 2(q_2^2 + q_3^2)}
\end{bmatrix}
$$

(16)

where $q_i$ is the $i$-th component of the quaternion $\mathbf{q}$.

5.10.3 Experimental Results and Discussion

The acceleration, angular rate, magnetic field, and pressure from the sensing module are acquired along with the kinematic information (angular position of each actuator) of the robot while the finger has its end-effector successively retracted and brought into contact along the 3D printed surface. It is worth noting that the pitch of the end-effector is kept around 0 (zero) degrees throughout the exploration task, with some small variations due to backlash on the robot joints and actuation inaccuracies.

Figure 5-15 displays the deformation of the module during the surface exploration and the approximate inclination of the surface at the respective areas of touch. The graph in Figure 5-16...
shows the normalized pressure signal in blue, the calculated end effector pitch in green, and the estimated surface pitch from the sensing module in red (i.e. the continuous red line). As
expected, the pressure signal dips when the sensor is forced against the surface. The end effector pitch signal varies around 0, while the estimated surface pitch shows the inclination angle of the sensor.

Table 5-4 shows the expected and estimated surface pitch $\theta_{sm}$, as well as the end effector pitch $\theta_{ef}$; the contact location corresponds to the subfigures of Figure 5-15. Figure 5-17 shows the position of the end effector during exploration of the surface. In Figure 5-16 and Figure 5-17 the red vertical dashed lines represent the timestamps in which data was considered for further analysis.

<table>
<thead>
<tr>
<th>Contact location</th>
<th>a)</th>
<th>b)</th>
<th>c)</th>
<th>d)</th>
<th>e)</th>
<th>f)</th>
<th>g)</th>
<th>h)</th>
<th>i)</th>
<th>j)</th>
<th>k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_{ef}$</td>
<td>0.04</td>
<td>-1.78</td>
<td>2.02</td>
<td>2.3</td>
<td>1.43</td>
<td>-0.04</td>
<td>-3.56</td>
<td>-0.61</td>
<td>3.19</td>
<td>0.54</td>
<td>0.84</td>
</tr>
<tr>
<td>$\theta_{sm}$</td>
<td>0.49</td>
<td>5.07</td>
<td>-12.08</td>
<td>-0.31</td>
<td>13.94</td>
<td>-19.37</td>
<td>-2.88</td>
<td>24.27</td>
<td>-28.6</td>
<td>0.93</td>
<td>10.14</td>
</tr>
<tr>
<td>Expected surface $\theta$</td>
<td>0</td>
<td>5</td>
<td>-10</td>
<td>0</td>
<td>15</td>
<td>-20</td>
<td>0</td>
<td>25</td>
<td>-30</td>
<td>0</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 5-17 Position of the end effector during exploration.

5.10.3.1 Surface approximation

Figure 5-18 displays the points of contact corresponding to the probing positions from Figure 5-15 at the time stamps represented by the red vertical dashed lines shown in Figure 5-16 and
Figure 5-17. The blue vectors are normal to the surface and are calculated using the module pitch from Figure 5-16. The red vectors are perpendicular to the normal vectors and represent tangents of the surface. The cyan dots represent control points for the Bézier curves determined by the intersection between two neighbor tangents and given by the equation:

\[
(P_x, P_y) = \left( \frac{(x_1y_2 - y_1x_2)(x_3 - x_4) - (x_1 - x_2)(x_3y_4 - y_3x_4)}{(x_1 - x_2)(y_3 - y_4) - (y_1 - y_2)(x_3 - x_4)}, \frac{(x_1y_2 - y_1x_2)(y_3 - y_4) - (y_1 - y_2)(x_3y_4 - y_3x_4)}{(x_1 - x_2)(y_3 - y_4) - (y_1 - y_2)(x_3 - x_4)} \right)
\] (17)

where \((x_1, y_1), (x_2, y_2)\) are points of the first tangent and \((x_3, y_3), (x_4, y_4)\) are the points of the second one.

Figure 5-19 shows the linear and cubic interpolations of the contact points as well as Bézier curves based on contact points and control points. The Bézier curves in this article were implemented using the De Casteljau's algorithm [282].

Control points that lay beyond one of either of the contact (i.e. points I_{ab} AND I_{jk} in Figure 5-18) in the x direction cause Bézier curves to curl under or over the contact points used as beginning and end of a curve. Points with this characteristic may indicate that more probing should be performed between the two contact points. The elimination of such control points using probing actions is topic for a future work. Meanwhile, curves with this characteristic will be substituted with linear segments.

In Figure 5-19, the cubic interpolation passes through all eleven probing points and approximates the surface satisfactorily. It is comparable to the Bézier curves based on the contact points and control points calculated from intersecting tangents. The cubic interpolation is an adequate approximation of a surface if the sensing device probing the surface is from the point-like modality [93] and only a limited amount of probing actions is available. If an unlimited number of probing actions is possible, such devices may be used to collect large quantity of points to estimate normal vectors, as in [208]–[210], and from these normal vectors approximate a surface.
Figure 5-18 Normal (in blue) and tangent (in red) vectors calculated from the pitch and contact points (green dots) at the timestamps shown in Figure 5-15 and Figure 5-16. The letters from (a) – (k) represent the stimuli shown in Figure 5-15.
Figure 5-19 Surface approximated using data from all 11 probing points. The green dashed line and orange segments show the cubic and linear interpolations respectively. The magenta line shows the Bézier curves that approximate the curve.
Figure 5-20 Surface approximated using data from 7 probing points. (points b, d, f and j were not considered in this scenario). The green dashed line and orange segments show the cubic and linear interpolations respectively. The magenta line shows the Bézier curves that approximate the curve.
The sensing module used in this article has the advantage of estimating the local normal of an unknown surface from its structure and its sensor placement as evidenced in Figure 5-20 where 4 (b, d, f, j) of the 11 probing actions are not considered when reconstructing the surface. In Figure 5-20 the interpolation method flattens out while the Bézier curves calculated with the pitch information still resembles the surface.

5.10.4 Conclusion and Perspectives

This paper builds upon [17], demonstrating the use of its bioinspired tactile sensing module in a task where a robotic manipulator approaches a surface bringing the module to contact and pressing the module against it. This procedure allows estimating the surface inclination even though the end effector orientation is kept around zero not following the surface pitch. The module used in this task tries to follow recommendations from the principal surveys of the field [5], [9] and adds bioinspired concepts analogous to the mechanoreceptors and receptive fields of the human skin, as well as the compliance of the flesh supporting it.

The scenario exemplified here may occur in a variety of applications where robots acting in unstructured environments cannot control their approach vector to unknown objects or surfaces and handle unexpected contacts. In robots with positioning inaccuracies or imprecisions, the module’s compliance can help alleviate alignment errors. For robots with high stiffness, the module may include the compliance needed to approach unknown or fragile objects.

The advantage of the module used here is in the fact that it does not require multiple exploratory actions to estimate a normal to a surface under contact. The normals estimated with the module come from its structure and sensor placement. For each contact with a surface, not only pressure but also a normal vector is calculated without the need for the collection of a large number of points as in [208]–[210]. The surface
approximation performed here is also more robust due to the control points calculated from the tangents to the surfaces.

Future work may concentrate on the use of a network of these modules to generate models of surfaces and objects. Applying the module to 3D surfaces is also an interesting perspective to be explored in the future.
Chapter 6  Conclusion

There are mainly two approaches to contribute to the effective utilization of tactile of tactile sensing: (1) the development of new sensing devices and (2) tactile data interpretation techniques. This thesis mainly focuses on the development of a new tactile sensing module that incorporates bioinspired aspects to satisfy recommendations from main surveys of the field [5], [9].

The most recent design presented in [17], is the result of the expansion of the works presented in [13]–[16]. This design is suitable for tactile tasks in structured and unstructured environments and objects. The module can be used in sliding dynamic tasks where the vibration of the embedded sensors in the unit can be used to extract information from the data collected over the contact surfaces. To maximize the usefulness of such data, it is necessary to constraint the orientation of the module related to surface being explored, as in other works in the literature. To constrain the orientation of the module, it is necessary to determine the surface contour or inclination. The module presented in [17] enables this estimation through the fusion of the data from the MARG system and the deformation of the compliant structure that houses the sensors. The determination of a surface contour or inclination is a static task where the compliant structure is essential to reduce the constraint of the approach angle of an end-effector performing an exploration.

The realization of the multimodal module capable of performing static and dynamic tasks was possible thanks to its bioinspired approach and the appreciation of the importance of the coordination between the vestibular system and tactile/motor systems in humans. This aspect has not been explored in the literature and is essential to describe changes in the topology of the human skin even when it is supported by sometimes thick compliant layers of muscles and fat.

This thesis does not claim for the module developed to be a substitute for vision-based approaches or actuators with passive adjustable compliance or controllable stiffness.
for robotic applications. The module is thought to be an addition to such systems serving as an interface between the envelope of robots and their surroundings.

6.1 Contributions

Aiming at complementing the success of the application of tactile arrays in static tasks, this thesis start exploring how MEMs MARG systems can be used in a dynamic tactile profile classification task. The same sensors and a MEMs barometer were then embedded in a soft fingertip and tested for both dynamic grating characterization and for the previous classification task. The fingertip has the same hardness as the human skin and flesh, and the region of contact is intended to emulate the intersection of receptive fields from the mechanoreceptors present in the human skin. The grating characterization followed the same conditions as most works in the literature; it slides the fingertip over the grating patterns with constant linear velocity and orientation. The profile classification task, on the other hand, unlike similar publications, did not constrain the velocity, acceleration or orientation of the fingertip; it followed a prerecorded trajectory repeated to bring the fingertip into contact with the different profiles.

The fingertip presented in Chapter 4 is capable of achieving the same performance as other tactile sensors in the grating characterization task with sensors embedded in a compliant structure and can be used in a profile classification task. The fingertip, however, does not present a straightforward and robust manner to approximate the geometry a surface to be probed using only data from the robot and fingertip itself.

Approximating the geometry of surfaces from tactile data extracted in static probing actions is essential for dynamic tasks where robots may plan and perform motions with sensors or tools being kept in a specific orientation and velocity from the surface.

The sensing module presented in Chapter 5, attempts to use the same sensors from the fingertip proposed in Chapter 4 to enable the robotic systems carrying the module
to estimate the pressure and orientation of sensors in a different compliant structure with the support for a tactile array. The new compliant structure does not invalidate the applications presented in Chapter 4; the module can be used for dynamic tasks if slid tilted related to a surface subject to the movement. The compliant structure in the final design emulates the Pacinian corpuscle receptive field as it covers a large area and encompasses the receptive fields of the other mechanoreceptors. It guides forces applied on the surface of the module to the pressure sensor deep in the structure. The data of the shallow sensors, namely the MARG system, is fused using a complementary filter to deliver a quaternion representing the orientation of the module's when deformed due to contact.

The second part of Chapter 5, section 5.10, demonstrates the importance of including the orientation of a sensing device in the solution for the tactile inversion problem when approximating the geometry of a surface. The data on the position of the end-effector, namely the pressure and the pitch of the module, are used to approximate the geometry of a surface using linear and cubic interpolations as well as Bézier curves. The data points considered for the approximation were collected in a static manner with the pitch of the end-effector kept around zero degrees. Keeping the end-effector pitch around zero is possible due to the module’s compliant structure that enables the flexibilization of constraints related to the orientation of end-effectors or other parts carrying the module, i.e., the orientation of these parts does not have to be kept normal to external surfaces when probing them. The results show that for a reduced number of probing points approximations using linear and cubic interpolations collapse while Bezier curves using control points determined by the intersection of two neighboring vectors tangent to the surface and calculated from the pitch of the module still resemble the surface.

The main contributions of this thesis are in the conception, design, and implementation of the bioinspired tactile sensing module, the discrimination of the sensors and their
placement, and the proposal of a compliant structure to tackle the tactile inversion problem and to decrease the constraints on end-effectors exploring unknown surfaces through the adaptability of the module to inclinations and contours of objects, as well as the surface approximation using Bézier curves with control points calculated based on the orientation of the shallow sensors present in the module. More specifically:

1) The development of a general-purpose tactile sensing module capable of measuring forces, vibrations, and deformations due to contact, following recommendations from the principal surveys of the field [5], [9], and adding bioinspired concepts analogous to the mechanoreceptors and receptive fields of the human skin. The design also takes into account the compliance of the flesh supporting the skin, without disregarding the advances in the tactile sensing field when it comes to rigid planar force sensitive arrays;

2) The tactile sensing module presented in this thesis incorporates elements from all three modalities [93]: single-point, tactile arrays, and large area sensors. It makes use of a deep pressure sensor that can act as a single-point contact sensor in case of a failure of the other sensors. In particular, it considers the integration of a tactile array on the top of the compliant structure and several modules can be interconnected to cover a large area;

3) The demonstration of how the multimodality of sensors in the module can be used to characterize surfaces in dynamic tasks matching the performance of other noncompliant sensors present in the literature and classifying tactile profiles using the data of the several sensors (angular velocities, acceleration, magnetic and pressure) as input to a system using principal component analysis and a multilayer feedforward neural network;

4) The module capability of performing static touch tasks on unknown surfaces tackling the tactile inversion problem through the placement of sensors in a
compliant structure that guides deforming forces from its surface to the deep pressure sensor while keeping track of the deformation of the structure using the shallow sensors data fused in a quaternion using a complementary filter;

5) Demonstrate how a robot carrying a sensing module on its end-effector can approach a surface without significant orientation changes to its end-effector and estimate the surface orientation around the contact point in one probing action, i.e., the flexibilization of orientation constraints of end-effectors or other robotic parts carrying the modules to make contact with surfaces of unknown objects;

6) The approximation of the contour of a surface using Bézier curves using the De Casteljau's algorithm with intermediate control points determined based on the intersection of tangent vectors calculated from the pitch estimated by the sensing module and the demonstration that such approximation is more robust with respect to the number of contact points considered when compared to the cubic and linear interpolations.

This research also led to a number of publications, including three journal papers [15]–[17], four conference papers [13], [14], [18], [283], and received the IEEE Award (2016) and 1st place award in the category Electrical and Computer Engineering (2016) at the Engineering and Computer Science and Graduate Poster Competition held at the University of Ottawa.

6.2 Future Work

The artificial skin module presented in this thesis bridges the gap between traditional planar tactile sensing arrays supported by rigid assemblies and compliant sensing setups. This is achieved with an engineered structure that guides forces from the surface of the module to a deep pressure sensor while estimating the orientation of its shallow sensors.
Many opportunities remain open both in terms of applications, as well as in the integration of skin modules in robots. One of the efforts being carried out in the BioIn Robotics Lab at the University of Ottawa is the miniaturization of the module. Smaller modules could be embedded in robot areas used to acquire fine surface details, for example robot fingers and hands. Larger modules could be used to cover limbs and the torso of robots.

Embedding hundreds of modules in a robot envelope to compose its skin will rise issues regarding the network of modules, and its mechanics and bandwidth. Such networks may solve their bandwidth implementing a parallel and distributed attention model in which the data of modules covering a robot part used to perform a task or stimulated by the environment is given priority of transmission and analysis while the data of dormant parts is suppressed. To implement such functionality, local processing units would have to be added to each module or small set of modules to evaluate if the data collected by the respective modules represents stimuli worth passing to higher level computational nodes. These local processing units would also be responsible to estimate the orientation of the modules and their health.

Networks of modules would also be a fertile field for the application of deep learning techniques specially in dynamic tasks with everyday objects due to the amount of data that arises from these setups.

Another direction in which the use of the module can be expanded is in the development of integrated dynamic and static exploration strategies. In this case, a robot carrying the module would estimate the inclination of small parts of surfaces and with this information dynamically explore these parts sweeping the module at different orientations to collect vibrations with several contact parameters without using data from cameras.

The miniaturization and networking of modules proposed in this thesis will make a robotic skin suitable to in-hand manipulation tasks such as the classification of objects
and estimation of their poses. These operations could be achieved taking advantage from both from the raw sensor data as well as tactile cloud points generated from the position and orientation of the module.
References


2, pp. 140–151, 1993.


