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Abstract

Meandering rivers provide fresh water and important aquatic ecosystem services, yet at the same time induce flood and erosion hazards. In the face of ongoing development pressure and changing climate, growing concern for meandering rivers has increased the demand to model accurately the flow and predict the sediment transport in a meandering river channel. Calibration and validation of these models based on comparable field-based data, as opposed to laboratory-scale experimental data, may decrease uncertainty and improve understanding of complex flow structures in natural meandering rivers. In this thesis, spatially intensive field data are utilized to develop appropriate calibration and validation methods for 3D meandering river models. Validated models are then applied to the study of morphodynamic processes and the influence of channel change on fish habitat availability in meandering rivers.

This study presents a novel methodology for use of three-dimensional (3D) velocity for improved calibration of a 3D hydro-morphodynamic model. A natural tortuously meandering river was simulated using the Delft3D hydrodynamic model. A spatially intensive acoustic Doppler current profiler (ADCP) survey was conducted throughout the study river, providing fully 3D distributed velocities for model calibration. For accurate and realistic comparison of the fully 3D predicted and measured velocities, an algorithm was developed to match the location of each ADCP bin with 3D model grid points. The results suggest that different calibration approaches can result in different calibration parameterizations whose simulated results can differ significantly. It is shown that the model which was calibrated based on the proposed 3D calibration approach had the best model performance. Depending upon the nature and objectives of the numerical modelling exercise, the results demonstrate the importance of model calibration with spatially intensive field data.

Given the importance of pressure gradients in driving secondary flow, it is worth studying how the modelled flow structures in a natural river bend can be impacted by the assumption of hydrodynamic pressure. Accordingly, the performance of hydrostatic versus non-hydrostatic pressure assumption in the Delft3D hydrodynamic modelling of a tortuously meandering river was studied. An Acoustic Doppler Velocimeter (ADV) was employed to measure the 3D flow field at a section in a sharp bend of the simulated
river at two different flow stages. The field-based ADV data were employed to validate the simulated hydrodynamic models. The results indicate the surprisingly superior performance of the hydrostatic over non-hydrostatic Delft3D modelling of the secondary flow. It was determined that the non-hydrostatic routine employed in Delft3D was not mass conservative, which diminished model accuracy.

Despite several decades of intensive study of the morphological changes in meandering rivers, less attention has been paid to confined meanders. This thesis includes a study of the meandering behavior of a semi-alluvial cohesive bed river over a 10-year period. We employed a paired sub-reach study approach, wherein one sub-reach is freely meandering and the second adjacent sub-reach is confined by a railway embankment. Channel migration and morphological changes of the channel banks along each of these sub-reaches were analyzed by comparing the historical aerial photography, light detection and ranging (LIDAR) data, bathymetric data obtained from a total station survey, and field examination.

Moreover, two different spatially intensive ADCP surveys were conducted in the study area to find the linkage between the hydrodynamics and morphological changes in the two different sub-reaches. The unconfined sub-reach displayed a typical channel migration pattern with deposition on the inner bank and erosion on the outer bank of the meander bend. On the other hand, the confined sub-reach showed greater bank instabilities than the unconfined sub-reach. In the confined sub-reach, an irregular meandering pattern occurred by the evolution of a concave-bank bench, which was caused by reverse flow eddies. The results of this study could shed light on the potential impacts of channel confinement on bank retreat and river migration in comparable case studies.

It is reasonable to expect that hydro-morphodynamic processes in rivers can affect fish habitat availability and quality, but the impact of river morphological changes on fish habitat is not well studied. Herein, we investigate the impact of morphological development of a cohesive meandering creek on the quality of fish habitat available for juvenile yellow perch (*Perca flavescens*) and white sucker (*Catostomus commersonii*). A 3D morphodynamic model was first developed to simulate the hydro-morphodynamics of the study creek over a 1-year period. Total station topographic surveys were
conducted to provide bathymetric change data for calibration of the morphodynamic module. Successful calibration efforts indicated that the developed model could be reasonably employed to predict the hydro-morphodynamics of the study creek.

Two fish sampling surveys were carried out at the beginning and the end of the study period to determine habitat utilization of each fish species in the study reach. ANOVA multiple comparison tests indicate that morphological development of the river was a significant factor for the habitat utilization of juvenile yellow perch, whereas juvenile white sucker habitat utilization was not significantly impacted by the changes in the creek morphology. It is shown that flow depth, depth-averaged velocity, and suspended sediment transport also significantly influenced presence of the juvenile yellow perch at the 5% significant level. As for the juvenile white sucker, the only significant factor was the depth-averaged velocity.

The results of the developed 3D hydro-morphodynamic model were fed into a fish habitat model. Comparison of the predicted fish habitat map of the juvenile yellow perch with the results of fish sampling surveys confirms that the habitat quality was better predicted when the impact of morphological changes was taken into account in the fish habitat modelling. The results of the proposed methodology could provide some insights into the impact of sediment transport processes on the fish community. This has important implications for effective river management.
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CHAPTER 1

Introduction

1.1 Background

Due to distinctive characteristics of meandering rivers, they have attracted river engineers’ attention over the past decades. Although river meandering is a well-known subject with a long literature history, some ambiguities still exist in the source and initiation of the meandering pattern and its migration. The growing concern for meandering rivers has increased the demand to accurately model the flow and predict the sediment transport in a meandering alluvial channel. Accordingly, researchers have been trying to address present problems in river engineering by deriving methods and developing models to comprehend better these complex processes. Numerical models are powerful tools to conceptualize the natural hydro-morphodynamic processes in rivers.

Fluvial hydrodynamics and resulting morphological changes in river channels have been studied for many years (e.g. Jansen et al., 1979; Yalin and da Silva, 2001; Garcia 2008; Li and Millar, 2011). During the last few decades, numerical modelling of flow has been applied extensively as a useful tool in solving river engineering problems. Three-dimensional (3D) models may offer the opportunity to provide a more comprehensive description of the hydro-morphodynamics than 2D models. The hydro-morphodynamic processes in a meandering river bend are impacted by helical secondary flows (Thomson, 1876; Blanckaert and deVriend, 2003). Consequently, 3D models are likely more capable to reproduce 3D river hydro-morphodynamics processes compared to 1D and 2D models (Lane at el., 1999; Rodriguez et al., 2004; Kasvi et al., 2015a).

To make accurate predictions of flow characteristics and morphological changes, it is essential to evaluate properly the model performance by comparison to measurements. Given that the aim of the 3D modelling is to capture the complexities of three-dimensional flow, more extensive and expensive data are needed for calibration of such
models (van Rijn, 1989). Despite all the numerical methods that have been utilized to predict field-scale hydro-morphodynamic processes, less attention has been paid to calibrate and validate these models with 3D velocity collected in natural rivers in the field. In particular, the complexity of flow in natural meandering rivers demands that careful attention is paid to 3D model calibration for reliable prediction of the full 3D flow field. Validation of these models based on comparable field-based data may improve understanding of complex flow structures in natural meandering rivers and decrease the uncertainty associated with validation of meandering river numerical models with laboratory-scale experimental data. Nevertheless, the calibration process is disputable and still suffers from some inadequacies (Van De Wiel et al., 2011).

The dynamic interaction of hydro-morphodynamic processes and the aquatic environment defines a river’s ecological characteristics (Poff and Zimmerman, 2010). Rivers provide essential habitat for aquatic organisms (Brodeur et al., 2004; Pasternack et al., 2004; Wheaton et al., 2010). To ensure improved aquatic ecosystem conditions, it is important to know how fish populations respond to ecological changes and how different fish species are linked to their habitats (Portt et al., 2006). River hydro-morphodynamics influence the quality of habitat for fish and other aquatic species (Brodeur et al., 2004; Pasternack et al., 2004; Wheaton et al., 2010). For example, suspended sediment transport can influence the water temperature and dissolved oxygen levels and consequently can lead to aquatic organism biological impacts (Kjelland et al., 2015).

It is important to study morphological changes of a river and the corresponding sediment loads to manage and preserve fish populations (Sullivan and Watzin, 2010). Numerical simulation of fish habitat is often performed to provide insight for effective river management and environmental impact assessment (Tash and Litvaitis, 2007). Several fish habitat models have been developed which can be employed to preserve an aquatic habitat or declining species (de Kerckhove et al. 2008). Nevertheless, few studies considered river morphodynamic processes in the fish habitat modelling (Kerle et al., 2002; Baptist et al., 2002; Hauer et al., 2007).

In the following sections, each of the topics introduced above will be discussed in more detail by reviewing the relevant literature.
1.1.1 Meandering Rivers

Due to the unique characteristics of meandering rivers, they have long attracted people’s attention. In the distant past, Leonardo da Vinci, for the first time, illustrated meanders of the Santerno River in Italy (Ghinassi et al., 2016). The word “meander” was first used by the ancient Greeks who named a curving river in west central Turkey, Maiandros. The Latin meaender finally came to refer to any curving river (Güneralp et al., 2012). Meandering rivers also became politically important since their shifting locations played an important role in defining the countries’ borders. Over the past few centuries, river scientists and engineers have paid careful attention to the movement, development, and decay of river meanders (e.g., Thomson, 1876; Einstein, 1926; Bridge and Jarvis, 1976; Thompson, 1986; Ikeda and Parker 1989; Demuren, 1993; Blanckaert and de Vriend, 2003; Piégay et al., 2005; Lanzoni and Seminara, 2006; Krapesch et al., 2009; Blanckaert, 2011; Demers et al., 2011; Kasvi et al., 2015a,b; Choné and Biron, 2016).

Meandering rivers have been shown to have intricate hyrdo-morphological behavior. The flow in a river bend is generally more complex compared to a straight part of a reach. The flow in a river bend is a 3D phenomenon and has a component normal to the section-averaged flow direction. This transverse velocity component is typically called secondary flow, which is a result of two opposing forces acting on water flow in a bend. An outward centrifugal force leads to super-elevation of the water surface on the outer bank, and thus an inward pressure gradient (Blanckaert and De Vriend, 2004). Near the water surface, where the velocity is higher than the average cross-sectional velocity, the centrifugal force exceeds the transverse pressure gradient and thus, the flow is driven outward. On the contrary, near the bed where the velocity is small compared to the mean velocity, the dominant pressure gradient force drives the flow towards the inner bend (Robert, 2003). Over the past few decades, several attempts have been made by river researchers to measure this induced secondary circulation (Bridge and Jarvis, 1976; Bathurst et al., 1979; Thompson, 1986; Ferguson et al., 2003; Rodriguez et al., 2004). The secondary currents can impact the velocity distribution, boundary shear stress and consequently sediment transport, mixing throughout the water column, lateral bed slope, and shape of the channel topography (Blanckaert and de Vriend,
Although river meandering is a well-known topic with a long literature history, some ambiguities still exist in the initiation of the meandering pattern, its migration, and the impact of confining medium on the hydro-morphodynamics of the meandering rivers.

1.1.2 Hydro-morphodynamic modelling

Numerical modelling of natural meandering rivers has always been a challenge. During the last few decades, numerical modelling of flow has been applied extensively as a useful tool in solving river engineering problems. Using computational methods, numerical models solve sets of non-linear differential equations describing hydro-morphodynamics of river channels. Depending on the conditions of a problem, diverse numerical modelling methods may be employed. 2D models are very common tools for hydro-morphodynamic simulation. However, since most of these models are not able to account for the vertical flow field structure and thus, secondary flow, they are not reliable in sharp meandering rivers unless semi-empirical sub-models are used to model the generated secondary flow (Blanckaert and de Vriend, 2003).

Since an induced secondary flow is a dominant phenomenon in meandering rivers (Blanckaert and de Vriend, 2003; Wilson et al., 2003), it is critical to develop a model that is capable of reproducing the flow circulations in natural meandering rivers. The complex nature of the flow in curved channels generally requires a 3D simulation (Lane et al., 1999; Rodriguez et al., 2004; Kasvi et al., 2013a). 3D hydrodynamic modelling in meandering open-channels has been established since the late 1970s (Zeng et al., 2008) and due to the advancement in computer technology, 3D models are now widely applied in flow and sediment transport modeling (e.g. Shimizu et al., 1990; Olsen and Stokseth, 1995; Sinha et al., 1998; Lane et al., 1999; Wu et al., 2000; Koçyigit et al., 2002; Zeng et al., 2005; Khosronejad et al., 2007; Ruther and Olsen 2007; Zeng et al., 2008; Van Sabben, 2010; Sinha et al., 2012; Kamel et al., 2014; Vermeulen et al., 2015).

Shimizu et al. (1990) developed a 3D hydrodynamic model to simulate a meandering channel assuming hydrostatic pressure. They simplified their full 3D model in which they assumed that the vertical distribution of the longitudinal velocity is logarithmic. Predicted results were compared with the experiments and the calculated results from a 2D
model. It was indicated that the 3D model more precisely reproduced the flow field than the 2D model. Lane et al. (1999) investigated the predictive capability of a 3D versus a 2D model. The 3D model was based on the fully RANS (Reynolds-averaged Navier–Stokes) equations, and they used a finite volume approach for the governing equations discretization. They compared the simulated results with a measured data set collected from a natural river channel confluence. They suggested that a 3D model has better predictive capability compared to a 2D model, particularly when the 2D model does not account for the effect of secondary flow.

Ferguson et al. (2003) studied the flow separation at the inner banks in meander bends. They found that the spatial variability of the flow properties was less predicted by the 3D model compared to the real field measurements. They suggested that CFD models can adequately be used in the simulation of the flow separation in bends. Rodriguez et al. (2004) compared the results of a depth-averaged model with a secondary flow correction and a 3D numerical model with the measured velocity data of a meandering reach. They used STREMR, which is a depth-averaged 2D model, and FLOW-3D, which solves the fully 3D RANS equations. Their study showed that the 2D model could simulate the main flow features; however, modelling complicated flow structures, such as recirculation zones, requires 3D models. Kasvi et al. (2013a) illustrated that despite the employment of a secondary flow correction in their 2D model using SMS TUFLOW software, the 2D model did not predict the fluvial characteristics corresponding to the creation of the scroll bar at the inner bank of a low-sinuosity meander bend. Kasvi et al. (2015a) compared 2D versus hydrostatic 3D models generated with Delft3D. They found that the 3D model was deemed superior due to its ability to predict vertical and near-bed flows.

Studies of river morphological behavior are crucial for understanding river condition and the associated quality and availability of aquatic habitat. However, morphodynamic processes have been recognized as one of the least understood natural phenomena (Wu, 2007). This makes it difficult to predict the long-term consequences of river manipulations. Consequently, several morphodynamic models have been developed over the past decades in an attempt to improve understanding of river morphodynamics. Moreover, there has always been a challenge for an appropriate choice of the
morphodynamic model depending on the condition and complexity of the study area (Papanicolaou et al., 2008). The state-of-the-art of morphodynamic modelling typically involves 2D modelling (Pinto et al., 2012). However, direction and magnitude of the bed shear stress, which has a significant influence on the sediment transport, may not be accurately estimated from a 2D model (Lesser et al., 2001). This could be the case for meandering rivers, where we have dominant secondary flow structures. On the other hand, due to the complex nature of cohesive sediments, prediction of the erosion and sedimentation of the cohesive bed river is rather a challenge (Haralampides and Rodriguez, 2006; Peixoto et al., 2017). Secondary flow occurrence would increase the sidewall shear stress in the cohesive river banks (Papanicolaou et al., 2007).

3D hydrodynamic models can be further divided to hydrostatic and non-hydrostatic models. Due to the lower computation cost, hydrostatic models are widely used in natural field-scale flows (Zhang et al., 2014). 3D hydrostatic models can generally be described as accurate models in water engineering where the vertical velocity is comparatively small (Casulli and Stelling, 1998). However, there are some cases where the vertical acceleration, and thus non-hydrostatic pressure, cannot be neglected. Such cases include topography with abrupt changes, short waves, intensive density gradient, and strong vertical circulation (Deltares, 2014). 3D non-hydrostatic hydrodynamic models have recently become computationally possible due to the advancement of technology and have been employed in curved open channels (e.g., Demuren, 1993; Sinha et al., 1998; Wilson et al., 2003; Khosronejad et al., 2007; Leupi and Altinakar, 2005; Rüther and Olsen, 2007; Zeng et al., 2008; Vermeulen et al., 2015).

1.1.3 Evaluation of model performance with field measurements

Numerical models should have the capability to model natural rivers considering their dynamics and variability. To make accurate predictions of flow characteristics and morphological changes, it is essential to calibrate the model properly. Calibration of a hydrodynamic model is commonly done by adjusting the model inputs such that model outputs match available measured data (Papanicolaou et al., 2010). Nevertheless, the calibration process is disputable and still suffers from some inadequacies (Van De Wiel et al., 2011). Accordingly, a 3D hydrodynamic model of a meandering river could still
have drawbacks in quantitative prediction of hydraulic variables if its performance has not been properly evaluated (Kasvi et al., 2015a).

Previous studies that used field measurements for evaluation of the model were shown to have problems with quantitative estimation of hydraulic variables (Dargahi, 2004; Rodriguez et al., 2004; Nicholas et al., 2012). Furthermore, expensive data are required for calibration of a 3D model to acquire reliable and realistic predictions from these models (van Rijn, 1989). Some of the traditional calibration attempts involve reproducing the flow depth; however, a calibrated model that correctly simulates the observed water elevation can not necessarily reproduce the 3D flow field (Wagner and Mueller, 2002). Accordingly, comprehensive field work should be conducted to apprehend the intricacies of a 3D flow field (Mashriqui, 2003). In particular, the complexity of flow in natural meandering rivers demands that careful attention is paid to 3D model calibration for reliable prediction of the full 3D flow field.

To calibrate the model reliably, it is important to have accurate measurements of the flow field. Traditional methods to measure flow velocity in rivers, such as propeller meters, provide sparse data (Stone and Hotchkiss, 2007). The Acoustic Doppler Velocimeter (ADV) is a broadly used hydro-acoustic instrument which facilitates numerical model calibration and validation (e.g. Lohrmann et al. 1994; Sontek 1997; Afzalimehr and Rennie 2009; Rennie and Hay 2010; Sukhodolov 2012, Jamieson et al. 2013). An ADV functions based on the principle of Doppler shift to measure turbulent velocity at a point. The ADV measurement technique and use in rivers are well described in the literature (Lohrmann et al., 1994; Sontek, 1997; Lane et al., 1999; Afzalimehr and Rennie, 2009; Rennie and Hay, 2010; Sukhodolov, 2012; Jamieson et al., 2013). More recently, acoustic Doppler current profilers (ADCPs) have been extensively applied to estimate the mean flow velocity field (Abad et al., 2004; Garcia et al., 2007; Vermeulen et al., 2011). These instruments can provide spatially dense velocity fields (e.g., Rennie and Millar 2004, Rennie and Church 2010, Jamieson et al. 2011, Venditti et al. 2014). The ADCP measures vertical profiles of velocity vectors and can calculate discharge based on a traverse of the channel section. Flow velocities are calculated according to the reference frame of the ADCP. If the instrument is mounted
on a moving boat, a boat velocity correction should be applied to attain the flow velocity in earth coordinates.

Wagner and Mueller (2002) calibrated and validated a 2D model using ADCP velocity data collected at different cross-sections. Viscardi et al. (2006) conducted 3D ADCP velocity measurements to analyze the flow pattern in cross-sections spaced every 100 m in a river bend. They compared the results based on 3D-RANS simulations using the SSIIM model with the velocity field obtained from the ADCP. Williams et al. (2013) calibrated their developed 2D model using spatial observations of depth and depth-averaged velocity obtained with an ADCP. They showed that proper calibration is critical for accurate prediction of lateral variations in depth-averaged velocity; calibration based only on water level and depth was inadequate. They subsequently employed spatially continuous ADCP data to find linkage between morphodynamic and hydrodynamic processes (Williams et al., 2015). Kasvi et al. (2015b) evaluated the model performance with measured ADCP and multi-temporal mobile laser scanning data. The authors suggested improving the calibration and validation data to determine the reasons for the mismatch between simulations and measurements.

1.1.4 Delft3D numerical modelling

The present study employs Delft3D to simulate hydro-morphodynamic processes in cohesive meandering rivers. Delft3D is a widely used hydro-morphodynamic open source code which is developed by Deltares and has a broad range of applications in river studies (e.g. Van Maren, 2007, Rinaldi et al., 2008; Sloff, 2010, Moerman, 2011; Spruyt et al., 2011; Williams et al., 2013; Schuurman et al., 2013; Staines and Carrivick, 2015; Kasvi et al., 2015a,b; Javernick et al., 2016; Williams et al., 2016; Singh et al., 2017; Su et al., 2017; Mohammed, 2017).

This code includes different components interacting individually or in combination with other modules over a mutual interface (Deltares, 2014). Delft3D is capable of modelling 2D or 3D hydro-morphodynamics over a rectilinear or a curvilinear grid. The Delft3D hydrodynamic model solves 3D Navier–Stokes equations for incompressible
flow under Boussinesq assumptions. The partial differential equations include 3D flow continuity and momentum equations:

$$\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0$$  \hfill (1-1)

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} = -g \frac{\partial \eta}{\partial x} + \nu_h \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) + \frac{\partial}{\partial z} \left( \nu_v \frac{\partial u}{\partial z} \right)$$  \hfill (1-2)

$$\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z} = -g \frac{\partial \eta}{\partial y} + \nu_h \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) + \frac{\partial}{\partial z} \left( \nu_v \frac{\partial v}{\partial z} \right)$$  \hfill (1-3)

The vertical momentum equation is reduced to the hydrostatic pressure assumption for cases where the gravity is much higher than the vertical acceleration:

$$\frac{\partial p}{\partial z} = -\rho g$$  \hfill (1-4)

where \( h \) is the water depth, \( \eta \) is the water surface elevation, \( u \) and \( v \) are the depth averaged velocities in \( x \) and \( y \) directions, respectively, and \( u, v \) and \( w \) represent velocity components; \( g \) is the gravitational acceleration; \( t \) is the time; \( \nu_h \) and \( \nu_v \) are, respectively, horizontal and vertical kinematic eddy viscosity coefficients. Various options are available for turbulence closure modelling, including the two equation \( k - \varepsilon \) model.

The morphodynamic module of Delft3D is capable of simulating the sediment transport of suspended load and bedload for non-cohesive sediments and suspended load for cohesive sediments. The morphological module of Delft3D has been validated by Lesser et al. (2004). Delft3D morphodynamic modelling incorporates feedback of updated bathymetry to the hydrodynamic flow calculation, thus, hydrodynamic modelling can be carried out by employing the correct bathymetry. The 3D advection-diffusion equation (mass-balance) is solved for calculation of suspended sediment transport:

$$\frac{\partial c}{\partial t} + \frac{\partial uc}{\partial x} + \frac{\partial vc}{\partial y} + \frac{\partial (w-w_s)c}{\partial z} = \frac{\partial}{\partial x} \left( D_x \frac{\partial c}{\partial x} \right) + \frac{\partial}{\partial y} \left( D_y \frac{\partial c}{\partial y} \right) + \frac{\partial}{\partial z} \left( D_z \frac{\partial c}{\partial z} \right)$$  \hfill (1-5)

where \( c \) is mass concentration of the sediment (kg/m\(^3\)), \( D_x, D_y, \) and \( D_z \) are sediment eddy diffusivities (m\(^2\)/s), and \( w_s \) is sediment settling velocity (m/s). Eddy diffusivities and local flow velocities are calculated according to hydrodynamic model results. Various standard sediment transport formulations can be used for non-cohesive bedload sediment transport. As for the cohesive sediment transport, erosion flux or deposition flux is computed based on the Partheniades-Krone formulations (Partheniades, 1965).
The Delft3D 3D model can be further divided to hydrostatic and non-hydrostatic modules.

Despite the growing concern of the 3D morphodynamic modelling, few studies conducted Delft3D 3D morphodynamic modelling in meandering rivers. The Kleinhans group (Kleinhans et al., 2008; Schuurman et al., 2013; Schuurman and Kleinhans, 2015) have employed Delft3D to create 3D models to predict morphodynamics of meandering and braided rivers; however, their studies have focused on bifurcation dynamics with non-cohesive sediments. Kasvi et al., (2015a) studied the sensitivity and functionality of 2D and 3D hydro-morphodynamic Delft3D models. However, their results were limited to short-term (one flood event) morphodynamic processes. Moreover, their results focused on a sandy bed river bend.

1.1.5 River morphodynamics and fish habitat

Dynamic interaction of the hydro-morphodynamic processes and the aquatic environment define a river’s ecological characteristics (Poff and Zimmerman, 2010). For an enhanced aquatic ecosystems conditions, one needs to know how the fish inhabitants react to the ecological changes and how different fish species are related to their habitats (Portt et al., 2006). River hydro-morphodynamics influence the quality of habitat for fish and other aquatic species. Suspended sediment transport can influence the water temperature and dissolved oxygen levels and consequentially can lead to the aquatic organism biological impacts (Kjelland et al., 2015). It is important to study the river’s morphological changes and the corresponding sediment load to manage and preserve fish populations (Sullivan and Watzin, 2010).

One way of obtaining information about the fish populations in rivers is to conduct a fish sampling survey. Electrofishing is among the widely used methods for fish sampling surveys (e.g. Sharber and Sharber Black, 1999; Rosenberger and Dunham, 2005; Temple and Pearsons, 2007). The method uses an electromagnetic field, generated by two electrodes, to attract and stun the fish before they are caught. This method is relatively harmless to fish (Temple and Pearsons, 2007). To further predict the impact of river ecological changes on the riverine fish and consequently the ecosystem, several
Fish habitat models have been developed. Such models have been employed to preserve an aquatic habitat or declining species (Tash and Litvaitis, 2007; De Kerckhove et al., 2008). Habitat modeling has been effectively employed since the 1980s (Mouton et al., 2007). Fish habitat models can quantify a river’s ecological condition and can be used to investigate the impact of different restoration plans (Tash and Litvaitis, 2007; De Kerckhove et al., 2008). Over the past few decades, different metrics of habitat quality and flow complexity have been developed (see de Kerckhove et al. 2008).

One of the most widely used methods is habitat suitability index (HSI) modelling, which quantifies the quality of habitat to support particular species at different life stages (Bovee, 1986; Hardy, 1998; Fukuda, 2009; Conallin et al., 2010). The habitat suitability index varies from 0 (the most unsuitable condition) to 1 (optimal condition) for a given species in a study area. HSI is broadly used to assess the ability of a habitat to support a particular species. Typically, a suitability curve is developed for each relevant habitat parameter (e.g., depth, velocity, substrate, etc.). Mathematical combinations of curves for these various habitat parameters, such as geometric or arithmetic means, can produce an overall suitability index ranging from 0 (unsuitable) to 1 (optimal). Despite the fact that several fish habitat models have been developed over the past few decades, few studies have considered river morphological changes in the fish habitat modelling.

Kerle et al., (2002) indicated that long-term morphodynamic changes in the man-made secondary channels in the river Rhine could significantly affect the habitat availability. Similarly, Baptist et al., (2002) indicated that fish habitat quality, in the secondary channel developments of the river Rhine, was impacted by the morphological changes. They used a 2D version of Delft3D to model the hydro-morphodynamics. The outputs of the model were then fed into a fuzzy habitat model, Casimir. However, in this study, a fish sampling survey was not conducted, and therefore, the fish habitat model could not be validated. Accordingly, the correlation between the morphodynamic changes and the availability of the fish habitat was not studied.

Hauer et al., (2007) showed that instability of riffles would negatively affect the nase (Chondrostoma nasus) reproduction at the Austrian lowland Sulm River. Accordingly,
they suggested that morphological studies should be considered in the river restoration projects. Hauer et al., (2008) studied how juvenile nase could be impacted by the morphodynamic processes in the same river. They combined the results of 1D and 2D hydrodynamic models with the fish habitat model. Sedimentation and erosion of the study river were obtained by terrestrial surveys within three years. They also conducted an electrofishing survey to study how the juvenile nase react to the morphological changes. The results of this study confirmed the reduction in the fish habitat suitability by the channel morphological changes; however, no morphodynamic simulation was employed. Moreover, the correlation of the sedimentation and erosion with the available fish habitat was not studied.

Escobar-Arias and Pasternack (2010) evaluated in-stream ecological functionality based on the shear stress dynamics. However, calculated bed shear stress from the hydrodynamic numerical model may not be a good representative of the intricate dynamics of the sediment process and the impact of bed level changes on the hydraulics. Noack (2012) used the CASiMiR habitat model to simulate the suitability for reproduction of gravel-spawning fish. This study used a 3D morphodynamic model to account for the morphodynamic processes and considered the impact of bed level changes on the hydraulics. However, their habitat model was mainly based on the water depth, flow velocity as well as the dominant substrate, and the dynamic sedimentation and erosion processes were not correlated to the fish habitat.

1.2 Significance, objectives and novel contributions

3D modelling of meandering rivers still has challenges for accurate quantitative prediction of the flow hydro-morphodynamics. Models are sensitive to user-defined input parameters, and proper calibration of these parameters is essential. The review of the present state-of-the-art in the calibration of a 3D hydro-morphodynamic model revealed that relatively little attention has been paid to proper calibration of a 3D numerical model. Conventional calibration methods have mostly been based on adjusting the model inputs to match the measured data at discrete locations in the study reach (Papanicolaou, 2010). These methods do not account for the spatial distribution of the
3D flow field. Meanwhile, calibration attempts that use depth-averaged velocities could suffer from some inaccuracies (Kasvi et al., 2015a).

This study presents a novel methodology for use of 3D velocity data obtained with an ADCP for improved calibration of a 3D hydrodynamic model. 3D calibration with intensive velocity measurements leads to a model specifically parameterized to predict the 3D flow field. Using field observations of fully distributed 3D velocities throughout a natural river provides an opportunity for 3D model calibration that accounts for the variability and dynamics of the complex flow field in a meandering river. Moreover, it provides a detailed comparison between field measurements and simulated 3D model results throughout the model domain. The proposed calibration approach can advance model prediction of 3D flow complexity, and subsequently, enhances the potential for estimation of river processes such as channel morphodynamics and contaminant mixing.

Despite all attempts in numerical modelling of flow in rivers, less attention has been paid to validate such models for sharply curved bends using field data (Rodriguez et al., 2004; Kasvi et al., 2015a; Vermeulen et al., 2015). There are challenges in 3D hydrodynamic modelling of natural meandering rivers with complex bathymetry. Irregularity of the geometry and velocity distribution in natural rivers makes their flow structure more complex compared to laboratory experiments (Ferguson et al., 2003). The state of the art of the 3D hydrodynamic models revealed that these models have rarely been validated with the 3D velocity collected from the real field-based data of the natural rivers (Rodriguez et al., 2004). Validation of these models based on comparable field-based data may improve understanding of complex flow structures in natural meandering rivers and could help to develop a model which best replicates the dynamics of natural meandering rivers. Moreover, given the importance of pressure gradients in driving secondary circulation, it is worth investigating if hydrodynamic pressure can influence secondary circulation. Due to the higher computational cost of non-hydrostatic modelling, it is important to know whether a 3D hydrostatic model can be adequate for simulation of the flow structures in a natural river bend.

Delft3D-Flow is one of the most widely used hydro-morphodynamic models for river flow simulation (e.g. Williams et al., 2013; Javernick et al., 2016; Kasvi et al., 2015a,b).
However, it is still not clear to what extent one can rely on the results of a Delft3D hydrostatic model of a natural meandering river. To the best of our knowledge, the effect of hydrodynamic pressure assumption in Delft3D modelling of the secondary flow has still not been studied. This study aims to assess the performance of the hydrostatic versus non-hydrostatic hydrodynamic modelling of secondary flow in a tortuously meandering river using the Delft3D-Flow model. Performance of both models is assessed by comparing their results with velocity data collected in a sharp meander bend of a natural meandering river using an ADV.

There are still some uncertainties on the source and initiation of the meandering pattern and its migration. Particularly, the morphology and dynamics of confined meandering rivers are relatively poorly studied. The present study examined the migration behavior of two adjacent sub-reaches of a meandering creek to study the impact of confining medium on the river’s hydro-morphodynamics. Both of these sub-reaches are meandering channels with cohesive bed and banks, but one is confined by a railway embankment. Given the prevalence of confined meandering rivers, enhancing the understanding of their behavior in the landscape is of essential and practical importance for sustainable river management.

The ecological condition of a river system, to a great extent, depends on its physical habitat (Maddock, 1999). Most morphodynamic-fish habitat studies have focused on the bed sediment grain size and distribution rather than the pattern and location of erosion and sedimentation. The long-term impacts of sediment transport on the aquatic species are still not well understood and more studies are needed to alleviate the potential effects of the sediment transport on the fish community (Kjelland et al., 2015). Accordingly, it is of practical and essential importance to identify and protect the fish which are sensitive to channel sedimentation and its associated sediment loads (Sullivan and Watzin, 2010).

The present study, for the first time, studies the correlation between a river’s morphological development and the fish community. First, a 3D hydro-morphodynamic Delft3D model is developed for a natural cohesive meandering river. Total station topographic surveys were conducted to provide bathymetric change data for the morphodynamic module calibration. Spatially intensive ADCP surveys were also
conducted in the study area to yield data for the hydrodynamic module calibration. The 3D hydro-morphodynamic model was then calibrated based on the proposed 3D calibration approach and was run for a one-year period to assess how the fish habitat quality changed over this period. We performed two fish sampling surveys during the study to find correlation between the availability and utilization of physical fish habitat and the location of the erosion-sedimentation of the study creek. The results of the 3D hydro-morphodynamic model were then employed to develop a fish habitat model of juvenile yellow perch. It is proposed that the methodology and the parameters employed herein could be useful in similar case studies.

In summary, the present thesis will include the following novel contributions:

I. To propose a new methodology for use of 3D ADCP velocity data for improved calibration of a 3D hydrodynamic model.

II. To assess the performance of the hydrostatic versus non-hydrostatic hydrodynamic modelling of secondary flow in a tortuously meandering river using the Delft3D-Flow model.

III. To study the influence of meander confinement on hydro-morphodynamics of a cohesive meandering channel.

IV. To develop a long term 3D simulation of a natural cohesive meandering river and to find the impact of the river's morphological development on the fish habitat quality. This will involve development of a fish habitat model that specifically considers sediment erosion and deposition processes.

1.3 Thesis outline

The main outcomes of the present thesis are three published and one ready to submit journal papers:


The papers above form Chapters 2-5 of this thesis. The thesis is thus structured as follows. Chapter 2 is in line with the first objective of this thesis. This section proposes a novel methodology for an improved calibration of a 3D numerical model. Fully spatially distributed 3D ADCP velocity data were employed for calibration of a 3D hydrodynamic model in an attempt to alleviate the existing uncertainties of the calibration procedure. The results of different calibration approaches were compared to show the importance of choosing a proper calibration method based on the requirements of a problem. A natural tortuously meandering river was first simulated using the 3D hydrodynamic model. Total station survey was conducted to collect the bathymetric data of the study area. Spatially intensive ADCP surveying was conducted in the studied meandering channel to provide comprehensive field measurements for model calibration. To accurately and realistically compare the fully 3D predicted and measured velocities, a Matlab code was developed to match the location of each ADCP bin with 3D model grid points. The results of the proposed methodology were then analyzed.

It is shown that a properly calibrated 3D hydrodynamic model can better simulate the complex 3D flow field in a natural meandering river. The results suggest that different calibration approaches result in different calibration parameterizations whose simulated results can differ significantly from one another. This elucidates the importance of model calibration with comparable field data based on the nature and objectives of the numerical model. This process improves model prediction of 3D flow complexity, which
in turn enhances subsequent use of the model for estimation of river processes such as channel morphodynamics and contaminant mixing. The outcomes of this chapter are published in the Journal of Hydraulic Engineering (paper I).

Chapter 3 is in accordance to the second objective of the thesis. This section aims to assess the performance of the hydrostatic versus non-hydrostatic pressure assumption in 3D hydrodynamic modelling of a secondary flow using the Delft3D model. A 3D hydrodynamic model of a natural meandering river was developed. An ADV was employed to measure the 3D flow field in a sharp bend of the simulated meandering river during two different flow scenarios. The field-based ADV data were then employed to validate the simulated hydrodynamic models. To evaluate the performance of each model, different error statistics were calculated.

The results of this chapter illustrate the superior performance of the hydrostatic over nonhydrostatic 3D modelling of the secondary flow using Delft3D. Several possible reasons for the unfavorable performance of the nonhydrostatic version of Delft3D were discussed. Considering the uncertainties that may arise in both modelling and field measurements, the 3D hydrostatic Delft3D model is shown to be capable of reasonably predicting the river bend flow structures in the studied meandering creek. The results of this study are published in the River Research and Applications journal (paper II).

Chapter 4 is in line with the third goal of this thesis. This chapter is a study of the hydro-morphodynamics of two adjacent sub-reaches of a meandering creek, located in the City of Ottawa, Canada. Both of these sub-reaches are meandering channels with cohesive bed and banks, but one is confined by a railway embankment while the other sub-reach is freely meandering. Channel migration and morphological changes of the channel banks along each of these sub-reaches are analyzed by comparing the historical aerial photography (2004, 2014), light detection and ranging (LIDAR) data (2006), bathymetric data obtained from a total station survey (2014), and field examination. Two different spatially intensive ADCP surveys were conducted in the study area to find the linkage between the hydrodynamics and morphological changes in the two different sub-reaches.

The results of this chapter reveal that the unconfined sub-reach tends to have a typical channel migration pattern with deposition on the inner bank and erosion on the
outer bank of the meander bend. In the confined sub-reach, an irregular meandering pattern occurred by the evolution of a concave-bank bench, which is caused by reverse flow eddies. The sinuosity of the confined sub-reach decreased in the 10-year study period. The results of this study demonstrate the physical mechanisms by which meander confinement can change the meandering pattern and hydro-morphological characteristics of a cohesive bed creek. The results of this study led to a publication in the Water journal (paper III).

Chapter 5 is in line with the fourth objective of the present thesis. The impact on fish habitat quality due to channel morphodynamics in a cohesive meandering creek was studied. Specifically, the impact of morphological development of a cohesive meandering creek on the quality of fish habitat available for juvenile yellow perch and white sucker was examined. A 3D morphodynamic model was first developed to simulate the hydro-morphodynamics of the study creek over a 1-year period. Two total station topographic surveys were conducted to provide bathymetric changes needed for the morphodynamic module calibration. Spatially intensive ADCP survey was conducted to come up with the data for the hydrodynamic module calibration. Two fish sampling surveys were carried out to determine the habitat utilization of each fish species in the study reach. The model predictions of morphodynamic changes (erosion and deposition) were incorporated into a fish habitat availability assessment at the end of the study period.

The results of ANOVA multiple comparison tests indicate that morphological development of the river was a significant factor ($\alpha < 0.05$) for the habitat utilization of juvenile yellow perch, whereas juvenile white sucker habitat utilization was not significantly impacted by the changes in the creek morphology. It is shown that juvenile yellow perch mostly utilized habitat where deposition occurred whereas they avoided areas of erosion. Flow depth, depth-averaged velocity and suspended sediment transport also significantly influenced presence of the juvenile yellow perch at the 5% significant level. As for the juvenile white sucker, the only significant habitat variable was the depth-averaged velocity. The results of the developed 3D hydro-morphodynamic model were then fed into the fish habitat model. Comparison of the predicted fish habitat map of the juvenile yellow perch with the results of fish sampling
surveys shows that the habitat quality is better predicted when the impact of morphological changes is taken into an account in the fish habitat modelling. The results of this study and the proposed methodology could provide some insights into the impact of sediment transport processes on the fish community. This has important implications for effective river management. The author conducted the morphodynamic and fish habitat modelling as well as the data analysis and ADCP surveying. This study is first authored by Parsapour-Moghaddam. This work has been submitted to a peer-reviewed journal (paper IV).

Finally, chapter. 6 summarizes the main conclusions of the present thesis followed by recommendations for future studies.

Other outcomes of this research not included in this thesis are:


CHAPTER 2

Calibration of a 3D Hydrodynamic Meandering River Model Using Fully Spatially Distributed 3D ADCP Velocity Data

Abstract

This study employs fully spatially distributed three-dimensional (3D) velocity data for improved calibration of a 3D hydrodynamic model. Conventional calibration methods do not account for the spatial distribution of the fully 3D flow field. This study compares the results of the proposed calibration approach with those available in the literature to show how choosing different calibration methods can change the model predictive capability. The proposed calibration approach can advance model prediction of 3D flow complexity, and subsequently, enhances the potential for estimation of river processes such as channel morphodynamics and contaminant mixing. To test the proposed methodology, a tortuously natural meandering river is simulated using the Delft3D hydrodynamic model. Spatially intensive acoustic Doppler current profiler (ADCP) velocity data collected throughout the river model domain provide fully 3D distributed velocities for model calibration. For accurate and realistic comparison of the fully 3D predicted and measured velocities, an algorithm is developed to match the location of each ADCP bin with 3D model grid points. The results of this study demonstrate that the fully 3D calibration method leads to a different calibrated model parameterization than that obtained from conventional calibration approaches. T-test analysis illustrates that, with or without implementation of the Horizontal Large Eddy Simulation (HLES) model option, the model results are sensitive to the user input background horizontal eddy viscosity, confirming the importance of an appropriate calibration of the developed 3D model. Results of different calibration approaches are validated using 3D velocity data.

collected at a bend section in the river using an Acoustic Doppler Velocimeter (ADV). It is shown that the proposed 3D calibration approach results in the best model performance. The results of this study suggest that the proposed methodology can provide a better calibration potential for simulation of natural meandering rivers with complex geometry.

**Keyword:** 3D Hydrodynamic modelling; Delft3D; 3D calibration; ADCP; ADV; natural meandering river

### 2.1 Introduction

#### 2.1.1 Numerical modelling

Fluvial hydrodynamics and resulting morphological changes in river channels have been studied for many years (e.g. Jansen et al. 1979; Yalin and da Silva 2001; Garcia 2008; Li and Millar, 2011). During the last few decades, numerical modelling of flow has been applied extensively as a useful tool in solving river engineering problems. Numerical models are powerful tools to simulate river processes. Using computational methods, numerical models solve sets of non-linear differential equations describing hydro-morphodynamics of river channels. Particularly for smaller space-time domains, 3D models are now widely applied in flow and sediment transport modeling (e.g. Shimizu et al. 1990; Olsen and Stokseth 1995; Sinha et al. 1998; Lane et al. 1999; Wu et al., 2000; Koçyigit et al. 2002; Zeng et al. 2005; Khosronejad et al. 2007; Ruther and Olsen 2007; Zeng et al., 2008; Van Sabben, 2010; Sinha et al., 2012; Kamel et al. 2014; Parsapour-Moghaddam and Rennie 2014). Depending on the conditions of a problem, diverse numerical modelling methods may be employed.

The Delft3D package is an extensively used 3D hydro-morphodynamic open source code which is developed by Deltares and can be utilized in a broad range of applications. (e.g. Hosseini and Coonrod, 2011; Trouw et al., 2012; Williams et al., 2013, Canestrelli et al., 2014; Schuurman and Kleinhans, 2015, Javernick et al., 2016; Kail et al., 2015, Kasvi et al., 2015). Several studies have applied numerical models to meandering rivers. The complex nature of the flow in curved channels generally
requires a 3D simulation (Lane et al., 1999; Rodriguez, 2004; Kasvi et al., 2013a). However, 3D hydrodynamic modelling of meandering rivers could still have drawbacks in quantitative approximations of hydraulic variables (Kasvi et al., 2015a). In the present study, Delft3D is employed to develop a 3D hydrodynamic numerical model of a natural tortuously meandering river. The results of the developed model are evaluated against fully spatially distributed 3D ADCP velocity data.

2.1.2 Model calibration with field measurements

Numerical models should have the capability to model natural rivers considering their dynamics and variability. To make accurate predictions of flow characteristics and morphological changes, it is essential to calibrate the model properly. Calibration of a hydrodynamic model is commonly done by adjusting the model inputs such that model outputs match available measured data (Papanicolaou et al., 2010). Nevertheless, the calibration process is disputable and still suffers from some inadequacies (Van De Wiel et al., 2011). Previous studies that used field measurements for evaluation of the model were shown to have problems with quantitative estimation of hydraulic variables (Dargahi, 2004; Rodriguez et al., 2004; Nicholas et al., 2012). Furthermore, expensive data are required for calibration of a 3D model to acquire reliable and realistic predictions from these models (van Rijn, 1989). Some of the traditional calibration attempts involve reproducing the flow depth; however, a calibrated model that correctly simulates the observed water elevation can not necessarily produce the 3D flow field (Wagner and Mueller, 2002). Accordingly, comprehensive field work should be conducted to apprehend the intricacies of a 3D flow field (Mashriqui, 2003). In particular, the complexity of flow in natural meandering rivers demands that careful attention is paid to 3D model calibration for reliable prediction of the full 3D flow field.

To calibrate the model reliably, it is important to have accurate measurements of the flow field. Traditional methods to measure flow velocity in rivers, such as propeller meters, provide sparse data (Stone and Hotchkiss, 2007). More recently, acoustic Doppler current profilers (ADCP) have been extensively applied to estimate the mean water velocity field (Abad et al., 2004; Garcia et al., 2007; Vermeulen et al., 2011;
Vermeulen et al., 2014, Vermeulen et al., 2015). These instruments can provide spatially dense velocity fields (e.g., Rennie and Millar, 2004; Rennie and Church, 2010; Jamieson et al., 2011; Venditti et al., 2014), which facilitate numerical model calibration and validation. For example, Alvarez et al. (2016) recently validated a Detached Eddy Simulation model of canyon flow using cross-sectional ADCP velocity data.

Wagner and Mueller (2002) calibrated and validated a 2D model using ADCP velocity data collected at different cross sections. Viscardi et al. (2006) conducted 3D ADCP velocity measurements to analyze the flow pattern in cross-sections spaced every 100 m in a river bend. They compared the results based on 3D-RANS (Reynolds averaged Navier Stokes) simulations using the SSIM model with the velocity field obtained from the ADCP. Williams et al. (2013) calibrated their developed 2D model using spatial observations of depth and depth-averaged velocity obtained with an ADCP. They showed that proper calibration is critical for accurate prediction of lateral variations in depth-averaged velocity; calibration based only on water level and depth would not be adequate. They subsequently employed spatially continuous ADCP data to find linkage between morphodynamic and hydrodynamic processes (Williams et al. 2015).

Parsapour-Moghaddam and Rennie (2015) utilized depth-averaged velocity obtained from an intensive spatial ADCP survey to calibrate a 3D morphodynamic model. They concluded that the developed validated model can be utilized for improved approximation of boundary shear stress and sediment processes. Kasvi et al. (2015a) made a sensitivity analysis of 2D and 3D models in a natural meandering river. They evaluated the model performance with measured ADCP and multi-temporal mobile laser scanning data. They showed that both 2D and 3D models could agreeably simulate depth-averaged velocity; however, there was a significant difference between the predicted and measured near-bed flow. The authors suggested improving the calibration and validation data to determine the reasons of the mismatch between simulations and measurements.

The present state-of-the-art in calibration of a 3D hydrodynamic model revealed that relatively little attention has been paid to proper calibration of a 3D numerical model. Conventional calibration methods mostly used available data measured at a few
sections. On the other hand, 3D modelling of meandering rivers still has challenges for accurate quantitative prediction of the flow hydrodynamics. Models are sensitive to user-defined input parameters, and proper calibration of these parameters is essential. This study proposes a novel methodology for calibration of a 3D numerical model. We compare the results of different calibration approaches to show the importance of choosing a proper calibration method based on the requirements of a problem. In the present study, we employ fully spatially distributed 3D ADCP velocity data for calibration of a 3D hydrodynamic model in an attempt to alleviate the existing uncertainties of the calibration procedure.

2.1.3 Objectives, novelty and structure

The objective of this study is to present a methodology for use of 3D ADCP velocity data for improved calibration of 3D hydrodynamic models. We also intend to demonstrate that a properly calibrated 3D hydrodynamic model can better simulate the complex 3D flow field in a natural meandering river. To the best of our knowledge, fully spatially distributed 3D ADCP velocity data have not previously been used for calibration of a 3D hydrodynamic model. We compare the results of the proposed calibration approach with conventional methods, available in the literature, to show how employing different calibration methods could change the model predictive capability. Model calibration with fully spatially distributed 3D distributed velocity data provides detailed comparison between field measurements and simulated 3D model results throughout the model domain. The calibration process provides the opportunity for improved estimates of spatially varying calibration parameters such as Manning roughness and background horizontal eddy viscosity, both of which may vary significantly throughout a river domain with complex geometry. This process improves model prediction of 3D flow complexity, which in turn enhances subsequent use of the model for estimation of river processes such as channel morphodynamics and contaminant mixing.

In this study, we focus on model calibration of the 3D hydrodynamics. To this end, a natural tortuously meandering river is first simulated using the 3D hydrodynamic model.
The study area is depicted in Section 2.2, followed by detailed description of the numerical model in Section 2.3.1. Spatially intensive ADCP surveying was conducted in the studied meandering channel to provide comprehensive field measurements for model calibration. The methods employed for field measurements are explained in Section 2.3.2. Finally, a Matlab code was developed for statistical comparison of the predicted and measured 3D velocity fields (Section 2.3.3), which allows for improved model calibration and validation (Section 2.4). We conclude with a discussion (Section 2.5) and conclusion (Section 2.6).

2.2 Study area

This study aims to simulate hydrodynamic characteristics of Stillwater Creek, a tortuously meandering clay-bed river in the City of Ottawa, Canada. Figure 2.1 illustrates the study site location. The length of the studied area is 190 m, with a slope of 0.0026 and an average width of 8 m. Close to the upstream of the creek (~ 434858 m, 5020570 m), there is a culvert under a farm road ford, which was an attempt to engineer off-channel habitat for the native cool water fish community. However, due to the misalignment of the culvert, it led to excessive erosion and exacerbated tortuous meandering in the downstream end of the reach. Since construction of the culvert and ford, the sinuosity of the channel has increased from about 2.2 to 2.8 (Parsapour-Moghaddam and Rennie, 2014). A numerical model of the reach was developed to facilitate management of the river to optimize habitat for the fish community.

2.3 Research methodology

In this section the 3D numerical model, the field measurements, and the proposed calibration procedure are described.
Figure 2.1. (a) Location of the study area in Canada [adopted from https://www12.statcan.gc.ca], (b) Studied reach located in the drainage network of the Ottawa area; Stillwater Creek drains northward to Ottawa River [adopted from http://data.ottawa.ca/en/dataset/rivers], (c) ADCP surveying in the area of study looking downstream toward the end of the reach, (d) The location of the culvert, flow from South (bottom) to North (top)

2.3.1 Numerical modelling

The Delft3D modelling package (Delft-Flow version 4.01.01) was used for 3D hydrodynamic simulation of a natural meandering river. Delft3D is an open source code developed by Deltares. This code consists of different modules that can be employed independently or in combination with other modules (Deltares, 2014). Delft-Flow simulates multi-dimensional (2D or 3D) hydro-morphodynamic processes on a rectilinear or a curvilinear grid. The standard 3D hydrostatic formulation of Delft3D was employed. It solves non-linear 3D shallow water equations based on 3D Navier-Stokes equations under Boussinesq assumptions for incompressible flow. The 3D shallow water equations include flow continuity and 3D momentum equations in the two horizontal directions. No vertical momentum equation is employed, and hydrostatic pressure is assumed. Vertical velocity is thus determined from flow continuity. The effects of non-hydrostatic pressure in sharp bends and scour locations have been
previously studied (Vermeulen et al., 2015; Li and Zheng, 2016). The authors are currently studying hydrostatic versus non-hydrostatic hydrodynamic modelling of secondary flow in strongly meandering rivers using Delft3D. Further details on numerical aspects of Delft3D can be found in Lesser et al. (2004) and Deltares (2014).

The model domain covered the study area previously described in Section 2.2 (Figure 2.2). Total Station survey was conducted to collect the topography and bathymetric data (Figure 2.3a). To account for simulation of overbank flow, areas adjacent to the river and above the existing culvert were also included in the domain. A curvilinear grid was then built with an average grid resolution of 0.5 m and a time step of 0.0025 s to meet the stability condition. The mesh was refined until reasonable results were obtained, and finer grids were employed in the areas with higher velocity gradient (grid resolution ~ 0.25 m). Figures 2.2a and 2.2b show the generated mesh over the study area and orthogonality of the grid as an indication of mesh quality. Figure 2.2c illustrates the initial flow depth in the study reach.

A sigma coordinate grid was used indicating that regardless of the local water depth, the number of active layers was constant (Deltares, 2014). To resolve the logarithmic velocity profile throughout the water column, smaller layer thickness was used near the bed; that is, from the river bed to the water surface layer thicknesses (percentages of water depth) were as follows: 2, 3, 4, 6, 8, 10, 12, 15, 20, 20 %. Moreover, to simulate flow through the culvert in the reach, the culvert module of Delft3D was employed. Based on the ADCP measurements, a downstream water level of 61 m and an upstream discharge of 0.85 m³/s were specified as the boundary conditions of the reach. The 3D k–ε turbulence closure model, based on the eddy viscosity concept of Kolmogorov and Prandtl, was employed to account for the effect of 3D turbulent motions. In Delft3D-Flow, eddy viscosity is assumed to be anisotropic; i.e., the horizontal eddy viscosity is much larger than the vertical eddy viscosity. Delft3D calculates the vertical eddy viscosity (νₜ) based on the following equation:

\[ νₜ = ν_{mol} + \max(ν₃D, ν_{back}) \] (2-1)

In the above equation, νₜ is kinematic viscosity of water and ν₃D is calculated based on the 3D-turbulence closure model. The parameter νₜ is the background or
“ambient” vertical eddy viscosity, which is a user-defined value, and accounts for all types of unresolved mixing. Horizontal eddy viscosity ($\nu_H$) is calculated based on the below equation:

$$\nu_H = \nu_v + \nu_{H \text{back}} + \nu_{SGS}$$

Where $\nu_v$ accounts for the 3D turbulence. The parameter $\nu_{H \text{back}}$ is a background horizontal eddy viscosity, which is a user-defined input file associated with the horizontal turbulence that is not resolved by the Reynolds-averaged shallow-water equations. The parameter $\nu_{SGS}$ is referred to as the sub-grid scale (SGS) turbulence which is not resolved by the horizontal grid. Delft3D-Flow uses horizontal large eddy simulation (HLES) for simulation of the larger scale horizontal turbulence. The corresponding $\nu_{SGS}$ is then calculated via a SGS-turbulence model (Deltares, 2014).

As will be shown, the value set for the background horizontal eddy viscosity can impact the results significantly both in cases where HLES was employed or when it was turned off. Consequently, calibration of the background horizontal eddy viscosity ($\nu_{H \text{back}}$) is the primary focus of this study. We will illustrate the importance of a proper calibration of a 3D hydrodynamic model of a meandering river using Delft3D.
Figure 2.2. (a) Computational mesh (b) Orthogonality of the generated grids (c) Initial water depth in the study area; note that the first two digits of the UTM East (X) and North (Y) coordinates are removed from the plot. The black line shows the cross section used for the results validation (Figure 2.9).

2.3.2 **Intensive field survey**

In this study, fully spatially distributed 3D velocity data were acquired by intensive spatial ADCP survey of Stillwater Creek on 16 April 2014 (Figure 2.3b). An ADCP is a hydroacoustic instrument that measures the 3D flow velocities using the Doppler effect of backscattered sound waves within the vertical water column. Flow velocities are calculated according to the reference frame of the ADCP. If the instrument is mounted on a moving boat, a boat velocity correction should be applied to attain the flow velocity in earth coordinates (Simpson, 2001). An ADCP deployed on a moving boat can be appropriately utilized to determine the 3D flow field and bathymetric data (e.g., Rennie and Church, 2010; Jamieson et al. 2011; Muste et al., 2012; Venditti et al., 2014; Williams et al. 2015). Further detailed information on ADCP theory is available in

![Figure 2.3](image)

**Figure 2.3. (a) Total station surveyed points (b) Track of ADCP survey on the study reach. Background image is taken from the Google Earth.**

In this study, a Sontek M9 River Surveyor ADCP was mounted on an Ocean Sciences trimaran riverboat. The compass was calibrated *in situ*. The M9 River Surveyor used 1 Hz sampling frequency. Average flow depth was 0.7 m and ADCP average vertical resolution (bin size) was 0.026 m. The trimaran was manipulated with ropes by two operators standing at each side of the river, who moved the boat downstream in a zigzag pattern in closely spaced transects (0.25 m to 1 m spacing). It is worth noting that due to the presence of a log jam during our survey that could not being removed, we were not able to survey a portion of the neck of the largest meander (Figure 2.3b). Furthermore, ADCP data were collected in greater density in the downstream bend because we were particularly interested in good calibration in this location. Post processing of the measured data was done using in-house Matlab codes.
(Rennie and Church, 2010). The intensively surveyed 3D flow velocities were then employed for calibration of the 3D hydrodynamic model of a strongly meandering channel.

2.3.3 Model calibration

To study whether different calibration approaches yield diverse calibration parameters, we calibrated the developed 3D model based on three different approaches. At first, we calibrated the 3D model based on a typical calibration approach in which the available data in a few sections would be employed (e.g., Parsons et al., 2013; Vermeulen et al., 2014; Vermeulen et al., 2015). We used the fully 3D velocity flow field which were averaged out in the repeated transects in a riffle and two pool sections of the study area. We refer to this approach as the discrete section calibration approach. It should be noted that in this study, the ADCP measurements were carried out in a spatial zig-zag pattern. Thus, in order to account for the velocity data in the repeated surveyed sections, we considered sections that were close enough (~0.25 cm) to be studied as repeated transects. We used the velocity data of four ADCP transects which were interpolated to the grid employed for data analysis (e.g. Jamieson et al., 2011). Another calibration approach was carried out based on spatial distribution of the depth-averaged velocities (e.g., Williams et al., 2013). This calibration approach exploits a spatial coverage of the study area; however, it considers the depth-averaged velocities as opposed to the fully 3D velocities. Henceforth, we refer to this method as the 2D calibration.

The proposed improved calibration procedure involved comparison of collocated simulated and measured 3D velocities throughout the 3D domain. That is, the simulated 3D velocity components were compared with those obtained by ADCP both spatially and vertically throughout the water column. This approach is referred to the 3D calibration approach. A Matlab code was developed for this purpose. In this code, based on their measurement locations the ADCP single bin 3D velocities are matched to grid points of the 3D numerical model. Co-location is non-trivial, because model grid cells and ADCP velocity bins are non-coincident and vary in size throughout the
domain. The grid cells have variable yet fixed horizontal dimensions, but fluctuate in the vertical dimension based on local depth. Due to SmartPulse on-the-fly changes in measurement mode, the M9 ADCP velocity bins vary in vertical dimension, with larger bin sizes utilized for greater flow depths. Consequently, centres of model grid cells and ADCP velocity bins were matched in the present work. For each grid point in the boundary mesh, all ADCP measured velocity bin locations were searched. If the horizontal distance between the centres of the model grid point and an individual ADCP velocity bin was less than 5 cm, then the coordinates of the matched points were saved. In the next step, the matched points were compared vertically to collocate modelled velocity cells and individual ADCP bin points. Specifically, a measured ADCP bin was matched to a modelled cell if the vertical distance between their centres was less than 1 cm. This procedure was repeated for all grid points in the boundary mesh to yield a data set of matched collocated measured and predicted 3D velocities throughout the domain.

To assess the accuracy of the model after calibration, the following model error statistics were employed:

\[
MAE = \frac{1}{n} \sum_{i} |x_{mod} - x_{obs}| 
\]

\[
MAE_R = \sqrt{MAE_{x}^2 + MAE_{y}^2 + MAE_{z}^2} 
\]

\[
MAE_{H} = \sqrt{MAE_{x}^2 + MAE_{y}^2} 
\]

where \(x_{obs}\) indicates measured velocity at bin \(i\) and \(x_{mod}\) represents simulated velocity at the collocated grid cell, \(MAE\) stands for mean absolute error, \(MAE_R\) is the resultant of \(MAE\) for each velocity component in the \(x\) (east), \(y\) (north), and \(z\) (vertical) directions, and \(MAE_{H}\) is the resultant mean absolute error based on depth-averaged velocity components in the horizontal \(x\) and \(y\) directions.

Background horizontal eddy viscosity (\(\nu_{H}^{back}\)) and Manning roughness (\(n\)) were the model parameters varied to improved model performance. Manning roughness incorporates interactions of the flow with the boundary while horizontal eddy viscosity accounts for internal shear stresses of the fluid caused by flow turbulence.
(Papanicolaou et al., 2010). First, sensitivity analysis and initial calibration on $v_{H}^{back}$ and $n$ were performed to determine which of these two parameters most influenced model results. To this end, the fully 3D calculated error statistic $MAE_R$ was used to compare simulated 3D velocities with collocated 3D ADCP velocities. As will be shown below, the model proved to be more sensitive to the background horizontal eddy viscosity. The model was then calibrated in detail by optimizing $v_{H}^{back}$ to minimize the calculated $MAE_R$, which ensured that the predicted model results best matched the observations.

### 2.4 Results

Figures 2.4 and 2.5, respectively, show the $MAE_R$ velocity error cumulative distribution function (CDF) for each sensitivity analysis model run, varying Manning roughness and background horizontal eddy viscosity within reasonable ranges. To study the effect of the HLES model on the simulation results, we also employed HLES while setting background horizontal eddy viscosity to zero. It should be emphasized these sensitivity analyses were done based on the 3D velocity vectors both spatially and vertically all through the study reach. Comparing Figure 2.4 and 2.5, one can infer that the velocity error distributions vary more significantly with changes in the background horizontal eddy viscosity compared to the Manning roughness. It should be noted that analysis based on a reasonable range of background horizontal eddy viscosity confirmed that the change in the Manning roughness could not significantly affect the velocity error distributions. Moreover, it can be seen that using the HLES model alone cannot necessarily guaranty reliable model predictions (Figure 2.5). This confirms the necessity of an appropriate calibration of the background horizontal eddy viscosity even in the cases where HLES is employed. Based on Figure 2.4, Manning roughness was set to be 0.015 which yielded the lowest CDF velocity error and resulted in the reasonable approximation of the channel roughness based on the flow measurements and channel geometry. Subsequently, background horizontal eddy viscosity was used for further calibration.
Figure 2.4. Cumulative frequency velocity error distributions for roughness sensitivity analysis. The legend shows different values of Manning roughness.

Figure 2.5. Cumulative frequency velocity error distributions for background horizontal eddy viscosity sensitivity analysis. The legend shows different values of background horizontal eddy viscosity.
Figure 2.6. Velocity errors obtained in different calibration approaches; $\text{MAE}_H$ in the 2D calibration and $\text{MAE}_R$ for 3D calibration and discrete section calibration. The legend describes the background horizontal eddy viscosity ($\text{m}^2/\text{s}$) employed for each model run, with values provided in the same order as the bar graphs for each calibration method.

Figure 2.6 shows the results of the different calibration approaches explained in Section 3.3. As can be seen, $\nu_H^{\text{back}} = 1 \text{ m}^2/\text{s}$ was obtained using the discrete section calibration, and 2D calibration led to the HLES model in which $\nu_H^{\text{back}} = 0 \text{ m}^2/\text{s}$. In the cases that HLES model option was not employed, 2D calibration indicated that $\nu_H^{\text{back}} = 0.05 \text{ m}^2/\text{s}$ had the lowest amount of velocity error whereas 3D calibration led to $\nu_H^{\text{back}} = 0.1 \text{ m}^2/\text{s}$ either with or without the HLES model. Thus, it can be seen that different calibration approaches resulted in diverse calibration parameterizations.
Moreover, it can be inferred that the 3D calibration approach is more sensitive to small changes in the background horizontal eddy viscosity.

To study which calibration method can produce more accurate fully 3D flow modelling results, we examined models run employing the values of $\nu_{H}^{back}$ found as optimum using each of the calibration approaches. As explained above, optimum $\nu_{H}^{back}$ values were 0.1 m$^2$/s (3D calibration), 1 m$^2$/s (discrete section calibration), and either 0.05 m$^2$/s or 0 m$^2$/s with HLES (2D calibration). Each model was evaluated using modelled versus measured regression statistics. Regression analyses were done separately on horizontal velocity vector components in the fully spatially distributed 3D velocity flow fields. For each case the estimated best-fit regression equation (modelled versus measured, assuming errors in modelled results), and the inverse relation (measured versus modelled, assuming errors in measured data), are provided in Table 2.1. As can be inferred from Table 2.1, use of $\nu_{H}^{back} = 1$ m$^2$/s, as was suggested by the typical discrete section calibration approach, results in a model that does not perform satisfactorily; i.e, both the slope and inverse slope are much farther from unity than the model runs using the other $\nu_{H}^{back}$ values. We carry forward both the 2D and 3D calibration approaches for further analysis.

Figures 2.7 and 2.8 illustrate the model results with $\nu_{H}^{back} = 0.1$ m$^2$/s, $\nu_{H}^{back} = 0.05$ m$^2$/s and also $\nu_{H}^{back} = 0$ m$^2$/s (HLES model). As can be seen, lower background horizontal eddy viscosity led to higher modelled depth-averaged velocities (Figure 2.7) and bed shear stresses (Figure 2.8). It can be inferred that the choice of model calibration approach heavily influences the simulated results.
Table 2.1. Regression relation parameters of the best fit analysis for results of different calibration approaches. The standard error of each parameter is shown in the parenthesis.

<table>
<thead>
<tr>
<th>$v_{H}^{back}$ (m$^2$/s)</th>
<th>Slope</th>
<th>Intercept</th>
<th>Slope (inverse)</th>
<th>Intercept (inverse)</th>
<th>r square</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLES Model ($v_{H}^{back} = 0$ m$^2$/s)</td>
<td>0.734  (0.011)</td>
<td>-0.015 (0.003)</td>
<td>0.901 (0.014)</td>
<td>0.016 (0.003)</td>
<td>0.669</td>
</tr>
<tr>
<td>vx</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.537  (0.011)</td>
<td>-0.023 (0.003)</td>
<td>1.382 (0.027)</td>
<td>0.018 (0.005)</td>
<td>0.743</td>
</tr>
<tr>
<td>0.05</td>
<td>0.735  (0.011)</td>
<td>-0.012 (0.003)</td>
<td>0.939 (0.014)</td>
<td>0.013 (0.003)</td>
<td>0.691</td>
</tr>
<tr>
<td>0.1</td>
<td>0.718  (0.010)</td>
<td>-0.014 (0.003)</td>
<td>0.994 (0.014)</td>
<td>0.013 (0.003)</td>
<td>0.713</td>
</tr>
<tr>
<td>HLES Model ($v_{H}^{back} = 0$ m$^2$/s)</td>
<td>0.601  (0.013)</td>
<td>0.108 (0.004)</td>
<td>0.836 (0.017)</td>
<td>0.000 (0.006)</td>
<td>0.529</td>
</tr>
<tr>
<td>vy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.390  (0.010)</td>
<td>0.043 (0.003)</td>
<td>1.588 (0.041)</td>
<td>-0.009 (0.008)</td>
<td>0.620</td>
</tr>
<tr>
<td>0.05</td>
<td>0.597  (0.012)</td>
<td>0.088 (0.004)</td>
<td>0.933 (0.018)</td>
<td>0.003 (0.006)</td>
<td>0.557</td>
</tr>
<tr>
<td>0.1</td>
<td>0.562  (0.011)</td>
<td>0.092 (0.004)</td>
<td>1.012 (0.019)</td>
<td>-0.013 (0.006)</td>
<td>0.569</td>
</tr>
</tbody>
</table>
Figure 2.7. Simulated depth-averaged velocity when (a) \( v_{h}^{\text{back}} = 0.1 \, \text{m}^2/\text{s} \) (b) \( v_{h}^{\text{back}} = 0.05 \, \text{m}^2/\text{s} \) (c) \( v_{h}^{\text{back}} = 0 \, \text{m}^2/\text{s} \) with HLES turbulence model. Flow from bottom to top. Note that the first two digits of the X and Y coordinates are removed from the plots. The figures are shown in the same scale.

Figure 2.8. Simulated bed shear stress when (a) \( v_{h}^{\text{back}} = 0.1 \, \text{m}^2/\text{s} \) (b) \( v_{h}^{\text{back}} = 0.05 \, \text{m}^2/\text{s} \) (c) \( v_{h}^{\text{back}} = 0 \, \text{m}^2/\text{s} \) with HLES turbulence model. Flow from bottom to top. Note that the first two digits of the X and Y coordinates are removed from the plots. The figures are shown in the same scale.
To validate the results of the 3D model obtained with the 2D and 3D calibration approaches, we employed an Acoustic Doppler velocimetry (ADV) to measure 3D velocity at one section in the last bend of the studied reach (section location shown in Figure 2.2c). Figure 2.9 compares the measured streamwise velocity (Figure 2.9a) with the simulated values based on horizontal eddy viscosities of $0 \, m^2/s$ (HLES) and $0.05 \, m^2/s$ (both of which obtained from 2D calibration) and $0.1 \, m^2/s$ (based on the proposed 3D calibration). As is shown, the model that was calibrated based on the proposed calibration approach (Figure 2.9b) provided the best match with the ADV measurements. Both models (Figures 2.9c and 2.9d) that were calibrated based on spatial distribution of the depth-averaged velocities (2D calibration) did not perform satisfactorily and the results did not correspond well with the measurements. It is also worth mentioning that local velocity disturbance close to the outer bank (Figure 2.9a) is due to the presence of woody debris in the studied reach which could not be simulated by the model. This velocity disruption may have caused a patch of greater error in the simulated velocity near the outer bank.

We conducted statistical t-test analysis to investigate significant differences between the simulated results obtained with $v_{H}^{back} = 0.1 \, m^2/s$ and $v_{H}^{back} = 0.05 \, m^2/s$, with and without implementation of the HLES model (Table 2.2). The t-test result indicates that the null hypothesis was rejected at the 5% significance level, and 0 other wise. The resulting p-values are also shown in Table 2.2. As is shown, models in which HLES was not implemented were significantly different in depth, streamwise velocity, bed shear stress, turbulent kinetic energy and even vertical eddy viscosity. In addition to these variables, the models in which HLES was employed were significantly different in the depth-averaged streamwise velocity. Figure 2.7a-b shows that even in the absence of the HLES turbulence model, the depth-averaged velocities were completely different at least in the first half of the channel. These observations provide further evidence that, regardless of the implementation of the HLES model, even small changes in the background horizontal eddy viscosity can change the model results, emphasizing the need for appropriate calibration of this sensitive parameter. Moreover, as is shown in Table 2.1, $v_{H}^{back} = 0.1 \, m^2/s$ and $v_{H}^{back} = 0.05 \, m^2/s$ both resulted in quite acceptable
slope regression values; however, as shown in Table 2.2 their results were significantly different.

**Figure 2.9.** (a) Streamwise velocity obtained from ADV measurements and simulated streamwise velocity assuming: (b) $v_{h}^{\text{back}} = 0.1 \text{ m}^2/\text{s}$, (c) $v_{h}^{\text{back}} = 0.05 \text{ m}^2/\text{s}$, (d) $v_{h}^{\text{back}} = 0 \text{ m}^2/\text{s}$ using HLES model. Facing downstream with outer bank shown on right side. The figures are shown in the same scale.
Table 2.2. T-test analysis of the 3D hydrodynamic model using background horizontal eddy viscosity of 0.1 and 0.05 m²/s.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Without HLES</th>
<th>With HLES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ttest</td>
<td>P value</td>
</tr>
<tr>
<td>Depth</td>
<td>1</td>
<td>0.005</td>
</tr>
<tr>
<td>Depth averaged velocity-streamwise</td>
<td>0</td>
<td>0.166</td>
</tr>
<tr>
<td>Depth averaged velocity-crossstream</td>
<td>0</td>
<td>0.744</td>
</tr>
<tr>
<td>Velocity (streamwise velocity)</td>
<td>1</td>
<td>0.006</td>
</tr>
<tr>
<td>Velocity (cross-stream velocity)</td>
<td>0</td>
<td>0.287</td>
</tr>
<tr>
<td>Velocity (vertical velocity)</td>
<td>0</td>
<td>0.825</td>
</tr>
<tr>
<td>Bed shear stress</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Turbulent energy (50% of the depth)</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Vertical eddy viscosity (50% of the depth)</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figures 2.10 illustrates the cumulative frequency distributions of 3D vector error velocity magnitude in different water layers for the calibrated model ($v = 0.1 \text{ m}^2/\text{s}$). The following formulation was used to calculate the 3D vector velocity error magnitude

$$velocity\ error = \sqrt{(vx_{mod} - vx_{obs})^2 + (vy_{mod} - vy_{obs})^2 + (vz_{mod} - vz_{obs})^2} \tag{2-6}$$

where, $vx$, $vy$, $vz$ represent the three velocity components, and $mod$ and $obs$ are indications of the modelled and ADCP measured velocities, respectively. As can be inferred from Figure 2.10, larger errors were observed in the near-bed layer 10. Furthermore, velocity errors were lower in the middle of the flow than near the water surface and the bed. This could be attributed to the greater influence of secondary circulation at the top and bottom that could have affected the measurements. Flow inhomogeneity between the acoustic beams and side-lobe effects could be another possible reason for this.
To examine the significance of vertical layers, velocity component directions and background horizontal eddy viscosity on the model predictions, multiway analysis of variance (ANOVA) was performed. The resulting p-values were 0.0001, ~0, and 0.0496 for vertical layers, velocity component directions, and background horizontal eddy viscosity, respectively, thus all three factors were significant at 95% confidence level.

To investigate the spatial location of the velocity errors compared to the spatial ADCP survey, the locations where higher errors occurred are shown in Figure 2.11. Figure 2.11a specifies the location where the difference between simulated and measured velocity was higher than 0.15 m/s. Figure 2.11b illustrates the individual velocity vectors, with red and blue vectors showing measured and simulated velocity, respectively.
Figure 2.11. Comparison of velocity vectors from the measured 3D ADCP individual bins and the collocated calibrated model cell at all depths throughout the studied reach, interpolated to a planar horizontal surface (a) Calculated error magnitudes (b) Individual collocated simulated and measured velocity vectors. (0,0) is located at (434840.2, 5020559.7).

As is shown, maximum errors occurred mostly near the channel margins, which may have been due to ADCP compass error (Rennie and Church 2010). Large errors were observed at the downstream of the culvert, which could have been due to the local velocity disruption downstream of the culvert. Considering Figure 2.11b, one can note that most of the errors might have been due to the inaccuracies in the ADCP survey data, because in these cases, the direction of the measured velocity does not follow the flow pattern of the reach.

It is worth noting that the proposed calibration methodology provides the opportunity to calibrate the model based on spatial distribution of the background horizontal eddy viscosity. Simulation of rivers with complex geometry necessitates spatial calibration of the numerical model since calibration parameters can change significantly along the reach (Papanicolaou et al., 2010). To account for the turbulence characteristics of the flow through the study reach, the model was also calibrated using spatially distributed
background horizontal eddy viscosity which, based on our sensitivity analysis, is an important parameter for good simulation of the study reach. Several scenarios were examined in which different background horizontal eddy viscosity values were assigned to the main channel, meanders, and banks. It should be noted lower values were given to the areas of lower turbulence. Accordingly, based on 3D calibration, a set of 0.08, 0.1, and 0.12 m²/s (first scenario) was obtained for the main channel, meanders and banks; on the other hand, based on 2D calibration, 0.01, 0.02, and 0.09 m²/s (second scenario) were respectively obtained. It is worth noting that the results of the 2D calibration (either spatially varying or fixed background horizontal eddy viscosity) led to lower $\nu_H^{back}$. Table 2.3 shows the estimated error in both scenarios based on 2D and 3D calibration.

<table>
<thead>
<tr>
<th>Calibration approach</th>
<th>First scenario</th>
<th>Second scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D Calibration</td>
<td>0.176</td>
<td>0.179</td>
</tr>
<tr>
<td>2D Calibration</td>
<td>0.135</td>
<td>0.124</td>
</tr>
</tbody>
</table>

To illustrate the impact of the resulting calibration parameter on the model results, simulated flow depth using spatially distributed $\nu_H^{back}$ based on the 2D and 3D calibration approaches was compared with the measurements (Figure 2.12). It should be noted that the first gap in the measured values corresponds to the location of the culvert and the second gap in the measurements is due to presence of the log-jam.
As can be seen, simulated flow depth based on 3D calibration agrees well with the measurements while there is a discrepancy between the measured flow depth and that obtained from the 2D calibration approach. It can be inferred that the background horizontal eddy viscosity can also impact the predicted flow depth. Moreover, analysis of the depth mean absolute error resulted in 0.096m and 0.12m for the 3D and 2D calibration approaches, respectively. This confirms that the proposed 3D calibration method could better predict the flow depth throughout the reach.

2.5 Discussion

Conventional calibration methods have mostly been based on adjusting the model inputs to match the measured data at discrete locations in the study reach (Papanicolaou, 2010). These methods do not account for the spatial distribution of the 3D flow field. Meanwhile, calibration attempts that use depth-averaged velocities could suffer from some inaccuracies (Kasvi et al., 2015a). The present study employed a spatially intensive 3D velocity flow field for calibration of a 3D hydrodynamic model to alleviate existing uncertainties in the previous calibration methods. The results were
compared with the two other calibration approaches used in the literature; i.e., spatially distributed depth-averaged velocities, and 3D velocities averaged at discrete section locations in the study reach.

Comparison of the measurements with the results of the model calibrated at discrete section locations indicated that the model did not perform satisfactorily (Table 2.1). This is likely because calibration at discrete locations is dependent on how well the flow at these locations represents the flow field throughout the entire reach. However, despite averaging of ADCP data at each discrete section, the calibration data may have still included measurement errors. Further study is needed to assess the degree to which measurement error contributed to the discrepancy between the model and measurements in this calibration approach.

Using the 2D calibration approach the lowest $MAE_H$ was achieved with $v_{H}^{back} = 0 m^2/s$ (with HLES model) or $v_{H}^{back} = 0.05 m^2/s$ (without HLES model), whereas using the proposed 3D calibration approach minimum $MAE_R$ was obtained with $v_{H}^{back} = 0.1 m^2/s$. This suggests the 3D hydrodynamic model required higher dissipation to match observed individual point 3D velocities than to match observed depth-averaged velocities. T-test significance analysis revealed that either with or without the HLES model, the model results were sensitive to small changes in the horizontal eddy viscosity. Validation of the results with ADV data (Figure 2.9) as well as ADCP measured flow depth along the reach (Figure 2.12) and ADCP velocities in different locations (Figure 2.13) confirmed that the model calibration based on the 3D calibration had the best model performance. These results provide a proof of accuracy and applicability of the proposed methodology.

It may be that 2D calibration will lead to a parameterization that yields lower velocity errors for depth-averaged variables, but this does not necessarily mean that it will better reproduce the 3D distribution. This could arise from the fact that 2D calibration deals with depth-averaged data which are sufficiently smoothed to produce lower errors compared to the 3D calibration method, but also because calibration of depth averaged values does not require matching of low near-bed velocities. That is, if a 3D model is
required for hydrodynamic modelling, 2D calibration may lead to a model parameterization that does not accurately simulate the fully 3D flow field.

It was shown that 2D calibration resulted in a lower $v_{H}^{back}$ (i.e. 0 $m^2/s$ when HLES was employed and 0.05 $m^2/s$ without the HLES model). This could possibly be attributed to estimation of the ADCP depth-averaged velocities, which ignored the unmeasured upper part and lowest 6% portion (due to the side lobe error). Assuming a 1/6 power law for the vertical profile of streamwise velocity, if the unmeasured upper part is greater/lower than 18% of the entire velocity profile, calculated depth-averaged velocity based on the measured portion is negatively/ slightly positively biased (Rennie, and Church, 2010). In our case, an upper unmeasured portion of 18% occurred at a depth of 0.66m which was lower than the average depth of the reach; accordingly, estimated ADCP depth-average velocities may have been positively biased. This could affect the calibration results when just depth-averaged values are used for assessment of the model performance. Alternatively, higher velocity gradients with low velocities exist near the channel bed, and thus greater model dissipation is required to match velocities in the near-bed zone. One may suppose that this can be exacerbated by the greater preponderance of matched velocity grid points with ADCP bins near the bed, due to the increased model resolution near the bed. However, the same calibrated parameterization results were found if model resolution was made uniform throughout the vertical.

A remaining outstanding and controversial issue is whether the errors between the measured and simulated values are due to ADCP measurement uncertainty (cf. Rennie and Church 2010; Moore et al. 2016) or the inability of the model to predict such values. To investigate this, vertical distributions of the horizontal velocity at different locations are shown for both ADCP measurements and the simulations (Figure 2.13). These figures demonstrate that while depth-averaged magnitudes may be comparable between measured and simulated values in a given profile, individual ADCP velocity profiles are relatively noisy. Consequently, individual bin errors may mostly be due to the ADCP measurements since such irregular vertical velocity profiles are not expected throughout the water column. Furthermore, the measured ADCP error velocities
averaged 0.02 $m/s$ with a maximum of 0.4 $m/s$, which could indicate the presence of large errors in individual bin velocities.

![Graphs showing horizontal velocity at different locations.](image)

**Figure 2.13.** Horizontal velocity at: (a) $x = 434856.9, y = 5020597.1$ (b) $x = 434858.2, y = 5020637.7$ (c) $x = 434859.2, y = 5020653.5$.

Different sources can be recognized for the occurrence of these measurement errors such as compass error (particularly at turning points near channel edges), ADCP uncertainties, and GPS errors (Rennie and Church 2010). At the same time, model errors can occur due to process simplification, uncertainty of boundary conditions, and inaccuracies of the surveyed bathymetry data. Local velocity disturbances caused by wood, vegetation or log jam which cannot be captured by the model could be another cause of these errors. Thus, it is likely that discrepancies between measured and predicted values arise from both measurement and model errors. Another possible reason for discrepancies between the simulations and the measurements is how turbulence is modelled. It might be of an interest that a better agreement was obtained in the model which background horizontal eddy viscosity was calibrated compared to the model in which HLES was employed and background horizontal eddy viscosity was set to zero.
In the regression analyses we employed fully spatially distributed 3D velocity vector which can cause relatively high scatter of measurement and simulations. Regression assumes that errors occur in the dependent (ordinate) variable. Consequently, errors in the measured ADCP data can impose some uncertainty for modeled versus measured regression estimation. If errors were dominated by ADCP measurement uncertainty, then it is reasonable to suggest that the inverse slope would be a more reliable parameter for evaluation of model performance. Based on the 3D calibration approach, the inverse slope when $\nu_{\text{back}} = 0.1 \text{ m}^2 / \text{s}$ was almost one, which illustrates the capability of the model to produce comparatively accurate results. Low values of regression parameters uncertainties indicated that these analyses would be reliable. Lastly, while errors may have been dominated by ADCP uncertainty, these errors are random, and it can still be said that the fully spatially distributed 3D velocity data provided by an ADCP spatial survey provide the best available data for calibration of a fully 3D model.

2.6 Conclusion

The current state-of-the art in calibration of a 3D hydrodynamic model revealed that relatively little attention has been paid to properly calibrate a 3D numerical model. This study proposed a novel methodology for an improved calibration of a 3D hydrodynamic model. Using field observations of fully distributed 3D velocities throughout a natural river provides opportunity for 3D model calibration that accounts for the variability and dynamics of the complex flow field in meandering rivers. Conventional calibration methods, if they have employed velocity data at all, have been mostly based on the data in one or few sections of the study area; however, these methods do not account for the spatial distribution of the 3D flow field. 3D calibration with fully spatially distributed 3D velocity measurements leads to a model specifically parameterized to predict the 3D flow field. Furthermore, it allows for spatially distributed calibration parameters to better represent physical and turbulent characteristics of the flow. This could be particularly beneficial in natural meandering rivers where 3D flow features are required or in cases where, due to the complex geometry, spatial varying values should be used for model calibration.
This study compared the results of the proposed calibration approach with the typical calibration methods to show how choosing different calibration methods could change the model predictive capability. In the proposed methodology, a 3D hydrodynamic model was first developed to simulate the flow characteristics in a tortuously natural meandering river. Spatially intensive ADCP surveying was conducted in the natural meandering creek to attain fully 3D distributed velocities. These observations were then employed for 3D calibration of the developed model. To accurately and realistically compare the fully 3D predicted and measured velocities, a Matlab code was developed to match the location of each ADCP bin with 3D model grid points.

The results suggested that different calibration approaches resulted in a different calibration parameter whose simulated results could significantly differ from one another. Results of different calibration approaches were validated using an ADV. It was shown that the model which was calibrated based on the proposed 3D calibration approach had the best model performance. We studied the performance of a 3D RAN model using Delft3D with and without inclusion of a HLES model. The results confirmed that either with or without the HLES model, the calibration of background horizontal eddy viscosity plays an important role in the model performance.

The vertical distribution of the velocity error was also examined. Assessment of the cumulative distribution functions of the velocity error in each vertical water layer indicated that errors were greatest near the bed and at the water surface and least in the intermediate layers. This was likely due to greater influence of secondary circulation at the top and bottom of the water column that might have introduced some errors during the ADCP measurements. Another possible reason for this could be flow inhomogeneity between the acoustic beams and side-lobe effects. Spatial comparison of the measured and simulated fully 3D distributed flow velocity revealed that the maximum error mostly occurred near the edges of the reach and downstream of the culvert.

The results of the present study elucidated the importance of model calibration with comparable field data based on the nature and objectives of the numerical model. These results suggest that fully 3D calibration is desired to develop a model that best
reproduces the fully 3D velocity distribution. Considering the fact that computational cost of the proposed calibration approach could be fairly similar to any other calibration methods, it could provide a better calibration potential for simulation of natural meandering rivers. Further study is needed to investigate how many transects need to be surveyed to get the same results as the proposed calibration approach, if spatial distribution of the fully 3D velocities were not available.
CHAPTER 3

Hydrostatic Versus Non-Hydrostatic Hydrodynamic Modelling of Secondary Flow in a Tortuously Meandering River: Application of Delft3D²

Abstract

Given the importance of pressure gradients in driving secondary flow, it is worth studying how the modelled flow structures in a natural river bend can be impacted by the assumption of hydrodynamic pressure. The performance of hydrostatic versus non-hydrostatic pressure assumption in the three-dimensional (3D) hydrodynamic modelling of a tortuously meandering river is studied. Both hydrostatic and non-hydrostatic numerical models were developed using Delft3D-Flow to predict the 3D flow field in a reach of Stillwater Creek, in Ottawa, Canada. An Acoustic Doppler Velocimeter (ADV) was employed to measure the 3D flow field at a section in a sharp bend of the simulated river at two different flow stages. The results of the Delft3D hydrostatic model agreed well with the ADV measurements: the hydrostatic model predicted reasonably accurately both the streamwise velocity distribution across the section and the magnitude and location of the primary secondary flow cell. The results of the Delft3D non-hydrostatic approximation showed that the model was not conservative and could not accurately generate either the secondary flow or the streamwise velocity distribution. This study illustrated the superior performance of the hydrostatic over non-hydrostatic 3D modelling of the secondary flow using Delft3D. Several possible reasons for unfavorable performance of the non-hydrostatic version of Delft3D are discussed, including the pressure correction technique employed in Delft3D. Considering the uncertainties that may arise in both modelling and field measurements, the 3D hydrostatic Delft3D model was capable of reasonably predicting the river bend flow structures in the studied meandering creek.

3.1 Introduction:

Over the past decades, river engineers have paid careful attention to the movement, development, and decay of river meanders (e.g. Piégay et al., 2005; Krapesch et al., 2009; Demers et al., 2011; Choné and Biron, 2016). Flow in a river bend has a component normal to the section-averaged flow direction. This transverse velocity component is typically called secondary flow which is driven towards the inner bend near the riverbed and directed to the outer bend near the water surface. Over the past few decades, several attempts have been made by river researchers to measure this induced secondary circulation (Bridge and Jarvis, 1976; Bathurst et al., 1979; Thompson, 1986; Ferguson et al., 2003; Rodriguez et al., 2004). The secondary currents can impact the velocity distribution, boundary shear stress and consequently sediment transport, mixing throughout the water column, lateral bed slope and shape of the channel topography (Blanckaert and de Vriend, 2003). Since an induced secondary flow is a dominant phenomenon in meandering rivers (Blanckaert and de Vriend, 2003; Wilson et al., 2003), it is critical to develop a model that is capable of reproducing the flow circulations in natural meandering rivers.

Numerical modelling of natural meandering rivers has always been a challenge. 3D hydrodynamic modelling in meandering open-channels has been established since the late 1970s (Zeng et al., 2008). Lane et al. (1999) suggested that a 3D model, based on fully RANS (Reynolds-averaged Navier–Stokes) equations, has better predictive capability compared to a 2D model, particularly when the 2D model does not account for the effect of secondary flow. Kasvi et al. (2013a) illustrated that despite employment of a secondary flow correction in their 2D model using SMS TUFLOW software, the 2D model did not predict the fluvial characteristics corresponding to the creation of the scroll bar at the inner bank of a low-sinuosity meander bend. Kasvi et al. (2015a) compared 2D versus hydrostatic 3D models generated with Delft3D and found that both models produced similar depth-averaged flow fields. However, the 3D model was deemed superior due to its ability to predict vertical and near-bed flows.
3D hydrostatic models can be described as accurate models in water engineering where the vertical velocity is comparatively small (Casulli and Stelling, 1998). Due to the lower computation cost, hydrostatic models are widely used in natural field-scale flows (Zhang et al., 2014). However, there are some cases where the vertical acceleration, and thus non-hydrostatic pressure, cannot be neglected. Such cases include topography with abrupt changes, short waves, intensive density gradient, and strong vertical circulation (Deltares, 2014). 3D non-hydrostatic hydrodynamic models have recently become computationally possible due to the advancement of technology and have been employed in curved open channels (e.g., Demuren, 1993; Sinha et al., 1998; Wilson et al., 2003; Khosronejad et al., 2007; Leupi and Altinakar, 2005; Rüther and Olsen, 2007; Zeng et al., 2008; Vermeulen et al., 2015).

Despite all attempts in numerical modelling of flow in rivers, less attention has been paid to validate such models for sharply curved bends using field data (Rodriguez et al., 2004; Kasvi et al., 2015a; Vermeulen et al., 2015). Irregularity of the geometry and velocity distribution in natural rivers makes their flow structure more complex compared to laboratory experiments (Ferguson et al., 2003). There are challenges in 3D hydrodynamic modelling of natural meandering rivers with complex bathymetry, which may not be addressed properly if the model is validated with laboratory-scale experimental data. Validation of these models based on comparable field-based data may improve understanding of complex flow structures in natural meandering rivers. On the other hand, it is important to choose a numerical model which can best predict the dynamics of natural rivers (Rousseau et al., 2016). Moreover, given the importance of pressure gradients in driving secondary circulation, it is worth investigating if hydrodynamic pressure can influence secondary circulation. Due to the higher computational cost of the non-hydrostatic modelling, it is important to know whether a 3D hydrostatic model can be adequate for simulation of the flow structures in a natural river bend.

Delft3D-Flow is one of the most widely used hydrodynamic models for river flow simulation (e.g. Williams et al., 2013; Javernick et al., 2016; Kasvi et al., 2015a,b). However, it is still not clear to what extent one can rely on the results of a Delft3D hydrostatic model of a natural meandering river. To the best of our knowledge, the
effect of hydrodynamic pressure assumption in Delft3D modelling of the secondary flow has still not been studied. This study aims to assess the performance of the hydrostatic versus non-hydrostatic hydrodynamic modelling of secondary flow in a tortuously meandering river using the Delft3D-Flow model. Performance of both models is assessed by comparing their results with the velocity data collected in the sharp meander bend of a natural meandering river using an ADV. This chapter is organized as follows: Section 3.2 describes the study area and the methods employed for the field measurements. Detailed description of the numerical modelling and the governing equations are given in Section 3.3 followed by the explanation of the model setup in Section 3.3.1. The results are analyzed in Section 3.4, and discussed in Section 3.5. Overall conclusions of the study are given in Section 3.6.

### 3.2 Study area and field measurements

The study site was a 190 m long reach of Stillwater Creek, a tortuously meandering river located in the City of Ottawa, Canada, which flows north into the Ottawa River (Figure 3.1). Channel and flow characteristics during the high-flow are shown in Table 3.1. Following its original path, this reach meanders through agricultural lands. Analysis of historical air photos confirmed that the sinuosity of the creek has increased from nearly 2.2 (1965) to 2.8 (2013) and has the ability to create meander cut-offs (Parsapour-Moghaddam and Rennie, 2014). Bathymetric data were collected by Total Station survey in which points were collected with an average spacing of 1.5 m and 0.5 m in streamwise and cross-stream directions, respectively.
Figure 3.1. (a) Location of the study area within Canada (adopted from https://www12.statcan.ca), (b) study reach location in the Ottawa area (adopted from http://data.ottawa.ca/en/dataset/water), and (c) overview of the studied creek (flow from south [bottom] to north [top]), acoustic Doppler velocimeter measurement section (red line) and culvert location (red square) are shown. (d) Acoustic Doppler velocimeter measurement at a bend apex in the study area. Flow from left to right.

Table 3.1. Flow and channel characteristics during the high-flow scenario.

<table>
<thead>
<tr>
<th>Channel type</th>
<th>Meandering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sinuosity</td>
<td>2.80</td>
</tr>
<tr>
<td>Slope</td>
<td>0.0026</td>
</tr>
<tr>
<td>Average depth</td>
<td>0.7 m</td>
</tr>
<tr>
<td>Average width</td>
<td>8 m</td>
</tr>
<tr>
<td>Average flow velocity</td>
<td>0.61 m/s</td>
</tr>
<tr>
<td>Froude number</td>
<td>0.25</td>
</tr>
<tr>
<td>Reynolds number</td>
<td>424719</td>
</tr>
</tbody>
</table>
As is visible in Figure 3.1c, close to the upstream end of the studied reach, there is a farm road that consists of a gravel crossing and a culvert which was a previous attempt to engineer off-channel habitat. However, culvert alignment is skewed with respect to the river course, which has led to excessive erosion and strong meandering in the downstream reach (Parsapour-Moghaddam and Rennie, 2015). An acoustic Doppler current profiler (ADCP) was employed to measure the flow discharge and the water level, which were used for the upstream and downstream boundary conditions, respectively. We also conducted spatially intensive ADCP surveying throughout the entire reach to collect fully distributed 3D velocities which were used for calibration of the developed models. It should be noted that the bank full discharge was estimated to be 1.5 $m^3/s$.

To measure the 3D velocity, an ADV was employed (Figure 3.1d) at the final bend apex of the Stillwater Creek reach on April 12, 2014 (high flow) and June 14, 2014 (low flow). The ADV was deployed from a temporary bridge on an adjustable mount. Due to the difficulties we had in moving the ADV bridge during different flow regimes, we fixed the bridge in the sharpest bend of the creek; thus, the results could provide a good indication of the strongest secondary circulation (worst case scenario). Velocity data at a total of 67 points were collected during high flow, and 53 points during low flow, distributed in eight profiles across the section. At each sampling point, 90 s time series were collected at a sampling frequency of 100Hz. The ADV measurement technique and use in rivers is well described in the literature (Lohrmann et al., 1994; Sontek, 1997; Afzalimehr and Rennie, 2009; Rennie and Hay, 2010; Sukhodolov, 2012; Jamieson et al., 2013). This study employs the high-quality field-based ADV data to validate the developed 3D hydrodynamic models. Comparison is made between the results of a hydrostatic and non-hydrostatic Delft3D model to study the prediction ability of each of these models.

### 3.3 Numerical Modelling

The hydrostatic pressure assumption has been broadly employed in shallow water studies. Due to the smaller non-hydrostatic pressure component compared to the hydrostatic pressure component, it is often assumed that the pressure in shallow water
is hydrostatic. Thus, it would be a valid assumption to neglect the effect of non-hydrostatic pressure in shallow water modelling.

The 3D RANS equations are based on the conservation of the mass and momentum of the incompressible fluid. Using the hydrostatic pressure assumption, 3D shallow water equations can be derived based on the RANS equations. Integration of the continuity equation over the depth, considering the kinematic boundary conditions at the bed level and the water surface, yields the depth-averaged continuity equation in the Cartesian coordinates system:

$$\frac{\partial \eta}{\partial t} + \frac{\partial (hU)}{\partial x} + \frac{\partial (hV)}{\partial y} = 0$$

where $h = \eta - d$ is the water depth, $\eta$ is the water surface elevation, $d$ is the bed elevation, $U$ and $V$ are the horizontal depth averaged velocities in $x$ and $y$ directions, respectively.

The $u$ and $v$ momentum equations read:

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} = -g \frac{\partial \eta}{\partial x} + v_h \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) + \frac{\partial}{\partial z} \left( v_v \frac{\partial u}{\partial z} \right)$$

$$\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z} = -g \frac{\partial \eta}{\partial y} + v_h \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) + \frac{\partial}{\partial z} \left( v_v \frac{\partial v}{\partial z} \right)$$

where $U$, $V$ and $W$ are the velocity components in $x$, $y$, and $z$ directions, respectively; $g$ is the gravitational acceleration; $t$ is the time; $v_h$ and $v_v$ are the kinematic eddy viscosity coefficients in the horizontal and vertical directions, respectively. The vertical momentum equation is reduced to the hydrostatic pressure assumption:

$$\frac{\partial p}{\partial z} = -\rho g$$

The continuity equation is employed to find the vertical velocity required in the momentum equations:

$$\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0$$

Consequently, the continuity (3.5) and momentum (3.2-3.3) equations along with the depth integrated continuity equation (3.1) form the governing equations for a 3D hydrostatic model with four variables, $u$, $v$, $w$ and $\eta$. It should be noted that a turbulence closure model is required to estimate the eddy viscosity term.

In non-hydrostatic 3D modelling, the pressure term can be decomposed into hydrostatic and hydrodynamic pressure:
\[ p = \rho gh + q \]  

(3-6)

where \( q \) is the hydrodynamic pressure. Consequently, the momentum equations yield:

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} = -g \frac{\partial \eta}{\partial x} - \frac{1}{\rho} \frac{\partial q}{\partial x} + v_h \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) + \frac{\partial}{\partial z} \left( \nu_v \frac{\partial u}{\partial z} \right) 
\]  

(3-7)

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z} = -g \frac{\partial \eta}{\partial y} - \frac{1}{\rho} \frac{\partial q}{\partial y} + v_h \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) + \frac{\partial}{\partial z} \left( \nu_v \frac{\partial v}{\partial z} \right) 
\]  

(3-8)

\[
\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} + w \frac{\partial w}{\partial z} = -\frac{1}{\rho} \frac{\partial q}{\partial z} + v_h \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} \right) + \frac{\partial}{\partial z} \left( \nu_v \frac{\partial w}{\partial z} \right) 
\]  

(3-9)

To estimate the water surface, the continuity equation should be integrated over the total depth as shown in equation (3.1). As can be seen, as opposed to the hydrostatic pressure model, in the non-hydrostatic pressure assumption, the third momentum equation will appear and thus \( w \) can be calculated from the vertical momentum equation (3.9). Moreover, the gradient of the non-hydrostatic pressure will be taken into account in the horizontal momentum equations (3.7- 3.8). An appropriate technique should be employed to calculate the hydrodynamic pressure term \( q \) see, e.g. Casulli (1999), Busnelli (2001), Ullmann (2008), Van der Plas (2009).

In this study, Delft3D-Flow is used to simulate hydrodynamic processes in the natural meandering river. Delft3D is a modelling package which comprises several modules interacting with each other over a mutual interface (Lesser et al., 2004). This code is an open source code which is capable of simulating two or three dimensional hydrodynamic processes. Delft3D-Flow solves 3D Navier-Stokes equations under Boussinesq assumptions for incompressible flow. Turbulence closure models are used to close the RANS equations. Delft3D has four types of turbulence models for a 3D simulation (Deltares, 2014): constant eddy viscosity and diffusivity in which user defined input background values are selected; algebraic model in which the coefficient of the mixing length and turbulent energy are calculated based on the algebraic equations; \( k-L \) model in which mixing length and turbulent kinetic energy are estimated by a transport equation; and finally, \( k-\varepsilon \) turbulence model (used in this study) in which the coefficients for both turbulent kinetic energy and dissipation are estimated by transport equations (Mohammadi and Pironneau, 1993).
The partial differential equations are formulated based on orthogonal curvilinear coordinates. Delft3D-Flow supports two different grid systems in the vertical direction: \( \sigma \) model and \( Z \)-model. In the \( \sigma \) grid system, layers are bounded by two \( \sigma \) planes following the free surface and the bottom topography. A model in \( \sigma \) coordinates can provide a smooth topography demonstration since it is boundary fitted. However, in some cases where stratified flow occurs over a steep topography, \( \sigma \) grid may not have enough resolution. In the \( \sigma \) coordinate system, it is assumed that the vertical accelerations are much smaller than the gravitational acceleration, and thus, can be neglected. For cases in which this assumption is not valid, Delft3D-Flow can be extended with a non-hydrostatic pressure model that applies a \( Z \) grid system.

As opposed to the \( \sigma \) model, the \( Z \)-model is a staircase boundary with approximately parallel horizontal coordinate lines with density interfaces in the area of steep bottom topography. The \( \sigma \) and \( Z \)- models in Delft3D-Flow use nearly the same numerical methods in the 3D shallow-water models (Deltares, 2014). Using a proper set of initial and boundary conditions, the 3D shallow-water equations are solved based on a finite difference method using staggered grid (Arakawa C-grid). An Alternating Direction Implicit (ADI) technique is used to solve the water level equations (Stelling, 1984). In the current version of Delft3D-Flow (version 4.01.01), the non-hydrostatic option is available in the \( Z \)-model.

The non-hydrostatic mode of Delft3D was first introduced by Bijvelds (2001) and since then is available in Delft3D-Flow. In the non-hydrostatic modelling, a pressure correction technique is used to calculate the hydrodynamic pressure (Casulli, 1999; Busnelli, 2001). The pressure correction technique is used along with an ADI method that is a bit different from the \( \sigma \) model in Delft3D (Bijvelds, 2001). The pressure correction is solved through the conjugate gradient method (CG) in which the convergence rate is dependent on the spectral properties of the coefficient matrix (Deltares, 2014).

The present study investigates the performance of hydrostatic versus non-hydrostatic hydrodynamic modelling of secondary flow in a tortuously meandering river using Delft3D. To evaluate the performance of both 3D hydrostatic and non-hydrostatic
Delft3D models, different error statistics were calculated based on the following equations:

\[
MAE = \frac{\sum_{i=1}^{n} |v_{\text{mod}_i} - v_{\text{obs}_i}|}{n} \tag{3-10}
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (v_{\text{mod}_i} - v_{\text{obs}_i})^2}{n}} \tag{3-11}
\]

\[
STD = \sqrt{\frac{\sum_{i=1}^{n} (|v_{\text{mod}_i} - v_{\text{obs}_i}| - \mu)^2}{n-1}} \tag{3-12}
\]

where \(v_{\text{obs}_i}\) and \(v_{\text{mod}_i}\) indicate measured velocity and simulated velocity for \(i^{th}\) co-located point. \(MAE, RMSE\) and \(STD\) stand for mean absolute error, root mean square error and standard deviation of the error, respectively. The parameter \(\mu\) is the mean of all velocity error values and \(n\) is total number of co-located points. The above error statistics were calculated for each velocity component, i.e., \(v_m\) (streamwise), \(v_n\) (cross-stream), and \(v_z\) (vertical). The next section elaborates how the 3D numerical models were developed.

3.3.1 Model setup

Delft3D-Flow was employed for both the hydrostatic and non-hydrostatic 3D numerical simulations. An orthogonal curvilinear grid was firstly developed covering the study creek, which included area adjacent to the river to account for an overbank flow simulation. As for the vertical grid resolution, in both hydrostatic and non-hydrostatic models, 20 layers were defined to ensure that there is an adequately fine mesh to resolve the vertical water profile. To investigate the sensitivity of the model to the mesh, various grids were generated and tested. The most suitable one with a better mesh quality (smoothness, resolution, and orthogonality) was then selected with an average grid resolution of 50 cm and a time step of 0.0025s to meet the stability condition. The horizontal (and vertical) grid resolution was sufficiently fine to simulate non-hydrostatic pressure. Finer grid was employed in regions of high velocity gradient (grid resolution \(\sim 25\) cm). The total station survey data were then interpolated through the generated cells. Sigma coordinates were used for the 3D hydrostatic modelling, whereas in non-hydrostatic modelling Z-model was used. Both models were run with the two different flow scenarios to simulate the site condition during ADV measurements.
Figure 3.2. (a) The location of the measured cross-section on top of the developed grid (b) Bathymetry of the study reach. The first two digits of the X and Y coordinates are removed from the plot. Downstream water level was measured by ADCP at the end of the model reach. The culvert is located at the gap in water depth [approximately (4860 m, 20.57 km) to (4850 m, 20.575 km)].

The ADCP measured discharges and water level were 1 m$^3$/s and 61m for high flow, and 0.2 m$^3$/s and 60.7m during the low flow, respectively. We calibrated the models based on a fully 3D calibration approach in which the fully spatially distributed 3D ADCP velocity data were compared with the co-located simulated velocities. A Matlab code was developed in which ADCP single bin 3D velocities were matched to grid points of the developed 3D models. This helps to ensure that the 3D nature of the flow field is taken into account in the model calibration. The model was calibrated using the non-hydrostatic model. The same model parameters were then applied using the hydrostatic model. This was done to ensure that the non-hydrostatic model was optimized.
Consequently, Manning roughness and background horizontal eddy viscosity were, respectively, set to be 0.015 and 0.01 m²/s. To model the existing culvert in the creek, the culvert module of Delft3D was used. The culvert location (shown in Figures 3.1c and 3.2b) and elevation were obtained based on the topography survey. The roughness of the 11 m long corrugated steel culvert was assumed to be 0.024.

3.4 Results analysis

To explore the prediction ability of 3D hydrostatic modelling versus non-hydrostatic modelling of a natural meandering river, the simulation results of each model were compared with those obtained from ADV measurements. 3D velocity flow fields were recorded at a sharp final bend apex of the study reach (Figure 3.2a) within different flow regimes.

Figure 3.3 shows the measured and modelled secondary flow during high flow discharge. As is shown, the location and magnitude of the main secondary flow cell is well predicted by the 3D hydrostatic model, and simulated streamwise velocities agree well with the measurements. As can be seen in both the measurements and the hydrostatic model, the secondary velocity vectors reached to almost 0.2 m/s which is quite high compared to the streamwise velocity. This can be due to the sharp curvature of the bend (Blanckaert, 2011). In the non-hydrostatic model, the location and centre point of the secondary flow is different from that of the measurements. Moreover, the predicted streamwise velocities do not agree with the measured values. In the non-hydrostatic model the maximum streamwise velocity reaches to 0.8 m/s whereas in both the hydrostatic model and the ADV measurements the maximum streamwise velocity is 0.55 m/s.
Figure 3.3. Secondary circulation (vectors) overlaid on the stream-wise velocity (contours) during high flow discharge (Q=1 m3/s) in the last sharp bend cross section, facing downstream with outer bank shown on right side: (a) ADV measurements (b) 3D hydrostatic modelling (c) 3D non-hydrostatic modelling (shown with the same scale as (a) and (b)). Arrows show the profile locations in Figure 3.5.
Similarly, Figure 3.4 shows measured and simulated secondary flow during low flow discharge. As can be seen, the streamwise velocity and the secondary flow are better...
simulated in the hydrostatic model than the non-hydrostatic model. The maximum streamwise velocity reaches to 0.27 m/s in the non-hydrostatic model whereas it is equal to 0.16 m/s in both the ADV measurements and the hydrostatic model. It should be noted that the full flow recirculation was not observed at the low flow, which is likely due to the skew of the section at low flow. The ADV bridge was set to be perpendicular to the flow during high flow; however, it may have been slightly skewed off the flow pattern during low-flow. Thus, transverse velocity may have included the influence of streamwise velocity. Table 3.2 and 3.3 show the calculated error statistics in the three dimensions \( (v_m, v_n \text{ and } v_z) \) and also their resultant vector \( (v_t) \) for both hydrostatic and non-hydrostatic Delft3D models in high flow and low flow, respectively. These calculated error statistics were previously explained in equations 3.10 to 3.12. As is shown in these tables, all calculated error statistics are lower in the hydrostatic than non-hydrostatic Delft3D model during both high flow and low flow. Errors for all three velocity components and their resultant vectors in both high flow and low flow scenarios were significantly greater \( (\alpha = 0.05) \) for the non-hydrostatic model versus the hydrostatic model.

**Table 3.2. Calculated error statistics (m/s) for 3D hydrostatic and non-hydrostatic Delft3D models during the high flow scenario.**

<table>
<thead>
<tr>
<th>Error Statistics</th>
<th>Hydrostatic</th>
<th>Non-Hydrostatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_m )</td>
<td>0.068</td>
<td>0.241</td>
</tr>
<tr>
<td>( v_n )</td>
<td>0.048</td>
<td>0.085</td>
</tr>
<tr>
<td>( v_z )</td>
<td>0.012</td>
<td>0.022</td>
</tr>
<tr>
<td>( v_t )</td>
<td>0.084</td>
<td>0.257</td>
</tr>
</tbody>
</table>

**Table 3.3. Calculated error statistics (m/s) for 3D hydrostatic and non-hydrostatic Delft3D models during the low flow scenario.**

<table>
<thead>
<tr>
<th>Error Statistics</th>
<th>Hydrostatic</th>
<th>Non-Hydrostatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_m )</td>
<td>0.022</td>
<td>0.085</td>
</tr>
<tr>
<td>( v_n )</td>
<td>0.038</td>
<td>0.047</td>
</tr>
<tr>
<td>( v_z )</td>
<td>0.008</td>
<td>0.009</td>
</tr>
<tr>
<td>( v_t )</td>
<td>0.045</td>
<td>0.098</td>
</tr>
</tbody>
</table>
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Figure 3.5. Transverse velocity profile: (a) y=1.5m (b) y=2.5m section, streamwise velocity profile at: (c) y=1.5m (d) y=2.5m, where y is the distance from the left bank along the cross section at the high flow. Refer to Figure 3.3 for location across of these profiles within the section.
Figure 3.6. Transverse velocity profile: (a) $y=1\text{m}$ (b) $y=2\text{m}$, streamwise velocity profile at: (c) $y=1\text{m}$ (d) $y=2\text{m}$, where $y$ is the distance from the left bank along the cross section at the low flow (See Figure 3.5 for the legend). Refer to Figure 3.4 for location across of these profiles within the section.

Figures 3.5 and 3.6 show transverse and streamwise velocity profiles for ADV measurements, the hydrostatic and the non-hydrostatic models during high flow and low flow scenarios, respectively. As can be seen, the hydrostatic model better predicts the measured streamwise and transverse velocities than the non-hydrostatic model. Streamwise velocity magnitudes, and negative transverse velocities near the bed, are better predicted by the hydrostatic model.
An important question that should be addressed is why the non-hydrostatic mode of Delft3D could not provide accurate results. To further study this, we first investigated why the streamwise velocity was over-predicted in the non-hydrostatic model. To this end, the instantaneous discharge in the test section based on the non-hydrostatic model was compared with that from both sigma and Z-layer coordinate versions of the hydrostatic model (Figure 3.7).

![Figure 3.7. Instantaneous discharge in the bend section of the study reach (a) High-flow [Q=1m³/s] (b) Low-flow [Q=0.2m³/s]](image)

As is shown in Figure 3.7, all models converged. However, the discharge in the high flow non-hydrostatic model (Figure 3.7a) converged to 1.7 m³/s as opposed to 1 m³/s, as specified for the steady upstream boundary condition. On the other hand, both versions of the hydrostatic model converged to 1 m³/s as expected. The same phenomenon was observed in the low-flow case (Figure 3.7b), where the non-hydrostatic model discharge converged to 0.4 m³/s, which was almost two-times of the expected input discharge of 0.2 m³/s. It appears that the non-hydrostatic mode of Delft3D is non-conservative. To ensure that this result was not dependent on the model grid, several grids with various grid resolutions and qualities were developed and tested. The results of this analysis confirmed that regardless of the resolution and quality of the grid, the mass was not conserved in the non-hydrostatic area of the model. Moreover, based on Figure 3.7, it can be seen that this problem did not originate from use of the Z
grid coordinate system because the mass was conserved in the hydrostatic version using Z-model coordinates. Although not shown herein, we have observed similar difficulties with the mass conservation for a non-hydrostatic Delft3D model of another case study meandering river (Watts Creek, Ottawa) which was of similar scale as Stillwater Creek.

3.5 Discussion

It has been a controversial issue whether a hydrostatic model is capable of producing secondary flow in meandering channels since the vertical velocity is calculated from the continuity equation, and thus, the vertical momentum is transferred by mass. Delft3D-Flow is one of the most widely used hydrodynamic models. However, there are still large uncertainties in the degrees to which a Delft3D hydrostatic model can be reliable for simulation of a meandering river. The results of this study showed the superior performance of the hydrostatic over non-hydrostatic Delft3D model of a tortuously meandering river. There are several possible explanations of this finding.

According to Blanckaert and de Vriend (2003, 2010) the interaction mechanism between the secondary flow and the vertical distribution of the streamwise velocity plays a vital role in flow structures of a sharply curved bend. Figures 3.3, 3.4, 3.5c-d, 3.6c-d confirmed that the hydrostatic model was capable of producing a more accurate vertical distribution of streamwise velocity compared to that from the non-hydrostatic model. Consequently, better prediction of the streamwise velocity distribution of the hydrostatic model may have contributed to the superior prediction of secondary circulation in this model.

Moreover, the dominant mechanism in the main secondary flow is advective momentum transport which causes redistribution of the streamwise velocity (Blanckaert and Graf, 2004). Apparently, since momentum transportation by the secondary flow is taken into consideration in the 3D hydrostatic formulation, the hydrostatic assumption could be a reliable approximation in the hydrodynamic modelling of the tortuously meandering study reach. Furthermore, based on the results of non-hydrostatic modelling, the non-hydrostatic pressure reached to the maximum of 45 Pa which is much smaller than the existing hydrostatic pressure of 10 kPa. In other words, it
appears that dynamic pressure is less important than secondary advection in shaping the flow distribution of the study natural meandering reach.

It should also be noted that although it could be true that the outer bank cell was not simulated correctly by the Delft3D model as also reported by Van Sabben (2010), this study focused on the primary secondary flow (centre-region cell), which is stronger and more significant (Blanckaert and De Vriend, 2004).

Several reasons could possibly explain why the non-hydrostatic version of Delft3D did not perform satisfactorily. One source of error could arise from the splitting of the pressure to hydrostatic and hydrodynamic components which introduces some errors. Gaarthuis (1995) stated that the pressure-correction method was less effective when the aspect ratio of the vertical and horizontal length scale decreases. As previously mentioned, various grids of different quality and aspect ratio were tested. Nevertheless, the Delft3D non-hydrostatic model consistently proved to be non-conservative and the instantaneous discharge was changing longitudinally in the non-hydrostatic area. Ullmann (2008) stated that the results of Delft3D-Flow non-hydrostatic modelling were not quantitatively acceptable. Ullmann suggested that this could be either due to model features adopted for shallow-water situation, programming errors, or discretization of the pressure. Another source of error could be discretization error due to boundary irregularities. Van der Plas (2009) stated that the non-hydrostatic Delft3D-Flow model is a non-conservative finite-difference code. Van der Plas illustrated the importance of employing a conservative discretization technique for the momentum equations. His study showed that momentum conservative finite-volume method could be more suitable for non-hydrostatic flow, and could better discretize the kinematic boundary conditions compared to the non-hydrostatic mode of the Delft3D-Flow. Importantly, it should be noted that in the non-hydrostatic code of Delft3D-Flow, the computed pressure correction field is based on the provisional free-surface elevations. The free-surface elevation is then corrected based on a hydrostatic pressure assumption for the upper most grid cell. The assumption of hydrostatic pressure at the water surface is valid; however, neglecting the gradient of the hydrodynamic pressure in the top layer could introduce some errors in the calculation of the discharge and velocities.
3.6 Conclusion

The secondary circulation plays an important role in sharp meandering rivers. Given the importance of pressure gradients in driving secondary flow, it is worth studying if a hydrodynamic pressure assumption in 3D hydrodynamic modelling can impact the flow structures in a river bend. This study investigated the performance of the hydrostatic versus non-hydrostatic pressure assumption in 3D hydrodynamic modelling of a secondary flow using Delft3D which is a widely used hydrodynamic numerical model. An ADV was employed to measure the 3D flow field in a sharp bend of the simulated meandering river within two different flow scenarios. The field based ADV data were then employed to validate the simulated hydrodynamic models.

To evaluate the performance of each model, different error statistics were calculated. In the hydrostatic model, the $MAE$ was 8.4% and 4.5% in high flow and low flow, respectively, which were lower than those obtained in the non-hydrostatic model; i.e, 25.7% and 9.8%. Non-hydrostatic model errors were significantly greater ($\alpha = 0.05$) in both high flow and low flow scenarios compared to those based on the hydrostatic model. The results of the 3D hydrostatic model were in good agreement with the ADV measurements. The hydrostatic model was able to reproduce reasonably accurate predictions of streamwise and transverse velocity in terms of both magnitude and location of the primary secondary flow. The results of the Delft3D model using non-hydrostatic approximation showed that the model was not mass conservative and could generate neither the secondary flow nor the streamwise velocity accurately. In sum, this study illustrated the superior performance of the hydrostatic over non-hydrostatic Delft3D modelling of the secondary flow in the studied natural meandering creek.

Considering the uncertainties that may arise in both field measurements and modelling, the 3D hydrostatic Delft3D model was capable of producing the flow structures of the natural river bend with reasonable accuracy. Several reasons could be responsible for the discrepancies between the non-hydrostatic results and the measurements, including the errors that might have arisen due to the pressure correction techniques, programming errors, and non-conservancy of the non-hydrostatic module. Further study is required to determine the exact reasons for unfavorable performance of the non-hydrostatic Delft3D model and how it could be improved.
CHAPTER 4

Influence of Meander Confinement on Hydro-Morphodynamics of a Cohesive Meandering Channel

Abstract

Despite several decades of intensive study of the morphological changes in meandering rivers, less attention has been paid to confined meanders. The present study examines the hydro-morphodynamics of two adjacent sub-reaches of a meandering creek, located in the City of Ottawa, Canada. Both of these sub-reaches are meandering channels with cohesive bed and banks, but one is confined by a railway embankment. Field reconnaissance revealed distinct differences in the morphological characteristics of the sub-reaches. To further study this, channel migration and morphological changes of the channel banks along each of these sub-reaches were analyzed by comparing the historical aerial photography (2004, 2014), light detection and ranging (LIDAR) data (2006), bathymetric data obtained from a total station survey (2014), and field examination. Moreover, two different spatially intensive acoustic Doppler current profiler (ADCP) surveys were conducted in the study area to find the linkage between the hydrodynamics and morphological changes in the two different sub-reaches. The unconfined sub-reach is shown to have a typical channel migration pattern with deposition on the inner bank and erosion on the outer bank of the meander bend. The confined sub-reach, on the other hand, experienced greater bank instabilities than the unconfined sub-reach. In the confined sub-reach, an irregular meandering pattern occurred by the evolution of a concave-bank bench which was caused by reverse flow eddies. The sinuosity of the confined sub-reach has decreased from 1.55 to 1.49 in the 10-year study period. The results of the present study demonstrate the physical mechanisms by which meander confinement can change the meandering pattern and morphological characteristics of a cohesive clay bed creek.

Keywords: Meandering rivers, Meander confinement, Cohesive bed rivers, Hydro-morphodynamics, Spatial ADCP survey.

4.1 Introduction

4.1.1 Meandering Rivers

The word “meander” was first used by the ancient Greeks who called the Büyük Menderes River, a curving river in west central Turkey, Maiandros. The Latin meaender eventually came to refer to any curving river (Güneralp et al., 2012). Meandering rivers have long attracted people’s attention due to their distinctive characteristics. In the distant past, Leonardo da Vinci illustrated meanders of the Santerno River in Italy. Later, meandering rivers became politically important because their shifting locations were used to separate nations (Ghinassi et al., 2016). Accordingly, many river scientists and engineers have studied meandering rivers over the past few centuries (e.g., Thomson, 1876; Einstein, 1926; Bridge and Jarvis, 1976; Thompson, 1986; Ikeda and Parker 1989; Demuren, 1993; Blanckaert and de Vriend, 2003; Lanzoni and Seminara, 2006; Blanckaert, 2011; Kasvi et al., 2013a,b; Kasvi et al., 2015a,b; Parsapour-Moghaddam and Rennie, 2017a; Parsapour-Moghaddam and Rennie, 2018a,b). Despite the fact that river meandering is an erudite topic with a long literature history, there are still some uncertainties on the source and initiation of the meandering pattern and its migration. It is known that river meandering is associated with the bank erosion mechanism and can be influenced by the spatial progression of bars (Schuurman et al., 2016).

Daniel (1971) identified three main types of meander movement: translation, rotation and expansion. When the bend apex laterally migrates away from the channel-belt axis, the typical mode of meander-bend expansion occurs. However, if the bend apex migrates parallel to the channel-belt axis in the downstream direction, meander translation takes place, which results in downstream migration of point bars. Sometimes, these transformations include rotation, leading to development of an asymmetric meander. Meander displacement can also be a mixture of all the aforementioned processes (see Ghinassi et al., 2016 and references therein). By
definition, meander expansion involves increasing bend curvature. As opposed to meander expansion, in meander translation, downstream migration occurs at persistent sinuosity (Nicoll, 2008; Ghinassi et al., 2016).

River banks, as transitional boundaries between the ‘wet-dry’ areas, can play a key role in various aspects of meandering river morphodynamics. Bank erosion is a primary source of sediment delivery to the river (De Rose and Basher, 2011), and can negatively affect the quality of water and fluvial habitat over time (e.g., Simon and Klimetz, 2008; Sutarto et al., 2014). Bank erosion processes influence a wide range of social, environmental and economic factors (Nardi et al., 2013). Bank erosion leads to bank retreat and planform changes, which can influence river mobility, morphological evolution, water quality, riparian lands and aquatic habitat (Rinaldi et al., 2008). Nardi et al. (2013) identified several negative impacts of bank erosion such as land and infrastructure damage, water turbidity, as well as the dynamics of pollutants, nutrients and sediments. They also mentioned that bank erosion can have positive impacts on the morphodynamics of a river in terms of improving the river ecological condition and contributing to river self-restoration by supplying sediment. For example, bank erosion and meander progression can eventually lead to formation of an oxbow lake, which can provide excellent aquatic habitat (Choné and Biron, 2016). Consequently, bank erosion predictions are of essential importance in sustainable river management (Rinaldi et al., 2004).

### 4.1.2 Bank retreat mechanism

The physical process of bank erosion mainly includes fluvial erosion as well as the mass failure of unstable banks (Darby et al., 2007; Sutarto et al., 2014). Fluvial erosion is the removal of bank particles or aggregates due to the excess boundary shear stress of the flowing water, while mass failure of the bank is defined as the movement and detachment of bank aggregates under gravity forces (Rinaldi and Darby, 2007). The mass failure can be triggered by fluvial erosion due to undercutting of the bank profile (Darby et al., 2007; Rinaldi and Darby, 2007; Leyland et al., 2015). Numerous field observations have shown that fluvial erosion can lead to bank toe undercutting and subsequent development of cantilevers that can result in mass failure (Lawler 1995;
The effect of fluvial erosion rate is thus of essential importance in mass-failure and bank retreat (Rinaldi and Darby, 2007). Rinaldi and Darby (2007) made a comprehensive review of the main bank erosion processes. They argued that the interaction between the fluvial erosion and mass failure mechanisms should be considered in bank retreat modelling.

Despite numerous well-documented previous studies devoted to the bank retreat mechanism, the erosion of cohesive river substrates is not completely understood (Simon and Collison, 2001; Pizzuto, 2009; Salem and Rennie, 2017). Unlike non-cohesive river bed sediments for which resistance to entrainment is merely mechanical, cohesive material interactions depend on the electro-chemical bonds amongst the particles (Simon and Collison, 2001). A general predictive theory for entrainment of cohesive river boundary sediments is yet to be developed, thus prediction of bank erosion in a cohesive river remains challenging (Pizzuto, 2009). Collapse and removal of cohesive river banks is also a function of both physical and electro-chemical forces (Simon and Collison, 2001). Both fluvial erosion and mass failure of a river bank also depend on the water content and pore water pressure in the bank, which are influenced by its hydrological and vegetation characteristics (Simon and Collison, 2001). Several studies have recognized the significance of pore water pressure in the erosion and removal of cohesive bed river particles or assemblages (e.g., Casagli et al., 1997; Simon and Curini, 1998, Rinaldi and Casagli, 1999; Simon et al., 2000). Simon and Collison (2001) indicated that upward seepage force can surpass the existing erosion resistance and river confining stress and thereby enhance entrainment of cohesive bed sediments.

Bank instability and erosion are intrinsic characteristics of meandering rivers (Hooke, 2003). Lanzoni and Seminara (2006) illustrated how the morphodynamics of meandering rivers can be impacted by meander instability. Bank erosion and subsequent meander migration are important natural processes for both unconfined and partially confined rivers (Choné and Biron, 2016).
4.1.3 Confined Meanders

Although meander morphodynamics has been widely studied, less attention has been paid to confined meandering. The morphological development of a confined meander is impeded by a natural or manmade restriction. A confined meander cannot freely develop, which results in a distinctive meander pattern that differs from those presented by freely meandering rivers. Nicoll (2008) noted that the dynamics of meander migration may be affected in confined meandering rivers, and Ghinassi et al. (2016) observed that meander confinement can lead to the downstream migration of fluvial point bars.

Lewin and Brindle (1977) showed that free meandering could be hindered by bedrock or anthropogenic structures, and this can result in a square-wave shape meandering configuration. They defined three degrees of confinement: first-degree confinement takes place in wide valleys whereby the stream impinges irregularly against the confining valley wall. Lane (1957) called this type of meander a “restrained” meander. In second-degree confinement the outer side of each meander bend impinges upon the confining wall, and in third-degree confinement the meandering stream does not have space to progress.

Most river meanders do not undergo purely downstream translation. Nicoll (2008) observed downstream translation without substantial distortion only in confined meanders with limited amplitude and low curvature. Lewis and Brindle (1977) noted that downstream translation without meander deformation is prevalent in second-degree confined rivers. Nicoll and Hickin (2010) studied the planform geometry and migration pattern of several second-degree confined meandering rivers on the Canadian prairies. They related the channel-migration rate of the studied rivers to basic geomorphic and hydrologic variables. The authors indicated that the planform relations were generally consistent with those manifested by freely meandering rivers, with small yet significant differences due to the distinctive meander behavior of confined meanders.

Previous studies have shown that meander confinement can lead to development of a concave-bank bench (Page and Nanson, 1982; Nanson and Page, 1983, Burge and Smith, 1999; Makaske and Weerts, 2005; Smith et al., 2009). A concave-bank bench is a crescent-shaped accretion on the upstream portion of the outer bank (concave side).
of a meander bend. These deposits are generally observed in meandering rivers that migrate down valley (Daniel, 1971); however, it may also occur in unconfined meander belts (e.g., Lewin, 1978; Nanson and Page, 1983; Smith et al., 2009). Page and Nanson (1982) demonstrated that when the channel flow has the power to erode the channel banks, regular meandering is developed with a point bar and overbank deposition. However, in cases where the stream power hardly surpasses the shear strength of the bank material, then irregular meanders may be generated with long straight reaches and sharp bends. They showed that concave-bank benches are commonly developed when sharp meander bends migrate downstream.

The effect of manmade features on meandering river morphodynamics has been studied, particularly for river stabilization works (e.g., Jamieson et al., 2013). Nevertheless, less studied has been the morphodynamics of meandering rivers confined by structures such as railway and road embankments (Lewin and Brindle, 1977). Furthermore, the migration behavior of confined bends has been studied, most previous research has focused on second degree confinement where the river impinges against the confining edge in every meander wavelength (Nicoll and Hickin, 2010).

4.1.4 Objectives and Structure

As outlined above, there are still some uncertainties on the source and initiation of the meandering pattern and its migration, particularly for cohesive bed rivers. Moreover, the morphology and dynamics of confined meandering rivers are relatively poorly studied. Due to natural or manmade restrictions, confined meanders cannot freely develop, and this makes them have a meander pattern distinct from those presented by freely meandering rivers. Previous studies of confined meandering rivers have been mostly limited to second degree confinement. Moreover, to the best of our knowledge, the hydrodynamics of a confined meandering channel have not previously been studied in terms of measuring the spatial distribution of the velocity flow field. Given the prevalence of confined meandering rivers, enhancing the grasp of their behavior in the landscape is of essential and practical importance for sustainable river management.

In this study, we evaluate the meander migration dynamics in a first-degree confined meandering cohesive bed river, in which the river makes irregular contact against a
confining railway embankment. We employ a paired sub-reach study approach, wherein one sub-reach is freely meandering and the second adjacent sub-reach is first degree confined by the railway embankment. Morphodynamics of each sub-reach are measured by repeat surveying over a multi-year period. Specifically, channel migration and morphological changes of the channel banks along each of these sub-reaches are analyzed by comparing historical aerial photography, light detection and ranging (LIDAR) data and bathymetric data obtained from a total station survey.

Furthermore, channel hydrodynamics are measured in both sub-reaches by spatially intensive ADCP surveying, which, to the best of our knowledge, has not previously been conducted in a confined meander. This allows for a direct comparison of the hydrodynamic characteristics of unconfined and confined sub-reaches. Furthermore, the measured velocity fields are used to find linkages between the channel hydrodynamics and morphological changes. We are thereby able to explore how local meander confinement leads to different hydro-morphodynamic characteristics and corresponding meander morphology. The methodology employed in this study is comprehensively explained in the next section (section 4.2). Results are shown in section 4.3, followed by the discussion (section 4.4) and conclusion (section 4.5).

4.2 Methodology

4.2.1 Study Site

Watts Creek flows into the Ottawa River at Shirley’s Bay in the Kanata region of the City of Ottawa, Canada (Figure 4.1). Two upstream branches (Watts Creek and Kizell Drain) join at a confluence situated [at 45.340172° latitude, -75.880610° longitude (UTM 431006 m E, 5021119 m N)]. Watts Creek has been recognized as providing important coolwater fish habitat (Dillon, 1999). Rates of channel degradation are still not clear. In this study, we mainly focus on two adjacent sub-reaches. The two sub-reaches are M3 and M4 (Figure 4.1c). Both of these sub-reaches are meandering channels with cohesive bed and banks. M4 is partially confined by the City of Ottawa rail line, and thereby is undergoing enhanced erosion. Watts Creek is a semi-alluvial channel offering a diverse habitat, with a mixture of runs, pools, and riffles. While fine clay and silt
substrate is prevalent in Watts Creek, some coarse gravel is also available. Watts Creek has a bed that consists of a high (>30%) percentage of clay, i.e., soil particles that are smaller than two to four micrometers (Salem et al., 2014). Clay particle properties cannot be as straightforwardly predicted because cohesion is dictated by electrostatic forces, which depend on the chemical composition of the clay particles. In addition, the natural consolidation state and hydraulic conductivity, organic matter, and a few other properties influence particle cohesion.

![Diagram](image.png)

Figure 4.1. (a) Location of the study area within Canada [adopted from https://www12.statcan.gc.ca], (b) Study reach location in the Ottawa Study reach location in the Ottawa area (adopted from http://data.ottawa.ca/en/dataset/water), (c) Surveyed sections in Watts Creek sampling reaches M4 (to left) and M3 (to right) including total station surveyed points, flow from west (left) to east (right) [adopted from Google earth]. Squares show the meander locations and their referred number within each sub-reach shown in Figures 4.10 and 4.11.
The results of the bed sediment core samples collected from the entire reach indicated that all median grain sizes were in the silt or clay range which characterized them as fine grained, cohesive soils. The results of a piston-flume critical bed shear stress test suggest that the cohesive clay bed sediments in Watts Creek watershed are not heavily consolidated (Rennie, 2014).

4.2.2 **Site Reconnaissance**

Channel condition was assessed by visual observation during different flow regimes. The observations are categorized by location within each sampling sub-reach specified in Figure 4.1c. As is shown, M4 sub-reach of Watts Creek is confined by the City of Ottawa rail line. M3 and M4 are otherwise similar; they are meandering channels with cohesive bed and banks. They convey the same discharge (based on the ADCP measurements), and they have similar bed substrate and riparian vegetation. Figures 4.2-4.5 show the field conditions immediately after a spring freshet flood. Locations of erosion and channel incision were identified by exposed tree roots and steep, undercut or collapsing river banks. Observations for each sampling reach are provided below.

4.2.2.1 **M4 Sampling Reach**

This part of Watts Creek meanders adjacent to the City of Ottawa rail line. Overbank sediment deposits throughout this reach indicated that the previous spring freshet had overtopped the banks in the Main Creek. Figure 4.2a shows the development of a concave-bank bench on the upstream limb of the outer bend at the last sharp meander. There were indications of instabilities on the downstream portion of the outer bank of both bends in M4 (Figure 4.2b). Inner bank instability was also observed at the upstream bend in M4. As shown in Figure 4.3a, an erosion pathway cut through the inner bank point bar during the freshet flow; vertical stakes in the channel suggest failure of a previous attempt to stabilize the inner bank (Figure 4.3b). Figure 4.4a illustrates the evolution of the longitudinal-shaped bar as well as the secondary channel adjacent to the outer bank of the last meander bend. These features suggest that M4 has a very active, unstable channel, presumably due to the meander confinement by the rail line.
Figure 4.2. M4 sampling reach, meander bend restrained by City of Ottawa rail, facing downstream. Note the City of Ottawa rail line immediately adjacent to the south of the river: (a) Concave-bank bench formation on the upstream of the bend apex (b) The failure of outer bank, downstream of the bend apex. Pictures were taken by the authors April 30, 2014.

Figure 4.3. M4 sampling reach, meander bend restrained by City of Ottawa rail, facing downstream: (a) Inner bank was overtopped during the previous high freshet flow, to an erosion pathway through the inner bank. (b) Vertical metal stakes used for bank stabilization. Pictures were taken by the authors April 30, 2014.
Figure 4.4. M4 sampling reach: (a) meander bend restrained by City of Ottawa rail, facing upstream. Formation of the longitudinal bar and the secondary channel on the upstream of the outer bend apex. (b) ADCP spatial survey in the study reach. City of Ottawa rail line can be seen immediately adjacent to the south of the river. Pictures were taken by the authors April 14, 2015.

4.2.2.2 M3 Sampling Reach

Sampling reach M3 encompasses two unconfined meander bends. The channel is reasonably stable in M3, displaying only modest bank slumping on the outer bank downstream of a bend apex. This unconfined section of the creek represents a regular meandering pattern with moderate erosion on the outer bank and deposition on the inner bend (Figure 4.5b).

Figure 4.5. M3 facing downstream: (a) In the middle of M3, between the two major bends. (b) Last meander bend manifests regular meandering pattern with erosion on the outer band and deposition in the inner bank. Pictures were taken by the authors in April 2014.
4.2.3 Data Collection and Analysis

Morphological studies of the two sub-reaches were done based on the results of: (a) bathymetric survey of each section (b) available LIDAR data (c) historical aerial photographs. Topographic and bathymetric study was conducted during summer 2014 employing a total station survey to accurately distinguish the bank and bed topography. Over 4065 bathymetric points were collected in both study sub-reaches with an average spacing of 1.2 m and 0.3 m in streamwise and cross-stream directions, respectively (Figure 4.1c). The collected points were then interpolated by TIN interpolation method in ArcGIS10.2 to obtain the DEM (Digital Elevation Model) of 2014. Slope and hillshade maps were then obtained from the DEM.

The expense of river hydro-morphological field studies has increased utilization of aerial survey techniques (Biron et al., 2013). Relatively recent development of LIDAR technology allows for accurate measurements of bank locations and elevations (De Rose & Basher, 2011). The City of Ottawa has collected LIDAR data for various parts of the city during different years. This study employs available LIDAR data of the study creek from 2006 obtained from the National Capital Commission (NCC). We converted the LIDAR data to DEMs using ArcGIS. Historical aerial photographs were acquired using Google Earth. The photos were registered using georeferencing tools available in ArcGIS. Stationary ground control points for rectification were obtained using corners of the buildings, road intersections, rail trail, solitary trees and large rocks nearby the study site. Figure 4.6 shows the aerial images of the study reach from 2004 and 2014. It should be noted that both aerial photos show the site condition in the summer (June) which represents the low flow regime (discharge ~0.15 m³/s based on 2014 ADCP measurements) in the study creek.
Comparison was then made between the aerial photographs (2004 and 2014), DEMs obtained from the LIDAR data (2006) and total station surveys (2014). The river DEM maps from 2004, 2006 and 2014 were overlapped in ArcGIS and polygons were created to define the active channel boundary and the bank retreat. To distinguish the location of the base and top of the river banks during different times, slope classification maps were overlapped with the hillshade maps for both LIDAR and surveyed DEMs. This allowed for assessment of the meander behavior and bank retreat of each sub-reach. Having DEMs of the study creek at different periods also allows for measurements of elevation changes. Accordingly, the DEM from 2006 was subtracted from that of 2014 through the raster calculator tool in ArcGIS to produce a DEM difference raster to explore the amount of erosion and deposition (see Williams et al., 2015).

In order to evaluate the effect of the velocity field on the channel morphology, spatially intensive ADCP surveys were conducted in both study reaches during August (low flow) and October (high flow) 2014. A Sontek M9 River Surveyor ADCP was deployed on an Ocean Sciences trimaran riverboat (Figure 4.4b). Standing on opposite banks of the creek, we operated the trimaran boat with ropes and moved the boat downstream in narrowly spaced transects in a zigzag array. The measured depth-averaged velocity data was then post processed using in-house Matlab codes (Rennie and Church, 2010). Parsapour-Moghaddam and Rennie (2015, 2017b and 2018)
provide further details on conducting a spatially intensive ADCP survey in a clay-bed meandering river.

4.3 Results

We compared the position of the active channel mapped from 2004 aerial photography with that of 2014. This is shown for both M4 and M3 sampling reaches in Figure 4.7 and Figure 4.8, respectively. The boundaries were obtained through digitizing the channel margin based on the aerial images in ArcGIS. A sufficiently large number of vertices was employed to avoid digitization errors. Figure 4.9 shows the cumulative erosion and sedimentation that occurred in the channel margins between 2006 (based on the LIDAR data) and 2014 (based on the total station survey). This is obtained by subtracting the 2006 DEM of the study area from the corresponding 2014 DEM.

![Figure 4.7. Channel margin migration along the M4 sampling reach. Flow from left (west) to right (east). Background image adopted from Google Earth image (2004).](image)
Figure 4.8. Channel margin migration along the M3 sampling reach. Flow from left (west) to right (east). Background image adopted from Google Earth image (2004).

Figure 4.9. Erosion (negative) and deposition (positive) (m) from 2006 to 2014 in: (a) M4 and (b) M3 sampling reaches. Background image adopted from Google Earth image (2004).
Table 4.1. Channel geometry of each sub-reaches of the study creek within different years.

<table>
<thead>
<tr>
<th>Sampling reach</th>
<th>Date</th>
<th>Length of the channel Path (m)</th>
<th>Sinuosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>M4</td>
<td>2004</td>
<td>187.88</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>2014</td>
<td>175.27</td>
<td>1.49</td>
</tr>
<tr>
<td>M3</td>
<td>2004</td>
<td>106.26</td>
<td>1.44</td>
</tr>
<tr>
<td></td>
<td>2014</td>
<td>107.1</td>
<td>1.46</td>
</tr>
</tbody>
</table>

Figure 4.8 shows that M3 sampling reach has experienced a typical meandering pattern in which erosion and deposition occur at the outer and inner bank, respectively. This can be seen in Figure 4.9b where negative and positive values show erosion (outer bend) and deposition (inner bend), respectively. This confirms our field observations (Figure 4.5). Table 4.1 illustrates that the sinuosity of this sub-reach has been more-or-less consistent, with only a slight increase from 2004 to 2014.

On the contrary, M4 sampling reach (Figure 4.7) has shown irregular meandering behavior. From Table 4.1, it can be inferred that the sinuosity of the channel has decreased from 1.55 to 1.49 in the 10-year period. As shown in both Figures 4.7 and 4.9a, a concave-bank bench can be observed in the upstream limb of the outer bank of the first meander bend. Furthermore, a longitudinal bar is developing in the second meander bend, which may be a precursor to concave bank bench. These results are consistent with the results of our field reconnaissance (Figures 4.2a and 4.4a). On the other hand, Figures 4.7 and 4.9a indicate the occurrence of bank erosion on the downstream of the outer bend apex at the confined meander bends. This was also observed during the field site examination (Figure 4.2b). Apparently, the sharp meander bends of M4 sampling reach migrated downstream whereas the straight portion seemed to be more stable.

To study the hydro-morphodynamics of the irregular meandering development observed in the confined sampling reach in the study creek (Figure 4.2a), ADCP depth-averaged velocities were employed. Figures 4.10 and 4.11 show the interpolated measured depth-averaged velocities during both low flow and high flow in the meander bends of the M3 and M4 sub-reaches, respectively. As shown in Figure 4.11, reverse flow
occurred in the confined meander bends while the unconfined meanders had a regular flow pattern in the streamwise direction (Figure 4.10). The reversing flow was associated with the irregular bend geometry and the flow obstruction imposed on the bend flow by the concave-bank bench.
Figure 4.10. Measured depth-averaged ADCP velocities in the meander bends of the M3 sub-reach at: (a) first bend during August, 2014 (low flow), (b) second bend during August, 2014 (low flow) (c) first bend during October, 2014 (high flow) (d) second bend during October, 2014 (high flow). Refer to Figure 4.1c for location of these bends. Surveyed bathymetric data (2014) is shown in the background.
Figure 4.11. Measured depth-averaged ADCP velocities in the meander bends of the M4 sub-reach at: (a) first bend during August, 2014 (low flow), (b) second bend during August, 2014 (low flow) (c) first bend during October, 2014 (high flow) (d) second bend during October, 2014 (high flow). Refer to Figure 4.1c for location of these bends. Surveyed bathymetric data (2014) is shown in the background.
4.4 Discussion

The morphology of meandering cohesive bed rivers is yet not fully understood, particularly when they are confined. The results of this study illustrated an irregular meandering pattern in the confined sub-reach of the study creek. This irregular meandering pattern included development of a concave-bank bench in the upstream portion of confined bends.

Page and Nanson (1982) developed a conceptual model for the formation of a concave-bank bench, which begins with cut-bank erosion that enlarges the channel. The possible growth of a point bar upstream of a sharp bend would deflect the flow and leave a region of flow expansion and separation downstream and beside the upstream limb of the concave bank which generates large eddies and induces reverse flow. The developed reverse flow causes the upstream margin of the inner bend to erode and thus widen the channel. Consequently, compensating sedimentation may occur in the downstream portion of the inner meander bend, which leads to downstream migration of the meander. The vacated zone at the upstream limb of the outer bend could be filled with eddy accretion consisting mostly of fine grains, leading to development of a concave-bank bench.

In coherence with the Page and Nanson conceptual model for development of a concave-bank bench, the encroachment of the railway embankment on the M4 sampling reach in the study area confined the lateral erosion and caused the meander to migrate downstream, which provided room for fine-grained accretion on the outer meander bends. On the other hand, lower ratio of the bedload to the suspended load in this semi-alluvial cohesive-bed river may have limited downstream development of the point bar (Makaske and Weerts, 2005; Jamieson et al., 2013). This may have created an open space for separation zone and flow expansion. The measured ADCP velocities in the confined meander (Figure 4.11) confirmed the creation of the reverse flows caused by the flow expansion which would favor the development of the concave-bank bench. The ADCP measurements employed in the present study provide the first corroborative proof for the theory developed by Page and Nanson (1982), which was not previously supported by detailed velocity field measurements.
Nanson and Page (1983) indicated that during the process of eddy accretion, a longitudinal-shaped bar could be developed, close to the concave bank and upstream of the meander apex, prior to the full formation of the bench. As a result, a secondary channel may occur since the generated longitudinal bar bench may fail to migrate completely to the concave bank. This longitudinal bar serves as a core for further deposition. Gradual deposition and aggradation of the bar leads to complete formation of the concave-bank bench. Figure 4.4a shows the creation of a longitudinal-shaped bar and an induced secondary channel in the confined M4 sampling reach. This can be caused by the sedimentation in the flow separation zone at the upstream of the outer bank.

Bank instability which was mostly observed in the confined section can be attributed to induced reverse eddy currents, which facilitate the undercut erosion and bank failure on the upstream of the outer banks. Another possible reason for the observed bank instability in the confined setting could be linked to elevated pore water pressure during flood drawdown, which cannot rapidly drain due to the cohesive nature of the bank. With decline of the spring freshet flow stage and removal of the confining river pressure, the elevated pore water pressure could reduce the frictional shear strength and increase the unit weight of the bank material, which may have contributed to the observed bank failures. Furthermore, construction of the railway embankment may have consolidated the river bank, further hindering dissipation and drainage of elevated pore water pressures in the river bank.

4.5 Conclusion

Despite previous research on meander migration patterns, both the impact of channel confinement and the detailed hydro-morphodynamics in a cohesive meandering clay bed river are not yet fully understood. The present study examined the meandering behavior of a cohesive clay bed river over a 10-year period. Two sub-reaches of the same meandering cohesive clay bed river were shown to have different morphodynamic characteristics and migration pattern. The unconfined sampling reach had a typical meandering pattern with erosion on the outer banks and deposition on the inner banks of meander bends. The sinuosity of the reach remained more-or-less constant over the
ten year period. On the other hand, analysis of aerial images along with LIDAR data, total station survey, and field examination revealed an irregular meandering pattern in the confined sub-reach. The sinuosity of this part of the creek decreased from 1.55 to 1.49. The results showed an evolution of the concave-bank bench on the upstream limb of the outer banks of the sharp menders in the confined reach, whereas bank instability was observed downstream of the bend apices. It was shown that different locations along a river, depending on degree of channel confinement, could have distinctly different morphological characteristics. To explore how the morphodynamics of each sub-reach could be linked to its hydrodynamics, we employed spatially intensive ADCP surveying. The results of ADCP depth-averaged velocities confirmed the occurrence of reverse flow on the upstream limb of the outer meander bends in the confined sub-reach, which could be linked to the irregular meandering pattern and generation of the concave-bank bench. The results of this study shed light on the potential impacts of channel confinement on the bank retreat and river migration in comparable case studies.
CHAPTER 5

Impact of channel morphodynamics on fish habitat utilization

Abstract:

It is reasonable to expect that hydro-morphodynamic processes in rivers can affect fish habitat availability and quality, but the impacts of morphological changes in fluvial systems on fish habitat are not well studied. Herein we investigate the impact of morphological development of a cohesive meandering stream on the quality of fish habitat available for juvenile yellow perch (*Perca flavescens*) and white sucker (*Catostomus commersonii*). A three-dimensional (3D) morphodynamic model was first developed to simulate the hydro-morphodynamics of the study creek over a 1-year period (2014-2015). The 3D hydro-morphodynamic model was successfully calibrated using an intensive acoustic Doppler current profiler (ADCP) spatial survey of the entire 3D velocity field and total station surveys of topographic changes in a meander bend in the study creek. The model predictions of morphodynamic changes (erosion and deposition) were incorporated into a fish habitat availability assessment at the end of the study period. Two fish sampling surveys were carried out at the beginning and the end of the study period to determine habitat utilization of each fish species in the study reach. ANOVA multiple comparison tests indicate that morphological development of the stream was a significant factor (*p* < 0.05) for the habitat utilization of juvenile yellow perch, whereas juvenile white sucker utilization of habitat was not significantly impacted by the changes in creek morphology. It is shown that juvenile yellow perch mostly utilized habitat where deposition occurred whereas they avoided areas of erosion. Flow depth, depth-averaged velocity, and suspended sediment transport also significantly influenced habitat utilization of the juvenile yellow perch. As
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4 This chapter has been submitted as: Parsapour-Moghaddam, P., Brennan, C. P., Rennie C. D., Elvidge, C. K., Cooke, S. J. (2018). Impact of channel morphodynamics on fish habitat utilization.
for the juvenile white sucker, the only significant habitat factor was the depth-averaged velocity. Results of the developed fish habitat model based on the standard habitat variables illustrated that the model could not reasonably predict the habitat quality of juvenile yellow perch. Accordingly, the results of the developed 3D hydromorphodynamic model were merged with the fish habitat model. Comparison of the predicted fish habitat map of the juvenile yellow perch with the results of fish sampling surveys revealed that the habitat quality was better predicted when the impact of morphological changes was taken into account in the fish habitat modelling. The results of this study and the proposed methodology could provide some insights into the potential impact of sediment transport processes on the fish community and has implications for effective river management.

*Keyword:* 3D morphodynamic modelling, River morphological changes, Fish habitat modelling, Fish sampling surveys, Fish habitat quality, Yellow perch, White sucker.

**5.1 Introduction:**

**5.1.1 Morphodynamic modelling:**

Studies of river morphological behavior are crucial for understanding river condition and the associated quality and availability of aquatic habitat. However, morphodynamic processes have been recognized as some of the least understood phenomena in natural rivers (Wu, 2007). Several morphodynamic models have been developed over the past decades in an attempt to improve understanding of the river morphodynamics. Appropriate choice of the morphodynamic model depends on the condition and complexity of the study area (Papanicolaou et al., 2008). Until recently, the state-of-the-art for morphodynamic modelling involved two-dimensional (2D) models (Pinto et al., 2012). However, direction and magnitude of the bed shear stress, which has a significance influence on the sediment transport, may not be accurately estimated from a 2D model (Lesser et al., 2001). This could be the case in particular for meandering rivers with dominant secondary flow structures, wherein secondary flow occurrence can increase the sidewall shear stress exerted on river banks (Papanicolaou et al., 2007). Furthermore, due to the complex nature of cohesive sediments, prediction of the
erosion and sedimentation of a cohesive bed river is even more challenging (Haralampides and Rodriguez, 2006; Peixoto et al., 2017). 3D models are more capable of reproducing complex 3D river hydro-morphodynamics processes compared to 1D and 2D models, and due to the advancement of computer technology, development of 3D hydro-morphodynamic models has been growing recently (e.g., Ruther and Olsen 2005; Khosronejad et al. 2007; Khosronejad et al. 2015).

Delft3D is a widely used hydro-morphodynamic open source code which is developed by Deltares and has a broad range of applications in river studies (e.g. Van Maren, 2007, Rinaldi et al., 2008; Sloff, 2010, Moerman, 2011; Spruyt et al., 2011; Williams et al., 2013; Schuurman et al., 2013; Schuurman and Kleinhans, 2015; Staines and Carrivick, 2015; Javernick et al., 2016; Kasvi et al., 2015a,b, Williams et al., 2016; Singh et al., 2017; Su et al., 2017; Mohammed, 2017). The morphological module of Delft3D has been validated by Lesser et al. (2004). 3D modelling with Delft3D 3D can be further divided to hydrostatic and non-hydrostatic modules. Parsapour-Moghaddam and Rennie (2017) showed that the hydrostatic module is able to predict the secondary flow in a tortuously meandering creek. Despite the growing need for 3D morphodynamic modelling, only a few studies have employed Delft3D for 3D morphodynamic modelling in meandering rivers. The Kleinhans group (Kleinhans et al., 2008; Schuurman et al., 2013; Schuurman and Kleinhans, 2015) have employed Delft3D to create 3D models to predict morphodynamics of meandering and braided rivers; however, their studies have focused on bifurcation dynamics with non-cohesive sediments. Kasvi et al., (2015a) studied the sensitivity and functionality of 2D and 3D hydro-morphodynamic Delft3D models. However, their results were limited to short-term (one flood event) morphodynamic processes. Moreover, their results focused on a sandy bed river bend. In the present study, we simulate 1-year of hydro-morphodynamics in a natural meandering cohesive bed river using a 3D Delft3D numerical model. The results of the hydro-morphodynamic module are then employed for a fish habitat quality assessment.

5.1.2 River morphodynamics and fish habitat:

Dynamic interaction of the hydro-morphodynamic processes and the aquatic environment define a river's ecological characteristics (Poff and Zimmerman, 2010). In
order to improve the conditions of an aquatic ecosystem, it is essential to know how the fish populations respond to the ecological changes and how different fish species are linked to their habitats (Portt et al., 2006). River hydro-morphodynamics influence the quality of habitat for fish and other aquatic species (Baranya et al., 2018; Tamminga and Eaton, 2018). Suspended sediment transport can influence the water temperature and dissolved oxygen levels, and can lead to biological impacts on aquatic organisms (Kjelland et al., 2015). It is important to study a river’s morphological changes and the corresponding sediment loads to manage and preserve fish populations (Sullivan and Watzin, 2010).

Numerical simulation of fish habitat has been employed since the 1980s as a useful means for river management and environmental impact assessment (Mouton et al., 2007). Fish habitat models can quantify a river’s ecological condition. They can also be used to investigate the impact of different restoration plans and river management measurements (De Kerckhove et al., 2008). Several fish habitat models have been developed to predict the impact of river ecological changes on fish abundance and diversity. Such models can be employed to preserve an aquatic habitat or declining species, since fish habitat models provide a better perception of the health and condition of the river ecosystem for effective river management (Tash and Litvaitis, 2007).

There have been few previous attempts to couple morphodynamic model predictions with fish habitat modelling. Kerle et al. (2002) and Baptist et al. (2002) indicated that long-term morphodynamic changes in the man-made secondary channels in the Rhine River could significantly affect the quality and availability of fish habitat. Baptist et al. (2002) used a 2D version of Delft3D to model the hydro-morphodynamics. The outputs of the model were then fed into a fuzzy habitat model, Casimir. However, no fish sampling survey was conducted during their study, and therefore, the fish habitat model could not be validated. Accordingly, the correlation between the morphodynamic changes and the availability of the fish habitat was not studied. Hauer et al. (2007) showed that riffles instability would negatively affect the reproduction of nase (*Chondrostoma nasus*), the main fish species in the Austrian lowland Sulm River. They suggested that morphological studies should be considered in river restoration projects.
Hauer et al. (2008) subsequently studied how juvenile nase could be impacted by morphodynamic processes in the river. They combined the results of 1D and 2D hydrodynamic models with a fish habitat model. They obtained the sedimentation and erosion of the study river by terrestrial surveys within three years. They also conducted an electrofishing survey to study how the juvenile nase respond to the morphological changes. The results of this study confirmed the reduction in the habitat suitability by the channel morphological changes; however, no morphodynamic simulation was employed. Moreover, the correlation of the sedimentation and erosion with the available fish habitat was not studied. Escobar-Arias and Pasternack (2010) evaluated in-stream ecological functionality based on the shear stress dynamics. However, calculated bed shear stress from the hydrodynamic numerical model may not be a good representative of the intricate dynamics of the sediment process and the impact of bed level changes on the hydraulics. Noack (2012) used the CASiMiR habitat model to simulate the suitability a river bed for reproduction of gravel-spawning fish. This study used a 3D morphodynamic model to account for the morphodynamic processes and considered the impact of bed level changes on the hydraulics. However, their habitat model was mainly based on the water depth, flow velocity, and dominant substrate, while the dynamic sedimentation and erosion processes were not correlated to the fish habitat.

In the present study, we will develop a 3D morphodynamic model to estimate the morphological changes of the study river. Two different fish sampling surveys were conducted within the study period. The results of the morphodynamic model were then used to discover if there is any correlation between erosion/ sedimentation processes and the availability and utilization of fish habitat in the study reach.

5.1.3 Objectives and novelties:

Ecological condition Ecological condition of a fluvial system, to a great extent, depends on its physical habitat (Maddock, 1999). Previous morphodynamic-fish habitat studies have mostly focused on the sediment grain size and distribution rather than the morphological changes. The long-term impacts of sediment transport on aquatic species are still not well understood and more study is needed to alleviate the potential
effects of sediment transport on fish communities (Kjelland et al., 2015). In the fluvial system’s management, it is of practical importance to identify and protect fish that are sensitive to channel sedimentation and the associated sediment loads (Sullivan and Watzin, 2010).

The present study, for the first time, studies the correlation between morphological development and the fish community in the same river. We developed a 3D Delft3D model of a natural cohesive meandering stream using unsteady flow with the aim that this methodology and parameters employed therein could be useful in similar case studies. Total station topographic surveys were conducted in 2014 and 2016 to provide bathymetric change data for the morphodynamic module calibration. We also conducted spatially intensive ADCP survey in the study area to obtain data for the hydrodynamic module calibration. The calibrated 3D morphodynamic model was then run for a one-year period to assess how the fish habitat quality changed over this period. We performed two fish sampling surveys in the study area in 2014 and 2015 to find a relationship between the physical fish habitat and morphological changes of the study creek. The results of the 3D morphodynamic model were then employed to develop a fish habitat model for juvenile yellow perch. The next section (5.2) illustrates the area of the study. Section 5.3 explains the proposed methodology including the field studies (5.3.1), 3D morphodynamic modelling (5.3.2) and the fish habitat studies (5.3.3). Results are shown in Section 5.4 followed by the discussion (Section 5.5) and conclusions (Section 5.6).

### 5.2 Study Area:

The study site was a meandering reach of Watts Creek, which flows into the Ottawa River at Shirley’s Bay in the Kanata region of the Municipality of Ottawa, Canada. Watts Creek flows east and north over National Capital Commission (NCC) greenbelt forest property (Fig. 5.1). The bed and bank materials are mostly cohesive (Salem and Rennie, 2017). Watts Creek provides crucial cool water fish habitat and has a high fish abundance (Maarschalk-Bliss, 2014). However, this creek has undergone erosion and degradation which can negatively impact the available aquatic habitat. The present
study attempts to understand the hydro-morphodynamics to gain a better understanding of the fish habitat quality in Watts Creek.

The study reach is adjacent to the City of Ottawa rail line. The meander confinement by the rail line has caused excessive erosion and irregular meandering pattern in the reach (Parsapour-Moghaddam and Rennie, 2018b). Core samples of bed sediment collected from the reach were identified as fine-grained, cohesive soils. Piston-flume critical bed shear stress analysis showed that the clay bed sediments in the study creek are not heavily consolidated (Salem and Rennie, 2017). Field reconnaissance of the creek revealed instabilities in the inner banks of meanders as well as the downstream limb of the outer bends. It was also observed that a concave-bank bench has been generated on the upstream portion of the outer bank at the last sharp bend (Parsapour-Moghaddam and Rennie, 2018b). These observations confirmed that the study reach is an active and unstable channel.

Figure 5.1. (a) Location of the City of Ottawa in Canada (adapted from https://www12.statcan.gc.ca); (b) Study creek shown with the square (adopted from Google earth), flow from west (left) to east (right). The center point of the reach is situated at ~ 431086.6 m E 5021107.4 m N. Please note that the dimension of the red box is 90m*45m.
5.3 Methodology:

5.3.1 Field studies

Initial bathymetric data needed for the morphodynamic modelling was first collected during summer 2014 using a total station survey with an average spacing of 1.2 m and 0.3 m in streamwise and transverse directions, respectively (Fig. 5.3b). We also conducted a Total station bathymetric survey in the second meander bend of the creek during summer 2016 to assess the morphological changes of the river within the two-year period (Fig. 5.2b). Bathymetric points were collected with an average spacing of 2.7 m and 0.6 m in streamwise and transverse directions, respectively. Triangular interpolation method (TIN) was then employed in ArcGIS10.2 to attain the digital elevation model (DEM) for both bathymetric surveyed data points.

Figure 5.2. Total station bathymetric points collected during summer: (a) 2014 (b) 2016. Flow from left to right. Background pictures taken from Google Earth.

We also employed a spatially intensive ADCP method to obtain the spatial distribution of 3D velocities all over the reach (Fig. 5.3a). An ADCP is a hydroacoustic tool which, based on the principles of Doppler shift, measures the 3D flow velocities. More detailed information on ADCP theory is available in Simpson (2001), Simpson and Oltman (1993), and Rennie and Church (2010). We mounted a Sontek M9 River Surveyor ADCP on an Ocean Sciences trimaran riverboat which was operated and moved, slower than the flow, in a zigzag pattern via ropes by two operators at each side.
of the river. The sampling frequency of the moving boat was 1Hz. The compass was calibrated in situ through ADCP rotation with varying pitch and roll. The spatial distribution of 3D velocities, obtained from the ADCP survey, was then employed to calibrate the 3D hydrodynamic model. Calibration of the 3D hydrodynamic model with this method ensures better prediction of the 3D flow field (Parsapour-Moghaddam and Rennie, 2018a).

Figure 5.3. Field studies in Watts Creek: (a) ADCP mounted on an Ocean Sciences trimaran riverboat employed for spatially intensive ADCP survey (b) Total Station used for terrestrial survey.

5.3.2 3D morphodynamic modelling:

For 3D hydro-morphodynamic modelling of the study meandering creek, we employed the Delft3D modelling package (Delft-Flow version 4.01.01). Delft3D is a freely-available, open-source code developed by Deltares. This code includes different components interacting individually or in combination with other modules over a mutual interface (Deltares, 2014). It is capable of modelling 2D or 3D hydro-morphodynamics over a rectilinear or a curvilinear grid. The Delft3D hydrodynamic model solves 3D Navier–Stokes equations for incompressible flow under Boussinesq assumptions. The partial differential equations include the following flow and momentum continuity equations:
\[
\frac{\partial \eta}{\partial t} + \frac{\partial (hU)}{\partial x} + \frac{\partial (hV)}{\partial y} = 0
\]  

(5-1)

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} = -g \frac{\partial \eta}{\partial x} + \nu_h \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) + \frac{\partial}{\partial z} \left( \nu_v \frac{\partial u}{\partial z} \right)
\]  

(5-2)

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z} = -g \frac{\partial \eta}{\partial y} + \nu_h \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) + \frac{\partial}{\partial z} \left( \nu_v \frac{\partial v}{\partial z} \right)
\]  

(5-3)

In shallow water applications, the vertical momentum equation is reduced to the hydrostatic pressure assumption:

\[
\frac{\partial p}{\partial z} = -\rho g
\]  

(5-4)

where \( h \) is the water depth, \( \eta \) is the water surface elevation, \( U \) and \( V \) are the depth averaged velocities in \( x \) and \( y \) directions, respectively, and \( u, v \) and \( w \) denote velocity components; \( g \) is the gravitational acceleration; \( t \) is the time; \( \nu_h \) and \( \nu_v \) are, respectively, horizontal and vertical kinematic eddy viscosity coefficients.

After applying the approach of Reynold's averaging, turbulence closure models are employed to solve the RANS equations. Delft3D-Flow code is numerically solved based on the finite difference method. We employed \( \sigma \) coordinate system in which the vertical layers are bounded by the planes which follow the free surface and the bottom topography.

The horizontal grid was generated using orthogonal curvilinear grid cells covering the model domain (Fig. 5.1b). The initial bathymetry was obtained using the interpolated surveyed bathymetric data from the 2014 total station survey. To test the sensitivity of the model to the mesh, several grids were developed and examined. A proper grid cell resolution was attained considering the balance between the computational cost and grid cell resolution with a 6 s time step to meet the stability condition. Grid cell properties were examined to ensure the quality of the generated grid, i.e., aspect ratio <2 and orthogonality <0.05 (Fig. 5.4). The mesh was generated in a way to assure that the flow discharge was contained within the grid cell boundaries.
Assuming that the gravity is much larger than the vertical acceleration, the hydrostatic version of Delft3D-Flow model was employed (Equations 1-4, i.e., the shallow water equations). Parsapour-Moghaddam and Rennie (2017) showed that the hydrostatic version of the Delft3D-Flow was capable of reasonably simulating the 3D flow structures in a tortuously meandering river. Ten vertical layers were defined in the \( \sigma \) coordinate system with the layer thickness ranging from 2% to 20% of the water depth with thinner layers close to the river bed.

Time series of discharge and water level were used for the upstream and downstream boundary conditions, respectively. SWMHYMO hydrologic modelling software was employed to simulate the continuous upstream boundary discharge and downstream water level (Brennan et al., 2018). Since Delft3D can accept a limited number of inputs for the time-varying boundary conditions, a Matlab code was developed to reconstruct and segmentize the hydrographs. To this end, a line was fitted
to \( k \) points of an initial hydrograph and its slope was calculated. If the relative error between the slopes of two consecutive lines was lower than \( \epsilon \), that slope was considered as a representative of two consecutive lines, and \( k \) was reduced by one. This process was continued until the entire hydrograph was covered. The selected lines were then evaluated against the initial hydrograph to ensure that all maximum and minimum points were captured. Using trial and error, \( \epsilon \) and \( k \) were obtained as 0.1\% and 20, respectively. In other words, the annual hydrograph was described by 20 piecewise line segments. To reduce the spinning time, hot start mode was applied. The model simulation was started from August 2014. Accordingly, the model was first run for a short period (60 minutes), based on the ADCP measured discharge in July 2014 (~0.08 m\(^3\)/s), until it converged. The results of this model were employed as the initial condition for the longer model run. The \( k-\epsilon \) turbulence closure model, based on eddy viscosity theory of Kolmogorov and Prandtl (Deltares, 2014), was used to calculate the 3D turbulence. The hydrodynamic module was calibrated using the procedure described by Parsapour-Moghaddam and Rennie (2018a). Manning roughness and horizontal eddy viscosity were the calibration parameters, and the hydrodynamic module output was calibrated using spatially intensive surveyed ADCP data. That is, 3D simulated velocities were compared with the 3D measured ADCP throughout the entire reach obtained on October 2015 (~0.5 m\(^3\)/s).

The morphodynamic module of Delft3D is capable of simulating the sediment transport of suspended load and bedload for non-cohesive sediments and suspended load for cohesive sediments. As mentioned in Section 5.2, the study creek has cohesive bed and bank materials. For suspended sediments, Delft3D solves the 3D advection-diffusion equation:

\[
\frac{\partial c}{\partial t} + \frac{\partial uc}{\partial x} + \frac{\partial vc}{\partial y} + \frac{\partial (w-w_s)c}{\partial z} = \frac{\partial}{\partial x} \left( D_x \frac{\partial c}{\partial x} \right) + \frac{\partial}{\partial y} \left( D_y \frac{\partial c}{\partial y} \right) + \frac{\partial}{\partial z} \left( D_z \frac{\partial c}{\partial z} \right)
\]

(5-5)

where \( c \) is mass concentration of the sediment (kg/m\(^3\)), \( D_x \), \( D_y \), and \( D_z \) are sediment eddy diffusivities (m\(^2\)/s), and \( w_s \) is sediment settling velocity (m/s). Eddy diffusivities and
local flow velocities are calculated according to hydrodynamic model results. Delft3D calculates the sedimentation and erosion of the cohesive sediment employing the Partheniades-Krone formulations (Partheniades, 1965):

\[
E = MS(\tau_{cw}, \tau_{cr,e}) \tag{5-6}
\]

\[
D = w_c c_b S(\tau_{cw}, \tau_{cr,d}) \tag{5-7}
\]

\[
c_b = c \left( z = \frac{\Delta z}{2}, t \right) \tag{5-8}
\]

where \( E \) is erosion flux, \( M \) is a user-defined erosion parameter, \( D \) is deposition flux, \( c_b \) is the average sediment concentration in the near bottom computational layer, \( S(\tau_{cw}, \tau_{cr,e}) \) is an erosion step function:

\[
S(\tau_{cw}, \tau_{cr,e}) = \begin{cases} 
  \left( \frac{\tau_{cw}}{\tau_{cr,e}} - 1 \right), & \text{when } \tau_{cw} > \tau_{cr,e} \\
  0, & \text{when } \tau_{cw} \leq \tau_{cr,e}
\end{cases} \tag{5-9}
\]

\( S(\tau_{cw}, \tau_{cr,d}) \) is a deposition step function:

\[
S(\tau_{cw}, \tau_{cr,d}) = \begin{cases} 
  \left( 1 - \frac{\tau_{cw}}{\tau_{cr,d}} \right), & \text{when } \tau_{cw} < \tau_{cr,d} \\
  0, & \text{when } \tau_{cw} \geq \tau_{cr,d}
\end{cases} \tag{5-10}
\]

\( \tau_{cw} \) is maximum bed shear stress due to waves and current calculated through the wave-current interaction, \( \tau_{cr,e} \) is the user-defined critical shear stress for erosion, and \( \tau_{cr,d} \) is the user-defined critical shear stress for deposition.

The Delft3D morphodynamic module also includes bed level update as well as the bank erosion. Bank erosion is a function of erosion flux in the adjacent dry cell. In the developed model, 50% of the erosion in the wet cell was redistributed to the neighboring dry cells. Wet cells were defined to have at least 10cm of water depth.

For the upstream boundary condition of the morphodynamic model, we employed Neumann boundary conditions implying that the mud concentration gradient perpendicular to the inflow boundary is zero. To speed up the morphological adjustment, the morphological acceleration factor (MorFac) was implemented. A number of studies have implemented morphological factors in Delft3D morphodynamic...
modelling and confirmed that MorFac can provide adequately realistic predictions of the long-term morphodynamic processes (eg., Lesser et al., 2004; Moerman, 2011; Schuurman et al., 2013; Williams et al., 2016; Yossef, 2016; Mool et al., 2017). That is, accurate long-term morphological changes would occur during a shorter flow duration simulation (Yossef, 2016). This helps to decrease the computational costs. For unsteady flow, input discharge time series should be compacted in accordance with the implemented scaling factor (Williams et al., 2016). Morphodynamic model calibration was achieved using the data from the two topographic surveys in one channel bend (Fig. 5.2). For calibration purpose, it was assumed that the input hydrograph in the second year (2015-2016) was the same as the first year (2014-2015) with a similar cycle. Accordingly, the morphological acceleration factor was set to 2. That is, the 2-year input flow hydrograph was condensed into a 1-year period. Several morphodynamic parameters, such as the erosion parameter, settling velocity, initial sediment layer thickness, critical bed shear stress for erosion and deposition, and horizontal eddy diffusivity were tested to find the sensitivity of the model to each. The model was most sensitive to the horizontal eddy diffusivity and the critical shear stresses for erosion and deposition, thus these parameters were used for morphodynamic model calibration.

5.3.3 Fish habitat studies:

In order to link the fish habitat quality with the erosion and sedimentation rate, fish sampling surveys were conducted in the creek using backpack electrofishing. Electrofishing is among the widely used methods for fish sampling surveys (e.g. Sharber and Sharber Black, 1999; Rosenberger and Dunham, 2005; Temple and Pearsons, 2007). To be able to assess how the fish community was changed by the morphological changes of the stream, two different fish sampling surveys were conducted during summer 2014 and summer 2015, which were respectively at the beginning and end of the study period. Based on ADCP measurements collected immediately following sampling in both 2014 and 2015, the flow discharge was ~0.08 m3/s and the temperature was ~18°C during both surveys. Equivalent sampling procedure and effort were employed during both sampling events. The creek was
divided into 5m long subreaches covering all the study reach except for the very upstream end of the reach (Fig.5.5).

Fish sampling was started from downstream of the reach toward the upstream to ensure that the fish were not disturbed. All fish caught within discrete subreaches were measured to the nearest mm and identified separately to allow for a relationship with individual physical habitat spatially distributed throughout the creek. The two species found to be most abundant during sampling were yellow perch (N = 121, total length 80.38 mm ± 7.34 mm, mean ± SD) and white sucker (N = 39, 77.97 mm ± 35.49 mm). Yellow perch are a cool-water fish common throughout Eastern North America, and are usually found in shoals near vegetation and other submerged structures in lakes and pools in slow-moving streams (Suthers and Gee, 1986; Paukert et al., 2002; Froese and Pauly, 2018). They are more common in clear water and abundance generally decrease with increasing turbidity (Krieger et al., 1983). White sucker are an indiscriminate bottom-feeding species with broad environmental tolerances (Froese and Pauly, 2018) that is relatively abundant in the Midwest and Northeast regions of North America (Saint-Jacques et al., 2000), and are found near all types of substrates in lakes, streams and rivers (Minnesota DNR, 2018).
Figure 5.5. Fish sampling survey in the study reach: (a) Fish were held in the bucket till they were measured and identified (b) Measurement and identification of the caught fish (c) Backpack electrofisher (d) Fish sampling in the study reach using backpack electrofishing (R-L: J. Foster, C.K. Elvidge, K. Birnie-Gauvin).

To study the linkage between the available fish community and the stream morphodynamics, we employed the results of the developed 3D hydro-morphodynamic model. The simulated results of cumulative erosion and sedimentation within a one-year monitoring plan (August 2014-August 2015) were spatially analyzed to calculate their statistics in each 5-m subreach. These results were compared to observed changes in the habitat utilization of both yellow perch and white sucker during the study period. Specifically, analysis of variance (ANOVA) tests (Tukey, 1953; Kramer, 1956) were used to test if the predicted morphological changes had a significant influence on fish community changes. We also analyzed the significance of other variables, such as predicted values of sediment concentration, flow depth, and depth-averaged velocity, on the observed yellow perch and white sucker community in 2015.
The results of the developed 3D hydro-morphodynamic model were also used to develop a fish habitat model of juvenile yellow perch. For fish habitat modelling, we used habitat suitability index (HSI) modelling, which is the most common way to study the fish response to their habitat (Noack, 2012). An HSI provides a measure of the quality of a given habitat variable to support particular fish at different life stages, with values ranging from 0 (the most unsuitable condition) to 1 (optimal condition) (Bovee, 1986). We used juvenile yellow perch habitat suitability curves for flow depth, velocity, and substrate based on Krieger et al., (1983). The creek bed substrate is mostly preferred particle size for the juvenile yellow perch, which according to Krieger et al. (1983) is less than 0.062 mm. We employed two different scenarios based on the: (I) hydraulic variables such as flow depth, velocity, and substrate (II) hydraulic variables in addition to the morphological changes (i.e. erosion/ sedimentation). For both scenarios, to combine the results of HSI modelling based on different parameters, we used the arithmetic mean to obtain a composite habitat suitability index ($CSI$):

$$ CSI = \frac{\sum_{i=1}^{n} HSI_i}{n} $$

(5-11)

5.4 Results:

The hydrodynamic module of the developed 3D model was first calibrated for the Manning roughness and horizontal eddy viscosity using fully 3D ADCP velocities. The morphodynamic module was then calibrated for horizontal eddy diffusivity, critical bed shear stress for both erosion and sedimentation to which the 3D model was more sensitive. The calibrated parameter values are shown in Table 5.1. Fig. 5.6 shows the results of observed stream morphological changes and the calibrated 3D morphodynamic model from August 2014 to August 2016. The observed stream bend morphological development was calculated by differencing two total station surveys. As is shown, the calibrated model is in good agreement with the terrestrial measurements. Some discrepancies could still be seen close to the outer bank which can be attributed to the simple bank algorithm used in Delft3D. Nevertheless, considering all the uncertainties inherent to sediment transport modelling, these results are promising. The calculated mean absolute error of the bathymetric change is 0.11 m. It was confirmed
that the developed 3D model could be employed to predict the hydro-morphodynamics of the study creek.

Table 5.1. Calibration results of the developed 3D hydro-morphodynamic model

<table>
<thead>
<tr>
<th>Calibration parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manning roughness</td>
<td>0.015</td>
</tr>
<tr>
<td>Background horizontal eddy viscosity</td>
<td>$1 m^2/s$</td>
</tr>
<tr>
<td>Background horizontal eddy diffusivity</td>
<td>$4 m^2/s$</td>
</tr>
<tr>
<td>Critical bed shear stress for erosion</td>
<td>$0.35 N/m^2$</td>
</tr>
<tr>
<td>Critical bed shear stress for sedimentation</td>
<td>$0.35 N/m^2$</td>
</tr>
</tbody>
</table>

The calibrated 3D model was then run from August 2014 to August 2015. Fig. 5.7 shows the results of the developed 3D model during the one-year study period. Fig. 5.7d shows morphological development of the study area. These results were also qualitatively consistent with the actual morphological changes based on the field reconnaissance in terms of the pattern and location of the sedimentation and erosion (Parsapour-Moghaddam and Rennie, 2018b).
Figure 5.6. (a) Morphological changes over the study period (2014-2016) in one bend within the study reach (a) Results of the 3D morphodynamic model. (b) Observed changes based on total station surveys. Positive values indicate deposition and negative values indicate erosion. Flow from left to right.

Figure 5.7. 3D morphodynamic model results at the end of the 1-year study period: (a) depth-averaged velocity (b) depth-averaged suspended sediment transport (c) flow depth (d) cumulative morphological development of the study creek. Flow from left to right.

Since both fish sampling surveys were conducted at the same time of year under very similar conditions of temperature and discharge, it may be reasonable to attribute these fish community changes to the stream morphological changes. Fig. 5.8 shows habitat utilization of white sucker and yellow perch during the two fish sampling surveys. Fig. 5.9 illustrates the changes in the habitat utilization of these two fish species with respect to the morphological changes during the study period.
Figure 5.8. (a) Habitat utilization of: (a) white sucker in 2014, (b) white sucker in 2015, (c) yellow perch in 2014, (d) yellow perch in 2015. Note that the legend shows the number of the fish species caught in each subreach.
As shown in Fig. 5.9, between sampling surveys habitat utilization of yellow perch mainly increased in zone 1, where sediment deposition was mostly predicted. On the other hand, no consistent trend could be observed for white sucker in this zone since habitat utilization increased in four sampling subreaches, decreased in one subreach, and had no change in the other five sampling subreaches. In zone 2 where erosion was mostly dominant, the habitat utilization of yellow perch decreased or had no change. However, white sucker habitat utilization mostly increased in this zone. In zone 3, which had a mix of erosion and deposition, habitat utilization by yellow perch increased in two subreaches while in the other three subreaches no changes was observed. The white
sucker habitat utilization did not change in this zone during the study period. ANOVA tests were carried out to identify any significant relations between the model morphodynamic results and changes in the fish habitat utilization. Simulated changes in bed elevation during the 1-year study period were averaged in each 5-m sampling subreach, and then were compared to observed changes in relative abundance of fish within each sub-reach. ANOVA test results yielded $P$ values of 0.035 and 0.239 for yellow perch and white sucker, respectively. The results of ANOVA test confirmed that the morphological changes during the study period were a significant factor for habitat utilization of yellow perch at the 5% significant level, whereas white sucker habitat utilization was not significantly affected by the erosion and sedimentation.

We also evaluated the influence of different habitat variables on fish utilization of habitat within the reach. This was achieved using multiple ANOVA tests (Table 5.2) to study if the flow depth, depth-averaged velocity, and suspended sediment transport had any impact on the habitat utilization of yellow perch and white sucker at the end of the 1-year study period.

<table>
<thead>
<tr>
<th></th>
<th>yellow perch</th>
<th>white sucker</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum suspended sediment transport</td>
<td>0.049</td>
<td>0.244</td>
</tr>
<tr>
<td>Maximum depth-average velocity</td>
<td>0.027</td>
<td>0.025</td>
</tr>
<tr>
<td>Spatially averaged flow depth</td>
<td>0.013</td>
<td>0.078</td>
</tr>
</tbody>
</table>

As is shown in Table 5.2, yellow perch utilization of habitat was significantly affected by all three of the maximum suspended sediment transport, maximum depth-averaged velocity, and the spatially averaged flow depth within each sampling subreach. However, white sucker showed significant influence of only spatial changes in the depth-averaged velocity; white sucker was not significantly impacted by the water depth and suspended sediment transport. Since the ANOVA test suggested juvenile yellow
perch utilization of habitat was significantly impacted by morphological changes, HSI models were subsequently developed for juvenile yellow perch, both with and without consideration of sediment erosion/deposition (Fig. 5.10). Results of the developed 3D morphodynamic model were employed as inputs for these fish habitat models. It should be noted that in order to incorporate the morphological changes in the HSI model in scenario II (Figure 5.10b), in the areas of erosion we applied HSI of 0 whereas in the deposition zones we applied HSI of 1.

![Figure 5.10. Predicted habitat suitability map for juvenile yellow perch based one: (a) scenario I (b) scenario II (with consideration of the morphological changes).](image)

The suitability of each fish habitat model can be assessed by comparing Fig. 5.10 to the observed juvenile yellow perch utilization of habitat (Fig. 5.8d). It can be concluded that the habitat availability in zone 1 was better predicted in scenario II (refer to Fig. 5.9 for locations of each zone). In zone 2, both scenarios estimated relatively low habitat conditions, which is consistent with the results of the fish sampling surveys. As for zone 3, scenario I predicted very similar habitat quality all over the zone. However, based on the fish sampling surveys, habitat utilization of juvenile yellow perch was higher in two sampling subreaches. This higher quality of habitat of zone 3 was better predicted in scenario II. In general, it can be concluded that the habitat quality and variability was better predicted in scenario II in which the morphological changes were taken into account. Consideration of the morphological changes to the fish habitat model leads to
a habitat model specifically parameterized in accordance with the fluvial system’s eco-morphological conditions.

5.5 Discussion:

It can be reasonably expected that the hydro-morphodynamic processes of a fluvial system can affect the quality and availability of fish habitat given the strong and inherent connections between the hydraulic and morphology of a river and its biota (Lapointe et al., 2014). Nevertheless, the impact of river’s morphological changes on fish habitat is yet poorly studied. The study herein considered channel morphodynamics in fish habitat modelling. This could be of practical importance in river restoration strategies where fish habitat quality for a certain time period is understood, but change in the habitat quality over time is required. The morphological changes of a cohesive meandering creek, obtained from a 3D morphodynamic model, were correlated to changes in the habitat utilization of juvenile yellow perch and white sucker within a 1-year period. The results of the calibrated morphodynamic model reasonably agreed with observed morphological change obtained by terrestrial surveying. Deposition occurred on the outer bank which is consistent with what was reported by Parsapour-Moghaddam and Rennie (2018b). The results of their field study showed the generation of reverse flow eddies, which were interpreted to have caused the development of the concave bank bench in the study reach. Blanckaert et al. (2013) reported an occurrence of a dead water zone in the outer-bank widening of an open channel bend with an immobile gravel bed. It was shown that channel widening could promote a weak horizontal recirculation eddy. Similarly, the modelled outer bank deposition in the study creek can be attributed to the widening meander bend which reduces the flow velocities and consequently causes an outer bank deposition. The ability of the model to simulate this process confirms that the developed model could reasonably be employed to predict the morphological changes in this creek.

We carried out two fish sampling surveys, both of which occurred during the same season of summer low flow with very similar hydrodynamic characteristics and water temperature. Accordingly, it is reasonable to assume that hydrodynamic and other
habitat variables such as temperature and dissolved oxygen were not significant factors in the observed changes in fish utilization of habitat between surveys. Based on the modelling results of this study, it can be concluded that yellow perch was more susceptible to the suspended sediment concentration compared to white sucker. It was demonstrated that juvenile yellow perch utilization of habitat was significantly impacted by the morphological changes and the suspended sediment transport. In particular, yellow perch habitat utilization increased in areas of deposition, possibly suggesting that yellow perch were seeking habitat with lower suspended sediment concentration. Kjelland et al. (2015) reported that yellow perch death was increased with elevated sediment concentration. The results of the present study support this argument that yellow perch could be sensitive to the stream’s morphological behavior. On the other hand, the present study illustrated that white sucker was not significantly impacted by the morphological changes and suspended sediment concentration. This is consistent with previous studies which reported that white sucker is tolerant to varying environmental circumstances (Saint-Jacques et al., 2000) and does not show health impairments when exposed to increased levels of fine sand (Merten et al., 2010). It should be noted that this study mainly focused on juvenile yellow perch and white sucker, while the results may be different for other life stages of these fish species.

There still may be some uncertainties in these results related to the field measurements, model predictions, estimation of the flow time series during the study period, fish sampling surveys, the uncertainties associated with the HSI modelling, and inter-annual differences in seasonal weather. In particular, only two fish surveys were conducted. Validation of the fish habitat-morphodynamic model with multi-year data could help to alleviate the uncertainties associated with the results. Regardless, to the best of our knowledge this study represents the first attempt to validate a stream morphodynamic-habitat model using fish sampling results. The results of this research suggest that much further study of the influence of channel morphodynamics on fish habitat is warranted. For example, habitat suitability curves could be developed based on the impact of morphological changes and suspended sediment concentrations on yellow perch.
5.6 Conclusion:

Morphological development of a cohesive meandering creek was studied to discover if morphodynamic processes could impact fish habitat quality for juvenile yellow perch and white sucker. Two fish sampling surveys were carried out at the beginning and end of the study period. Successful validation efforts indicated that the developed model could be reasonably employed to predict the hydro-morphodynamics of the study creek. ANOVA tests showed that morphological development was a significant factor in the habitat utilization of juvenile yellow perch, while juvenile white sucker utilization of habitat was not significantly impacted by the morphological changes in this creek. It was shown that habitat utilization of juvenile yellow perch mostly increased in the areas where sediment deposition occurred. Results of multiple ANOVA tests illustrated that flow depth, depth-averaged velocity, and the suspended sediment transport were all significant factors in habitat utilization of juvenile yellow perch. On the other hand, habitat utilization of juvenile white sucker was significantly impacted by the depth-averaged velocity, while the flow depth and suspended sediment transport did not have a significant effect on the habitat utilization of this fish species. The results of the developed hydro-morphodynamic model were fed into the fish habitat model of juvenile yellow perch. The results demonstrated that the fish habitat model for juvenile yellow perch yielded better predictions of fish habitat utilization when the effect of morphological changes was taken into account. The present study suggested that a stream’s morphological changes may have an influence on fish habitat utilization. This could be a step toward better understanding and prediction of fish habitat quality with respect to stream morphological changes, providing some insights into the impact of sediment transport on fish communities. More study is needed to understand the effect of morphological changes on various fish species in a range of fluvial environments. Preferably, future studies will include more comprehensive fish population assessments that consider inter-annual and intra-annual variability in both target and control reaches.
CHAPTER 6

Conclusions and Future Research

6.1 Summary and concluding remarks

In the present thesis, 3D hydro-morphodynamic numerical models were developed for two meandering cohesive bed creeks. Total station terrestrial surveys were conducted for each creek to obtain the bathymetric data. For 3D hydro-morphodynamic modelling, Delft3D-Flow was used which is a widely used hydro-morphodynamic numerical model. Calibration and validation of the developed models were done based on field-based data to provide a more realistic approach to the natural rivers’ simulation and subsequently, improve the understanding of morphological processes of meandering channels. New techniques were proposed for the calibration and validation of 3D morphodynamic-habitat models in an attempt to enhance understanding of the challenging hydro-morphodynamics. The results of the developed 3D hydro-morphodynamic model were employed to estimate how fish habitat availability can be impacted by a river’s morphological changes.

In natural meandering rivers where 3D flow features are required, it would be of importance to develop a model specifically parameterized to predict the 3D flow field. This study proposed a novel methodology for an improved calibration of a 3D hydrodynamic model. Using field observations of fully distributed 3D velocities throughout a natural river provides opportunity for 3D model calibration that accounts for the variability and dynamics of the complex flow field in meandering rivers. Spatially intensive ADCP surveys were conducted in the studied creeks to attain fully 3D distributed velocities. For accurate and realistic comparison of the fully 3D predicted and measured velocities, an algorithm was developed to match the location of each ADCP bin with 3D model grid points. This study compared the results of the proposed calibration approach with the typical calibration methods to show how choosing different calibration methods could change the model predictive capability. The results suggested that different calibration approaches resulted in different calibration parameterizations whose simulated results could significantly differ from one another. It was shown that
the model which was calibrated based on the proposed 3D calibration approach had the best model performance. The results of the present study elucidated the importance of model calibration with comparable field data based on the nature and objectives of the numerical model. It was shown that fully 3D calibration is required to develop a model that best reproduces the fully 3D velocity distribution. Considering the fact that computational cost of the proposed calibration approach could be fairly similar to any other calibration methods, it could provide a better calibration potential for simulation of natural meandering rivers.

It is well known that secondary circulation plays an important role in sharp meandering rivers. Accordingly, the developed 3D hydrodynamic model was then validated based on the field-scale condition to discover if the developed Delft3D model could simulate the generated 3D flow structure. This study compared the performance of the hydrostatic versus non-hydrostatic pressure assumption in Delft3D 3D hydrodynamic modelling of a secondary flow. An ADV was employed to measure the 3D flow field in a sharp bend of the simulated meandering river during two different flow scenarios. The field-based ADV data were then employed to validate the simulated hydrodynamic models. To evaluate the performance of each model, different error statistics were calculated. In the hydrostatic model, the $MAE$ were 8.4% and 4.5% in high flow and low flow, respectively, which were lower than those obtained in the non-hydrostatic model; i.e., 25.7% and 9.8%. Non-hydrostatic model errors were significantly greater ($\alpha = 0.05$) in both high flow and low flow scenarios compared to those based on the hydrostatic model. The results of the 3D hydrostatic model were in good agreement with the ADV measurements. The hydrostatic model was able to reproduce reasonably accurate predictions of streamwise and transverse velocity in terms of both magnitude and location of the primary secondary flow. Considering the uncertainties that may arise in both field measurements and modelling, the 3D hydrostatic Delft3D model was capable of producing the flow structures of the natural river bend with reasonable accuracy.

The results of the Delft3D model using non-hydrostatic approximation showed that the model was not mass conservative and could generate neither the secondary flow nor the streamwise velocity accurately. This study illustrated the superior performance
of the hydrostatic over non-hydrostatic Delft3D modelling of the secondary flow in the studied natural meandering creek. Several reasons could be responsible for the discrepancies between the non-hydrostatic results and the measurements, including the errors that might have arisen due to the pressure correction techniques, programming errors, and non-conservancy of the non-hydrostatic module.

To have a better understanding of a river's ecological condition and accordingly, the fish habitat quality, one needs to have information about the river's morphological behavior. The morphology of meandering cohesive bed rivers is yet not fully understood, particularly when they are confined. The present thesis examined the meandering behavior of a local cohesive clay bed river over a 10-year period. A paired sub-reach study approach was employed, wherein one sub-reach was freely meandering and the second adjacent sub-reach was confined by a railway embankment. Specifically, channel migration and morphological changes of the channel banks along each of these sub-reaches were analyzed by comparing historical aerial photography, LIDAR data and bathymetric data obtained from a total station survey. Furthermore, channel hydrodynamics were measured in both sub-reaches by spatially intensive ADCP surveying.

The unconfined sampling reach had a typical meandering pattern with erosion on the outer banks and deposition on the inner banks of meander bends. The sinuosity of the reach remained more-or-less constant over the ten year period. On the other hand, an irregular meandering pattern occurred in the confined sub-reach. The sinuosity of this part of the creek decreased from 1.55 to 1.49. The average rates of bank retreat were 0.2 m/year and 0.08 m/year in the confined and unconfined sub-reaches, respectively.

The results showed an evolution of the concave-bank bench on the upstream limb of the outer banks of the sharp menders in the confined reach, whereas bank instability was observed downstream of the bend apices. The results of spatially distributed ADCP depth-averaged velocities confirmed the occurrence of reverse flow on the upstream limb of the outer meander bends in the confined sub-reach, which could be linked to the irregular meandering pattern and generation of the concave-bank bench. The results of this study shed light on the potential impacts of channel confinement on the bank retreat and river migration in comparable case studies.
It can reasonably be expected that a river’s hydro-morphodynamic processes can affect the quality and availability of fish habitat. Nevertheless, the impact of river morphological changes on fish habitat is yet poorly studied. The present thesis demonstrated that a stream’s morphological changes may have an influence on fish habitat utilization. Morphological development of a cohesive meandering creek was studied to discover if it could impact the fish habitat quality of juvenile yellow perch and white sucker. A 3D morphodynamic model was first developed to simulate the hydro-morphodynamics of the study creek over a 1-year period. The 3D hydro-morphodynamic model was successfully calibrated using an intensive ADCP spatial survey of the entire 3D velocity field and total station surveys of topographic changes in a meander bend in the study creek. Two fish sampling surveys were carried out to determine the habitat utilization of each fish species in the study reach. Results of ANOVA tests confirmed that morphological development was a significant factor in habitat utilization of the juvenile yellow perch while juvenile white sucker habitat utilization was not significantly impacted by the creek’s morphological changes. It was illustrated that juvenile yellow perch mostly utilized habitat where sediment deposition occurred. It was also shown that flow depth, depth-averaged velocity, and the suspended sediment transport were all significant factors in determining the habitat utilization of juvenile yellow perch. On the other hand, the juvenile white sucker utilization of habitat was significantly impacted only by the depth-averaged velocity, while the flow depth and suspended sediment transport did not have a significant effect on the presence of this fish species.

The results of the developed hydro-morphodynamic model were fed into the fish habitat model of juvenile yellow perch. The results demonstrated that the fish habitat model of the juvenile yellow perch produced better predictions when the effect of morphological changes was taken into account. The results of the morphodynamic-fish habitat model could provide some insights to the impact of the sediment transport on the fish community and therefore effective river management.
6.2 Recommendations for future research

There are some other aspects that may be further considered to improve the present study. This study proposed a novel methodology for an improved calibration of a 3D hydrodynamic model using spatially intensive ADCP survey. Further study is needed to investigate how many transects need to be surveyed to get the same results as the proposed calibration approach. This would be useful if the full spatial distribution of the fully 3D velocities is not available. This study illustrated the superior performance of the hydrostatic over non-hydrostatic Delft3D modelling of the secondary flow in the studied natural meandering creek. Further study is required to determine the exact reasons for the unfavorable performance of the non-hydrostatic Delft3D model. Delft3D code modifications may be developed to improve the non-hydrostatic version of the Delft3D model. The results can be compared with the results of the developed hydrostatic model. In addition, more sophisticated bank erosion routines may be developed considering both fluvial erosion and mass failure of the river banks, and the results can be compared with the proposed method to evaluate the current implemented bank routine within the Delft3D framework. Validation of the developed fish habitat-morphodynamic model with multi-year data could help to alleviate the uncertainties associated with the results. The present study mainly focused on habitat quality for juvenile yellow perch and white sucker. The effect of morphological changes on other fish species and other life stages of the studied fish species can be considered in future studies. Preferably, future studies will include more comprehensive fish population assessments that consider inter-annual and intra-annual variability in both target and control reaches.
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