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Abstract

Due to the combination of constrained power, low duty cycle, and high mobility, neighbor discovery is one of the most challenging problems in wireless sensor networks. Existing discovery designs can be divided into two types: pairwise-based and group-based. The former schemes suffer from high discovery delay, while the latter ones accelerate the discovery process but increase transmission package size or incur too much energy overhead, far from practical.

Guided by the Talk More Listen Less (TMLL) principle (published in 2016), in which beacons are not necessarily placed in the wakeup slots, we propose two different versions of a group-based protocol we called Talk Half Listen Half (THLH). For the first time, a group-based protocol uses the Channel Occupancy Rate (COR), one of the fundamental novel components of the TMLL model, for performance improvements, in the same way, Duty Cycle (DC) was used in previous group-based protocols. Both versions of the protocol use low transmission overhead in comparison with previous group-based discoveries.

After analyzing pros and cons of each approach, we arrived at the conclusion that both behave the best for networks where the average number of new neighbors per slot ($\beta$) is low, a metric that sets the bases for performance comparisons of any current/future work with variable COR usage. We also derived a formula that links this new metric with the worst case avg. COR usage of our proposed protocols. Finally, simulation results show that our protocol can improve the average discovery latency and worst case latency close to 50% given low $\beta$ values.
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Chapter 1

Introduction

With the proliferation of portable computing platforms and small wireless devices, mobile ad hoc networks (MANETs) [1] and wireless sensor networks (WSNs) [2] have received more and more attentions as a means of data communication among devices regardless of their physical locations. However, due to the slow advance in battery technology, power remains a bottleneck that limits wide applications running in this type of environment where there is no power supplies available for recharging. Hence, wireless devices usually rely on portable power sources (batteries) to provide the necessary power. Among all extensive studies on minimizing power consumption, neighbor discovery is one of the fundamental components focusing on communication and access.

On one hand, MANETs consist of devices that are autonomously self-organizing, whereas most of the today’s wireless communication depends on expensive, centrally deployed hub-and-spoke networks. Such a large degree of freedom and self-organizing capacities make them especially suitable for environments and situations in which pre-defined network infrastructure goes out of service or does not exist at all. One typical application scenario would be disaster areas where communication between rescue workers, search teams, and medical staff needs to be established in spite of the destruction of network infrastructure. On the other hand, WSNs are composed of low-power wireless sensors with data collection, processing, and transmission capacities. They are particularly attractive to those applications that need to collect and analyze environmental data (e.g., temperature, humidity, or concentration of carbon dioxide) in a large area. Traditional applications of WSNs include habitat monitoring, environmental monitoring, and sea monitoring. In addition, newly emerging applications such as hiker logging, object tracking, and social networking are penetrating into our daily life [3].
1.1 Neighbor Discovery

Discovery among neighboring nodes or neighbor discovery serves as a prerequisite for both types of networks in order to achieve connectivity. Only after an initial discovery can a node set up communication with others. However, the difficulty arises when trying to achieve the discovery among low-powered devices without any sort of previous knowledge. The latter refers to the assumption of nodes not having any information about their neighboring nodes such as position, power usage or further transmissions. The ultimate goal is to minimize the discovery latency, a term that refers to the time taken for making contact with neighboring nodes.

In order to reduce power consumption, nodes enter into a low-power sleep mode whenever possible. In this state, a node is neither able to transmit not to listen. On the contrary, nodes stay into what is called an active state whenever listening and/or transmitting. As the amount of energy used in the sleep mode is infinitesimal when compared with that of an active state, the former is not taken into account. The power usage is defined by the fraction of time consumed in active state over the total time. However, it is more common to see it as the percentage of time a node spends in active state, known as duty cycle (e.g. 5%). In practical applications, nodes turn the radio on/off from time to time to satisfy a given energy constraint, being the percentage of time that the radio is on, the duty cycle.

Among the extensive research literature on neighbor discovery duty cycle and discovery latency are usually of top concern. Generally, worst-case and average discovery latency have been adopted by most research work. In any case, it is desirable to have a low duty cycle and minimum discovery latency; having low average discovery latency also a point of interest. It is not difficult to observe a trade-off between duty cycle and discovery latency. A lower duty cycle usually leads to a higher discovery latency and vice versa. In fact, from the perspective of energy efficiency, duty cycle corresponds to the “energy” aspect, while discovery latency corresponds to the “efficiency” aspect. Therefore, how to balance these two conflicting metrics becomes the key to achieve energy efficiency.
As nodes may be assigned with tasks of different energy requirements or left with different energy budgets, limiting all nodes to run at a given duty cycle is too restrictive and inefficient [3]. That is why it is preferable to work with different duty cycles, a term known as asymmetry because of the asymmetric duty cycles. On the other hand, it is also not practical taking into account a perfect synchronization among all nodes; global synchronization among all nodes in a sensor network has been demonstrated to be difficult and energy-expensive [5]. That is why, it is also important to take the complexity of asynchronous clocks into consideration.

1.2 Preliminaries

Before delving into specific Neighbor Discovery Protocols there are several basic and common concepts and assumptions that are key to its understanding.

1.2.1 Assumptions

1) Bi-directional links: all nodes have the same transmission range. In this way, the protocol design is simplified as we only need to focus on how a node can discover others, and the inverse direction is assumed. Note that this may not hold in practical applications because $x$ could take $y$ as its neighbor, but $y$ is unaware of $x$'s presence due to the shorter communication range of $x$.

2) No decoding failures: all transmitted messages are received without any type of errors (e.g collisions). Again, in real-world situations, there may be transmissions errors (i.e. collisions).

3) Perfect timing: We assume no warm-up delay from idle to active state and no clock drift. It is assumed that clocks of all nodes run at the exact same pace.

1.2.2 Time-Slotted Model (Listen-Listen Model)

A time-slotted model (also known as Listen-Listen model) is usually adopted for analysis simplicity. Continuous time is separated into discrete interval, called slot, whose length should be enough for basic communication (or for neighbor discovery at least). A node decides to be active or idle in any given slot. In an active slot, a node transmits and listen, in an idle slot it does nothing (stays in a power saving mode). The time slot is usually referred to as the value of a
fictional counter. The counter may start counting from 0 when the node is powered on (not to be confused with active/idle states), and increases by one every slot.

If we assume slot alignment as in Figure 1.1 Aligned slots for X and Y with different schedules (when slot boundaries are aligned), the formulation of neighbor discovery can be defined as follows:

Let \( x, y \) be nodes. \( x \) and \( y \) are within the transmission range of each other but have not yet discovered each other. If \( x \) is active at slot \( k_1 \) and \( y \) at slot \( k_2 \), and these two slots (fully) overlap, they discover each other. However, slot alignment is rarely among nodes and a solution to handle it is needed.

![Figure 1.1 Aligned slots for X and Y with different schedules](image)

### 1.2.3 Asynchronism

As nodes work independently and do not set up a global time reference, they may have to discover each other with a displacement among slot boundaries known as asynchronism. As a result, one node may not be able to discover the other even if their active slots overlap. As we can see in Figure 1.2 Slot un-alignment, when node \( x \) is active for the second time, node \( y \)'s state changes from idle to active in the middle of \( x \)'s active slot. Hence, node \( x \) can successfully receive the beacon from node \( y \) and recognize \( y \) as its neighbor but \( y \) is unaware of \( x \)'s presence as the beacon from \( x \) arrives at \( y \) when \( y \) is idle. The proposed solution for this problem was to transmit a beacon at both the beginning and end of a slot [6]. In this way, if there is an overlap between two active slots between neighboring nodes, one either listens to the beacon sent at the beginning of the active slot or the one sent at the end (depending on the relative positions of each other).
1.2.4 Talk-Listen (TMLL) Model

Most neighbor discovery protocols have been designed under the traditional model seen in Section 1.2.2. In this case, whenever a node is active, it transmits and listens within the same slot. Over the years, authors have proposed slight changes; for example, Blind Date [5] proposes a solution where beacons are not necessarily placed in the wakeup slot but next to it, and Lightning [28] defines a new type of slot where there is a beacon part and an idle part. However, it was in Talk More Listen Less: Energy-Efficient Neighbor Discovery in Wireless Sensor Networks [6] where nodes are allowed to beacon anywhere outside from the wake-up slots. The idea comes from the fact that a short beacon is more energy-efficient than an active slot, hence, idle-listening can significantly be reduced by decreasing wake-up slots and increasing the number of beacons sent. We can see this approach as a separation of the active slot into two: an active listening slot and an active transmitting slot. In this way, a node can decide whether to listen or to transmit (may be at the same time, see Figure 1.3 Talk-Listen model Example).

Figure 1.2 Slot un-alignment example

Figure 1.3 Talk-Listen model example
The discovery schedule of a node m in Talk-Listen model is defined as two binary functions: \( \psi_L(m, t) \) and \( \psi_B(m, t) \), representing the schedule of wakeup slots and beacons at time \( t \), respectively [8].

\[
\psi_L(m, t) = \begin{cases} 
1, \text{ listen for a slot} \\
0, \text{ sleep}
\end{cases}
\]

\[
\psi_B(m, t) = \begin{cases} 
1, \text{ listen for a slot} \\
0, \text{ sleep}
\end{cases}
\]

In this way, neighbor discovery can be defined with \( \psi_L(m, t) \) and \( \psi_B(m, t) \). If node m1, m2 can directly communicate with each other, a unidirectional neighbor discovery meaning m1 discovers m2 is defined as:

\[
\exists t | \psi_L(m_1, t) = \psi_B(m_2, t) = 1
\]

Applying the analog reasoning, a bidirectional neighbor discovery meaning m1 and m2 discover each other is defined as:

\[
\text{iff: } \exists t_1, t_2 | \psi_L(m_1, t_1) = \psi_B(m_2, t_1) = 1 \text{ and } \psi_B(m_1, t_2) = \psi_L(m_2, t_2) = 1.
\]

Since the concern in applications that involve neighbor discovery is energy-efficiency and discovery rate, the key metrics considered by existing discovery protocols are duty-cycle (DC) and worst-case discovery latency (L). When representing them in this model, the duty-cycle DC of a given periodic discovery schedule with period T is:

\[
DC = \frac{1}{T} \left( \sum_{t=0}^{T-1} \psi_L(m, t) + \alpha \left( \sum_{t=0}^{T-1} \psi_B(m, t) - N_c \right) \right)
\]

where \( N_c \) represents the number of common active slots that satisfy:

\[
\psi_L(m, t) = 1 \text{ and } \psi_B(m, t) = 1
\]

Subtracting \( N_c \) is to avoid double counting when wakeup and beacon occur in the same slot. \( \alpha \) is the proportion between the time for transmitting a beacon and the duration of a wake-up slot.
None of the existing discovery protocols has considered $\alpha$, since each beacon is placed inside the wakeup slot. However, $\alpha$ cannot be ignored when beacons are separated with wakeup slot in the Talk-Listen model. Although the beacon is a short packet that can be broadcasted in less than 1ms with an IEEE 802.15.4 compatible radio, it will dominate the duty-cycle especially when the TMLL principle is aggressively adopted [8].

1.2.5 Channel Occupancy Rate (COR)
COR measures the degree a discovery protocol occupies the channel or in other words, the fraction of the time that the channel is occupied. In a discovery schedule cycle, COR is defined as:

$$COR = \alpha \frac{N_B}{T}$$

where $N_B = \sum_{t=1}^{T-1} \psi_B(m, t)$ and since in each slot exists at most one beacon in Talk-Listen model, a simplified $\eta$ is used to represent the COR:

$$\eta = \frac{COR}{\alpha} = \frac{N_B}{T}$$

1.2.6 Evaluation Metrics

Applications involving neighbor discovery concern about energy-efficiency and discovery rate. The main metrics considered by existing discovery protocols are duty-cycle (DC) and worst-case discovery latency (L).

Kandhalu et al. proposed a composite metric: $\Lambda$, called the power-latency product [8], which is the product of the average power consumption (i.e., duty cycle) with the worst-case discovery latency (L). In general, it serves as a good metric as when either factor is held constant, and the other needs to be minimized. The power-latency product is defined as:

$$\Lambda = DC \cdot L$$

This metric was widely used to compare discovery protocols on the Listen-Listen Model but it does not reflect the overall performance of those in Talk-Listen Model. Because of that, G-Nihao
[4] introduces another metric: \( A \), as the product of duty-cycle, worst-case latency and COR. For a given periodic discovery schedule, \( A \) is defined as:

\[
A = DC \times L \times \eta
\]

We adopt the \( A \) metric to analyze the performance of our proposal. For the sake of clarity, we suppose the parameters are sufficiently large so that the constant terms and floors/ceilings in original expressions can be omitted. Finally, we should say that the main drawback of this metric is that it does not take into account the average latency performance as well as it does not support asymmetry.

1.3 Motivation

The Talk-Listen Model for neighbor discovery protocols serves as a base ground for the design of new neighbor discovery protocols. The new concept of Channel Occupancy Rate along with the beaconing-listening separation turns this model into a more powerful framework than the previous Listen-Listen Model.

We list the main points that drive the development of this research below:

- The G-Nihao protocol is a pure pairwise-based protocol, and it does not make use of any group-acquired information in such scenarios.
- Analysis of how G-Nihao achieves the first contact between a couple of nodes highlighted a significant percentage with high latencies.

Finally, even when G-Nihao improved all previously known neighbor discovery protocols, we believe that there still are many previous ideas that can be used, modified and adapted for its improvement, as well as new ones that may come up along this process.
1.4 Contributions

In this thesis, we study different neighbor discovery protocols and their approaches to develop better solutions for the neighbor discovery problem. The major contributions for its improvement are listed below:

- The addition of two new group-based protocols for the TMLL model where the COR usage is not fixed. Our protocols use the approach of mutual assistance while keeping the energy for listening constant. The first version we propose uses mutual assistance with a strategy for keeping the limit on the COR usage below twice the initial one.
- A second version approaches the problem with a different strategy: it does not restrict the number of possible extra beacons while rearranging the listening slots differently.
- A new metric for simulation networks ($\beta$) which sets the bases for comparison purposes in any future work.
- Two theorems presenting the upper bound of our protocol’s average COR usage depending on the metric $\beta$.

1.5 Thesis Organization

This thesis is organized as follows:

- Chapter 1 introduces us to the problem of Neighbor Discovery in Wireless Sensor Networks and Ad-Hoc Wireless Networks. It also presents the preliminaries needed for a better understanding of the main neighbor discovery protocols that have been designed including the ones presented in this work.
- Chapter 2 provides the current state of the art of neighbor discovery protocols divided into two main approaches: pairwise-based and group-based. This chapter delves into the details of the different approaches there are as well as the main drawbacks of each of them.
- Chapter 3 introduces our main work: two new protocols called THL2H and THL2H Extended and the new metric $\beta$. It discusses the key elements used for the design of the proposed protocols as well as an analysis over their relationship with $\beta$. 

• Chapter 4 presents the results obtained through simulations divided into symmetric scenario and asymmetric scenario. For each of them, we evaluate the performance of a single couple of nodes and also that of groups of nodes along with the impact on the COR usage of the presented protocols. This chapter also contains a small introduction to our simulation environment and the key metrics used for comparison.

• Chapter 5 gives the concluding comments of our work and presents our main findings as well as its possible future extensions.
Chapter 2

Background and Related Work

This chapter provides a background of neighbor discovery protocols for Ad-Hoc Wireless Networks and Wireless Sensor Networks. We explain some of the most revolutionary protocols divided into two main approaches: pairwise-based and group-based. Section 2.1 delves into the details of pairwise-based protocols while Section 2.2 discusses the approach of group-based protocols. The ideas behind all of them are the core principles of this thesis.

2.1 Pairwise-Based Protocols

The main focus of pairwise-based protocols is the discovery between a single couple of nodes. This does not mean these protocols are not supported in scenarios with groups of nodes, in fact, most of them behave the same for such scenarios. The theoretical analysis of the general performance of the protocols can be easily verified via simulations where all possible encounters are generated and the simulator records all the necessary data for each of them. Generally, pairwise protocols do not add extra information to default beacon, resulting in very little transmission overhead.

Through the years, there have been several proposals for asynchronous neighbor discovery that can work under both symmetric and asymmetric duty cycles. For example, a family of Birthday protocols [9] is representative of probabilistic designs where there is no latency bound guaranteed for the discovery. Because of this, latest attempts have been focused on deterministic protocols where there is a well-defined worst-case latency. For example, Zheng et al. [10] applied optimal block designs using different sets that are obtained by the Multiplier Theorem. Moreover, prime-based protocols as Disco [5] and U-Connect [8], provide a latency
bound by virtue of the Chinese Remainder Theorem. Another state-of-the-art deterministic protocol is Searchlight [11] which achieves high efficiency by leveraging constant offset between periodic active slots. Hello [12] provides a generic framework that incorporates existing deterministic protocols such as Quorum, Disco, U-Connect, and Searchlight and by exploring its parameter space finds optimal parameters for symmetric and asymmetric duty cycles. In other works such as Blind Date [6] and G-Nihao [7] beacons are not necessarily placed inside the active slots, however, it is the latter who proposes the complete independence of beacons and listening slots, leading to a redefinition of the listen-listen model. Finally, Lightning [28] applies mutual assistance to achieve two-way discovery, a concept described as: after one-way discovery, the bi-directional discovery can be achieved easily by the node receiving the packet proactively replying in the sender’s next available listening slot.

2.1.1 Birthday

The Birthday protocols [9] was one of the first protocols for neighbor discovery to come up. It is based on the Birthday Paradox [13] in which it is computed the probability that at least a pair out of a set of \( n \) randomly chosen people has the same birthday. While apparently, the probability reaches 100% when \( n \) reaches 367 by the pigeonhole principle, it is surprising that 99% can be reached with just 57 people and 50% with only 23 people. In the same way, the idea works as follows: two nodes independently and randomly select \( k \) slots over a period of \( n \) slots, one for transmitting beacons and the other for listening. They both remain idle in the remaining \( n-k \) slots. Under this scenario, the probability that the listening node can hear the transmitting one is given by

\[
P(n, k) = 1 - \frac{\binom{n-k}{k}}{\binom{n}{k}}
\]

The probability approaches 1 when the ratio \( \frac{k}{n} \) is relatively small. For example, \( P(1000,70) \approx 0.995 \). That is, a very high probability (99.5%) of discovery can be achieved in the presence of a low duty cycle (7%).
With such observation, the Birthday protocols work as follows. At the start of each slot, a node chooses with probability $pl$, $pt$, and $ps$ whether the state for that slot is to be listening, transmitting, or sleeping (idle) respectively. For the purpose of saving energy during the deployment of nodes and maximizing the probability of discovery.

Given the probabilistic nature, it is natural to look at its average latency. For simplicity, we consider the case where nodes transmit and listen in an active slot with probability $p$. Then the probability that their first discovery occurs in the $n^{th}$ slot is $(1 - p^2)^{n-1}p^2$. The authors [9] state that the average latency expected is $\frac{1}{p^2}$ (e.g a duty cycle of 5% yields an average latency of 400 slots). In general, the Birthday protocol can achieve fast neighbor discovery in the average case because its probabilistic nature makes discovery independent of time displacement. Besides, the median latency would be shorter than the average latency due to the unbounded worst-case latency.

2.1.2 Quorum

Another very well known protocol and also one of the first to come up was Quorum [14]. The protocol arrange time in a sequence of time slot groups containing $m^2$ consecutive slots. In each group, we arrange the $m^2$ slots as an $m \times m$ matrix in a row-major manner. A node arbitrarily picks one column and one row of entries as active slots (called quorum intervals), while the remaining $m^2 - 2m + 1$ slots are idle slots. In Figure 2, it can be seen the schedule of a node that selects the 2$^{nd}$ row and 4$^{th}$ column, from the 5×5 matrix, to be awake.

![Awake slots](image)

*Figure 2.1 Matrix representation of a Quorum schedule with $m = 5$*
Given two nodes that are perfectly time-aligned, their quorum intervals always have at least two intersecting slots because a column and a row in a matrix always have an intersection. The case becomes somewhat complicated when the nodes are not time-aligned. Still, the authors [14] proved that the Quorum protocol guarantees at least two overlapped active slots in every $m^2$ slots, no matter what the time displacement is. While the Quorum protocol provides a reasonable bound on the worst-case latency, it may perform much worse than the birthday protocols in the average case due to the redundant intersection. Besides, as $m$ is a global parameter, it only supports symmetric operations, i.e., all nodes must operate at the same duty cycle.

Later, Lai et al. [15] improved the Quorum protocol so as to handle asymmetric cases in which two duty cycles are allowed. However, it can be said that it is too restrictive. Luckily, plenty of protocols with bounded latency and able to handle several different duty cycles have come up over time, Disco [5] being one of the first to achieve it.

2.1.3 Disco

In this prime based protocol, a pair of prime numbers $(p_1, p_2)$ is chosen to determine the neighbor discovery schedule. Whenever the slot number modulo any of them is zero, nodes wake up. The duty cycle can be set equal to the sum of the reciprocals of the prime numbers selected (i.e $DC = \frac{1}{p_1} + \frac{1}{p_2}$). Based on the Chinese Remainder Theorem, two different devices have a bounded discovery latency equals to the product of the primes ($p_1 \times p_2$) for the symmetric case and equals to $\min(p_1, p_2) \times \min(p_3, p_4)$ for the asymmetric case (assuming $p_1, p_2, p_3$ and $p_4$ are all different).

Figure 3 gives an example of a Disco schedule using 5 and 7 as parameters.
As different couples of primes can lead to approximately equal duty cycles, there may be many ways to pick the parameters for a given duty cycle. Depending on whether it is for symmetric or asymmetric discovery, the authors suggest different ways to do the selection in order to achieve the lowest possible latency. On one hand, they call balanced primes to a couple of primes where the difference between them is minimal for a given duty cycle, e.g (37, 43, for a duty cycle of 5%). On the other hand, they call unbalanced primes when this difference is maximal, e.g (23, 157) for the same 5% duty cycle. Notice that $\frac{1}{37} + \frac{1}{43} \approx \frac{1}{23} + \frac{1}{157}$.

In order to get the best performance out of it, the authors analyzed the best parameter selection depending on the scenario and proposed the use of balanced primes for the symmetric case and unbalance primes for the asymmetric case. These differences in performance between them make Disco a weak candidate on those scenarios where nodes pick their duty cycle by their need and two different nodes may pick the same one leading to possible symmetric and asymmetric situations at the same time. Clearly, one of them will be affected by the parameter choosing ending up in higher latencies on both worst-case and average case.

2.1.4 U-Connect

It is easy to see that when nodes work at different duty cycles, the best solution would be to pick just one prime instead of two because in the end the worst-case latency is given by the product of them two. The only problem comes when two different nodes pick the same one. In this case, considering that their schedules may not be aligned, they will maintain a constant offset between every awake slot, leading to no discovery at all. Based on this observation, the authors of U-
Connect [8], another prime based protocol, designed a new schedule to be able to use just one prime number.

![Awake slot](image)

*Figure 2.3 U-Connect schedule with p = 3*

Nodes pick a prime number $p$. They stay active one slot every $p$ slots and $\frac{p+1}{2}$ slots every $p^2$ slots. An example for $p = 3$ can be visualized in Figure 2.3. Basically, by adding this $\frac{p+1}{2}$ extra slots it is enough to have bounded discovery in $p^2$ slots for the symmetric case and $p1 \times p2, (p1 \neq p2)$ for the asymmetric case. This gives U-Connect a duty cycle of $DC = \frac{3}{2p}$.

Even when U-Connect avoids Disco’s parameter choosing and may improve its performance in a mixed scenario, it cannot beat Disco’s worst case latency with unbalanced primes when only the symmetric scenario is considered. Moreover, both deterministic protocols (Disco and U-Connect) are considerably worse than the birthday protocol when comparing their average case latency.

2.1.5 Searchlight

The insight into the design of Searchlight [11] comes from the very simple observation that when two nodes wake up periodically with the same interval, the temporal distance between these awake slots always remains the same (assuming negligible clock drift). Searchlight leverages this constant temporal relationship to provide better worst-case bounds on discovery latency than previous existing protocols, and then improves the energy cost further by reducing the number of active slots required to ensure discovery by almost half by allowing active slots to “overflow”.
In Searchlight, each node has two active slots in every row. Originally, the authors used the word period and the letter $t$ to refer to it, but as all the slots in $t$ coincides with the span of a row in the matrix representation of a Searchlight’s schedule (shown in Figure 2.4), we avoid the term period $t$ as it can be confused with the more common used in the literature, period $T$.

The first slot in every row is called the anchor slot (it can be found as a static slot in the literature as well). In the symmetric case, any two static slots from two different nodes (one from each) only overlap if the difference between the start times is less than one time-slot. For all other offsets, the slots would never meet since the offset remains constant. As the relative position of the static slot of one node always remains the same with respect to that of the other node and is in the range $[1, t - 1]$ a second active slot is used and it is called the probe slot (it can also be found as dynamic probe in the literature). This dynamic probe systematically searches for the anchor slot of the other node. The sense of movement is created when a node transmits it every $t+1$ slots instead of every $t$ (a span of a row).

A node transmits 2 times per row, one static and one dynamic and any overlap between dynamic-static, dynamic-dynamic and static-static result in discovery. However, the dynamic transmission should be restarted to position 1 relative to the period at some point. When to restart? Given that no two nodes can be offset by more than $t/2$ slots, either one of them is in the first half relative to the other. Therefore, the dynamic probe only needs to go through the first half of the
t slots to guarantee an overlap with the static slot of the other node. Hence, it can be restarted to position 1 after \( t/2 \) rows making the overall period \( T = \frac{t}{2} \).

Searchlight has a discovery latency for the symmetric case of:

\[ L = t \frac{t}{2} \]

and a duty cycle of:

\[ DC = \frac{2}{t} \]

Searchlight takes a novel approach to duty cycle asymmetry. It is possible to maintain the constant offset for the anchor slots of any two nodes if the larger valued period is an integer multiple of the smaller one. To see how this works, consider two nodes, node A with period \( 3t \) and node B with period \( t \). B’s anchor slots always have the same relative distance from all of A’s anchor slots. Since it only probes half of its slots, this ensures that the probe slot of A will eventually meet with any anchor slot of B that falls in the first half of A’s cycle. In this example, B always probes the first \( 3 \times \frac{t}{2} \) slots. Since A’s anchor slots always align with slots 2 and 10 for B, discovery is guaranteed. This example can be generalized to A having any value \( n \times t \). While any multiple works for a given pair of nodes, to maintain the constant offset for all nodes, Searchlight restricts the duty cycle to a power-multiple of the smallest duty cycle (i.e. 2, 4, 8, 16 or 3, 9, 27, 81, etc.), guaranteeing that any two nodes’ duty cycles are multiples of each other. This means that if \( t \) is the smallest duty cycle, the other nodes can select \( 2t, 4t, 8t, \) etc, for any \( t \).

The main drawback of Searchlight comes exactly from this approach for handling asymmetry, the requirement of duty cycles to be power-multiples of the smallest one results in only a small number of options available (e.g., at most four for a targeted span of duty cycles ranging from 1% to 10%). On the other hand, there are also redundant discovery opportunities within a latency bound making room for improvement.
2.1.6 G-Nihao

Based on the TMLL model (seen in 1.2.2) and born with it, this protocol [7] was designed to get the best of this approach as it is the first one to consider COR in neighbor discovery. With G-Nihao, the $\eta$ can be flexibly adjusted to satisfy different requirements. G-Nihao’s schedule is rather simple, it can be represented as a matrix of $n$ rows and $m$ columns where the first row is used for listening as shown in Figure 2.5. As the beaconing is set apart from the listening, there is one beacon every $m$ slots, visually seen in the first column of its matrix representation. Because of that, the COR of G-Nihao is always:

$$\eta = \frac{n}{mn} = \frac{1}{m}.$$  

As we can see, parameter $n$ is more related with the duty cycle and $m$ with the COR usage even when it also slightly affects the duty cycle. Both define G-Nihao’s period $T = m \times n$.

![Figure 2.5 Matrix representation of the G-Nihao schedule with m = n = 4](image)

The schedule of G-Nihao can be formally defined as:

$$\psi_L(g,t) = \begin{cases} 1, & \text{if } [t]_L < m \\ 0, & \text{otherwise} \end{cases}$$

$$\psi_B(g,t) = \begin{cases} 1, & [t]_L = m_i, i = 0, 1, \ldots, n - 1 \\ 0, & \text{otherwise} \end{cases}$$
The latency of G-Nihao is $L = m \times n$, and the duty-cycle is:

$$DC = \frac{m + \alpha(n - 1)}{mn} \approx \frac{m + \alpha n}{mn}$$

2.2 Group-Based Protocols

Group-based protocols do not approach the neighbor discovery problem in the same way pairwise protocols do. The main objective of the former is to incorporate any sort of data or information acquired by nodes while the discovery process is going on and use it for the improvement of the discovery latency of any neighboring node yet to discover. It is true that all nodes start this process without knowledge at all, however, the mere fact of discovering new neighbors is an acquired knowledge that can be broadcasted when beaconing, among many other information the nodes may want to share (schedules, list of current neighbors, duty cycle, etc.). Of course, beacons cannot longer contain its basic data packet as now they will be carrying all the extra information used by the protocols. This collaborative approach together and the use of extra information (shared while transmitting) is what set the main difference between group-based and pairwise protocols.

Many of this protocols are set on top of an underlying pairwise-based protocol. Because of their nature, the performance varies depending on the network properties and the specific protocol’s approach. Generally, better results are obtained with a higher number of nodes [16] where more information is shared among them while pairwise scenarios are the most difficult to improve.

There are many different approaches on how to manipulate the information acquired. For example: coordinated synchronized listening [27], learning from spatial properties [17], formation of groups [18], etc. Below, we present the ones we consider the most revolutionary.

2.2.1 Acc - Generic On-Demand Accelerations for Neighbor Discovery in Mobile Apps

Acc is not a protocol, rather is a new layer that can be used on top of existing protocols. With Acc, an individual node can accelerate discovery in an on-demand and autonomous manner. Generally, protocols handle a need for a faster discovery by simply changing (increasing) the duty
cycle, with Acc, if a faster discovery is needed, an additional energy budget is used to set a number of new active slots. The key novelty of Acc is that it leverages knowledge in the neighbor table of known neighbors to maximize the utility of additional energy (i.e., the effectiveness of additional active slots) in order to accelerate the discovery of unknown neighbors, while also introducing no changes on any device except the discovering one. The authors also propose a novel concept of spatial-temporal coverage and formally define a model for quantifying the effectiveness of each active slot in the acceleration of neighbor discovery. The model is fully distributed and leverages only information in the neighbor tables of known neighbors. It does not make any assumptions regarding radio or location models. Based on the spatial-temporal coverage, a scheduling algorithm sets the additional active slots achieving improvements up to 50% [16].

The indirect discovery approach is basically the discovery of nodes through others. Hence, after the discovery process ends, some nodes may not have made contact. However, the idea is based on the known result that when nodes have equal transmission ranges, it is more probably for a neighbor of your neighbor to be also your neighbor.

The main idea can be seen clearly throughout an example. Suppose node X’s active time slots are 0,7,14, node Y’s active time slots are 0,2,4 and node Z’s active time slots are 2,6,9. At global time 0, node X discovers node Y and node X includes the next active slot of node Y to its own schedule (as an additional active slot). So, node X would include slot 4 for possible indirect discovery. At global time 2, node Y discovers node Z, therefore, when node X become active in its additional time slot (4), node Y will forward node Z to node X.

The main drawback of this discovery process is that node X and Z may actually be out of range. When node X added Z as a new neighbor, X did it without actually listening to any of Z’s transmissions, which is considered an indirect discovery.

2.2.2 Group-based Neighbor Discovery in Low-duty-cycle Mobile Sensor Networks

This work reduces discovery delay significantly by proactively referring wake-up schedules among a group of nodes. Since proactive references incur additional overhead, the authors introduce a
novel selective reference mechanism based on spatiotemporal properties of the neighborhood and the mobility of nodes. Quantitative analysis indicates that the discovery delay of their group-based mechanism is significantly smaller than that of the pairwise one. Experiments using 40 sensor nodes and extensive simulations showed up to one order of magnitude reduction in discovery delay compared with legacy pairwise methods in dense, uniformly distributed sensor networks with at most 8.8% increase in energy consumption [18].

This protocol uses a direct discovery approach. For example, suppose two nodes A and B discover one another during their active state. Then, they make a group and become aware of one another’s active schedule. Let be C a third node whose schedule coincides with A much more earlier than with B; right after A and C discover each other, A sets up a new active slot in order to let node B know about node C. Finally, node B sets up a new active slot to discover C.

The main drawback of this approach comes from the fact that each node has to become active again in its existing neighbor’s next active slot. So, this process adds redundant time slots by waking up to meet already discovered nodes.

2.2.3 Collective Neighbour Discovery in Wireless Sensor Network

In this work [19], collective neighbor discovery is proposed to reduce latency period and accomplish the discovery more efficiently. To achieve this purpose each node will be active during recommended neighbors’ active time to attain rapid neighbor discovery. The original proposal sets the initial schedule randomly. However, this protocol can be combined with Searchlight and simulation showed how the combined protocol enhanced the performance and decreased the latency effectively.

The protocol defines a window of size $n$ in each period, from which $k$ slots are selected uniformly random as active slots for that period. When a node is in active state it can transmit and receive at the same time. When been active, each node broadcasts a message including its current neighbors and their next wake up time and receives messages from others simultaneously. For example, if the window size is 10, $k = 3$ and three nodes: A active at slots 1, 4, 9, B at slots 4, 6, 11 and C at slots 6, 10 and 13, Node A and B both are active at global time = 4 and they are in
transmission range of one another. So, they discover themselves and also retain record of each other next active schedule according to their own local time. At time = 6, node B discovers node C and recommends A (along with A’s next active slot) to C. After that, C will be active at the proposed neighbor’s next active slot number 9. Once they are both active, if they are in communication range then C adds A as neighbor. Otherwise, C includes node A to its out of range list so that in the future if any node recommends node A to C, the latter will ignore the recommendation.
Chapter 3

Talk Half Listen-2-Half (THL2H)

In this chapter, we present the reasoning behind the design of THL2H protocol. We breakdown the analysis into four main sections. Section 3.1 introduces a series of analysis over the G-Nihao protocol, the general idea and the first version of the protocol: THL2H. Section 3.2 presents an extended version of the protocol and introduces the metric $\beta$ for the first time. Both Section 3.1 and 3.2 also contain the key components of both proposed protocols such as their schedule, worst-case latency and COR usage. In Section 3.1 we present an analysis of the $\beta$ impact on the COR usage of both versions, and finally in Section 3.4, we delve into the transmission overhead and compare it with that of other protocols.

3.1 Main Protocol

The TMLL model brings new possibilities to all protocols (either pairwise or group-based) designed within these rules. Now, nodes can use a given energy budget in two different ways: to listen more and/or to transmit more. Taking into account that the energy needed for beaconing is considered to be a fraction of that for listening, the use of a given budget may yield better results spent on transmissions than on listening.

In a group scenario, this led to the possible idea for nodes to variable increase the COR (i.e. send more transmissions per period, shown in Section 1.2.5) when necessary while keeping the same energy used for listening. On one hand, as previous group-based protocols have been based on the Listen-Listen model, they increase both the energy used for listening and transmissions as they cannot split them. On the other hand, pairwise scenarios may be ideal for not to increase the COR usage as each node only have to focus on a single neighboring node.
3.1.1 General Idea

When analyzing how discoveries between two nodes occur in G-Nihao, we focused on two main points:

1. The latency of the one-way discovery, in other words, the latency of the first node in listening to the other or latency of the first contact.
2. The latency between the one-way discovery and the two-way discovery which completes the discovery process (both nodes listened to each other) in a pairwise scenario.

When simulating all possible encounters between two nodes, we found first contact latencies beyond T/2 or more slots in 25% of them. The results, shown in Figure 3.1 belong to a couple of nodes running at 10% duty cycle (black), COR = 1/10 and T = 100 and another pair running at 5% duty cycle (grey), COR = 1/20 and T = 400. Notice how 75% of the discoveries occur with a difference of T/2 or less, leaving a margin of 25% with a difference of T/2 or more.

![Figure 3.1 Cumulative Latencies of the one-way discovery of the G-Nihao protocol](image-url)
We also recorded all the latencies between the one-way discovery and the two-way discovery and obtained the exact same chart. Meaning that in 25% of the discoveries, there is also a delay of at least T/2 or more slots between the time where node A listened to node B and the time when node B listened to node A.

After the previous analysis, we focused on a design that exploits those weak points of G-Niaho in order to improve the overall performance.

Retaking the idea of keeping the energy for listening untouched while only manipulating beacons, we consider the possibility of improving the latency of the two-way discovery, by an idea known as *mutual assistance* and that has been used for pairwise-based protocols for the listen-listen model [28]. Basically, an initial schedule that guarantees the one-way discovery is needed and then by sending an extra transmission the two-way discovery is achieved. To be able to send the reply, the transmitter only needs to know the receiver’s next listening slot.

In order to differentiate between the transmissions belonging to the fixed schedule and the extra ones, the former are called *fixed* transmissions while the latter *dynamic* (or just extra) transmissions.

After the previous analysis, we have come to the conclusion that G-Nihao’s schedule is not efficient in achieving a fast one-way discovery. Firstly, because as shown in Figure 3.1, the one-way discovery worst-case latency is as high as the two-way discovery latency. Secondly, as all listening slots are located in one row of the schedule (fig. 2.1.6), if we suppose the two-way discovery to occur at the last slot of the row, an extra transmission can only be sent at most \( m \) slots before. Moreover, as this happens after the one-way discovery occurs, it accounts for only 50% of the total discoveries.

So, in order to get substantial improvements, we present a different design that better exploits the aforementioned ideas: THL2H.
3.1.2 Model

Taking G-Nihao’s schedule as a starting point, we divide the listening row from G-Nihao into two listening halves. The first \( m/2 \) slots are kept untouched but the others are placed after \( T/2 = m \times n/2 \) slots as seen in Figure 3.2. Then, we add a fraction of a slot (\( \delta \)) after each half, big enough to be able to listen to a transmission. In this way, the fixed transmissions are kept untouched at the beginning of each row.

![Figure 3.2 Matrix representation of the THL2H Fixed schedule for \( m = n = 4 \)](image)

From a node’s point of view, all transmissions from any neighboring node with a relative offset greater than \( \frac{m}{2} + \delta \) congruent \( m \) are missed. However, as the sum of the offsets is equal to \( m \), then a node either listens to its neighbor or it is listened to by its neighbor. In this way, the one-way discovery is guaranteed between any pair of neighboring nodes.

Notice how the second half of every row is not covered by any listening slot (but for the small portion in \( \delta \) at Figure 3.2). As the fixed transmissions are equally distributed, any neighboring node who’s offset falls within the second half of any row cannot be listened. As this accounts for 50% the total number of possible offsets, it is easy to see that only one node in every pair is able to make contact with its neighbor.
This proof is similar to that in Searchlight. If we recall Searchlight (2.1.5). Any two Searchlight nodes with the same symmetric duty cycle satisfy that the sum of their relative offsets is equal to $t$ (period in Searchlight), which implies at least one of the offsets is smaller or equal to $t/2$. In our model, the span of $m$ coincides with the span of $t$ in Searchlight’s schedule. In addition, the fixed transmission slots coincide with the static slots in Searchlight. Hence, there will always be an overlap between one node’s fixed transmission and the other’s listening slot for all offsets but the case when both are equals to $T/2$.

As an example, Figure 3.3 shows how node A is able to listen to B’s transmissions and B cannot. However, by moving B’s offset one slot further, we fall into the exact opposite situation. It also shows how a node either listens to a fixed transmission or it is listened back making a one-way discovery between every pair of nodes always possible via their fixed schedules.

![Figure 3.3 Relative Offset between two nodes](image)

The addition of $\delta$ is only for handling the case when both nodes have the exact same offset equals to $m/2 \ mod\ m$. Notice how if we remove it, both nodes would be just missing each other’s transmissions. Another possible solution is adding a complete extra slot for listening but as we only need a fraction of a slot big enough as to listen to a single transmission, we proposed the former. We should say that for sufficiently large $m$, the use of an extra complete slot becomes infinitesimal when compared with the total power usage in a period ($T$). Finally, the expected power usage per period $T$ is comparable with that of G-Nihao.
The presented schedule focuses on speeding up the one-way discovery. In order to analyze it, we recorded all one-way discovery latencies for all possible encounters between a couple of nodes and compare it with that of G-Nihao. The results are shown in Figure 3.4 for a couple of THL2H and a couple of G-Nihao nodes, both running at 10% duty cycle and a COR of $\eta = \frac{1}{10}$. We can see how the worst-case latency of our protocol is bounded by $\frac{T}{2}$ resulting in a lower average one-way discovery latency that settle the basis for the overall improvement we are looking for.

![Figure 3.4 Cumulative latencies of the first contact between two nodes](image)

Below, we present the formal definition of the presented schedule in the Talk-Listen model:

\[ \psi_L(g, t) = \begin{cases} 
1, & \text{if } [t]T < \frac{m}{2} + 1 \text{ or } \frac{T}{2} \leq [t]T < \frac{T}{2} + \frac{m}{2} + 1 \\
0, & \text{otherwise}
\end{cases} \]

\[ \psi_B(g, t) = \begin{cases} 
1, & \text{if } [t]T = mi, i = 0,1,\ldots, n - 1 \\
0, & \text{otherwise}
\end{cases} \]

Here we use $[t]T$ notation to denote $t \mod T$, which is the slot index in a schedule cycle.
The duty cycle is given by:

\[ DC = \frac{m + \alpha n}{mn} \]

However, the previous schedule only guarantees the one-way discovery. Hence, a strategy for achieving the two-way discovery is still needed.

3.1.3 Beaconing on-demand

With the fixed schedule presented, there is such a small chance for a pair of nodes to listen to each other, that we will assume the one-way discovery is achieved by only one of them. Hence, this node has to send an extra transmission for the other to listen to it and complete the discovery process.

Instead of sending the reply at the first available listening slot, our solution consists in placing it at one of the slots within the middle column (Figure 3.5). The only question is, is there always a neighbors listening slot at that column? The answer is yes and the proof is rather simple. If a node listened to a fixed transmission, the transmitter is located with a relative offset smaller or equal to \( \frac{m}{2} + \delta \). As fixed transmissions are all located in the first slots of every row, the first listening slot is located at the exact same offset (relative to \( m \)) as fixed transmissions are. As the listening slots span for half a row, then the middle slot of that row must be always covered by at least one of them.

Finally, the worst-case latency of THL2H is given by the latencies worst-case of the one-way discovery equals to \( \frac{T}{2} \) plus the worst-case latency to reply. In this case, the worst-case placement for the reply, would be \( \frac{n}{2} \) rows after the first contact, for a total of \( \frac{T}{2} \) slots.

Hence, the worst-case latency in the symmetric environment is:

\[ L = nm \]
Figure 3.5 Time intersection between A and B with a given offset

Analysis on group environments

The main advantage of this approach comes in group environments where, all the replies are placed within a column, limiting the possible number of extra transmission per period $T$ to a maximum of $n$ (the number of initial transmissions in the fixed schedule). Therefore, doubling the COR usage in the worst-case. Moreover, as every time a new neighbor makes contact and the protocol schedules the reply, the probability of following neighbors to listen to one of the already placed replies increases. This is due to the fact that every extra transmission covers all possible neighbors with all the $m/2$ different offsets within the same row. As there are $n$ different rows in a period $T$, the probability of an upcoming neighbor to listen to one of $k$ replies is $\frac{k}{n}$.

The more replies are scheduled, the closer to a G-Nihao schedule with half the initial COR it gets. The transition goes from an initial COR of $\eta = \frac{1}{m}$ to a maximum of $\eta = \frac{1}{(m/2)} = \frac{2}{m}$. Hence, the impact of the maximum COR usage on the duty cycle is very little for small values of $\alpha$ (e.g. $\frac{1}{n}$).
Hence, the duty cycle varies (depending on the COR usage) in the range:

\[
\frac{m + an}{mn} \leq DC \leq \frac{m + 2an}{mn}
\]

and the performance metric \( A \) (defined in Section 1.2.6 as \( DC \times L \times \eta \) product) varies as well:

\[
\left( \frac{m + an}{mn} \right) \left( \frac{1}{m} \right) \leq A \leq \left( \frac{m + 2an}{mn} \right) \left( \frac{2}{m} \right)
\]

\[
1 + \frac{an}{m} \leq A \leq 2 + \frac{4an}{m}
\]

### 3.1.4 Asymmetry

Since heterogeneous devices are likely to have diverse energy budgets, it is reasonable that they operate with different duty-cycles. That is why supporting asymmetric scenarios is a desirable property to have on a protocol. Some protocols only focus on symmetric scenarios (Quorum [15]) while others handle it with restrictions (Searchlight [13]). In the case of G-Nihao, it supports the asymmetric case by simply adjusting the \( n \) value according to the required duty-cycle different nodes have. It guarantees discovery with different \( n_1 \) and \( n_2 \) as long as the \( m \) remains constant with a worst-case latency of \( m \times \max\{n_1, n_2\} \) [8].

Our protocol handles asymmetry in the same way G-Nihao does: keeping \( m \) equal on all nodes. No matter the relative offsets between a pair of nodes, it always guarantees the first contact before half a node’s period in the worst case. Hence, the reply adds up a number of slots equals to the other node’s half.

Finally, the worst-case latency of the THL2H for the asymmetric case is:

\[
L = m \times \left( \max\left\{ \frac{n_1}{2}, \frac{n_2}{2} \right\} \right) + \min\left\{ \frac{n_1}{2}, \frac{n_2}{2} \right\}
\]
3.2 Extended Protocol

THL2H does not change its performance dramatically (in terms of the COR, hence, the performance metric A) as it is bounded by a maximum of up to double the number of transmissions in its fixed schedule. In this section, we present THL2H Extended, that does not limit the number of extra transmissions. This version is intended for pairwise scenarios and limited group scenarios where the number of neighboring devices is low. Part of this work is to be able to quantify the impact of the number of neighboring devices on the protocol’s performance, specifically the COR usage.

3.2.1 Average number of new neighbors per slot ($\beta$)

In a real case scenario, the number of neighboring devices changes over time: some leave and new get within contact. So, the perception of how sparse/crowded the network is, comes along with a time variable.

First, we define as a new neighboring device, a non-discovered node that enters within range for any time $> 0$. Then, let be $X$ the time (in number of slots) a node have been running in a given environment and $K$ the number of new neighboring devices it experienced, we define $\beta$, the average number of new neighbors per slot as:

$$\beta = \frac{K}{X}$$

Notice that this metric is not about the number of neighbors a given node had (in a lifetime). It only focuses on how fast a node experienced the arrival of new neighbors. For example, for a network with $\beta = 0.1$, we can say that any node experiences one new neighbor every 10 slots.

3.2.2 General Idea

We can take the approach of sending extra transmissions to an extreme of having no boundaries on the number to be sent. Our extended protocol’s main idea is to reply as soon as there is an available listening slot in the neighboring device’s schedule (mutual assistance [28]). This means there is no restriction on where to beacon (opposite to what we previously did).
3.2.3 Model

We noticed that the sparser the listening slots are, the more balanced is the distance between them, which in turn gives more opportunities all along the schedule to send the reply. The previous conclusion leads us to change the original fixed schedule of THL2H.

Ultimately, what we aim for is to re-accommodate THL2H’s fixed schedule without increasing the one-way discovery latency while spreading the listening slots more evenly. We present the new changes in Figure 3.6 for a node running at $1/n$ duty cycle and a COR of $\eta = \frac{1}{m}$, where $m = n$.

![Matrix representation of THL2H Extended Fixed schedule with m = n = 8](image)

Figure 3.6 Matrix representation of THL2H Extended Fixed schedule with $m = n = 8$

The number of slots per column is still two, and also the columns covered by those slots are the same. The main difference this modification brings is that it has a higher number of rows where at least one listening slot lies. Because of this, the question that arises is: does the one-way latency gets affected by this modification? Luckily, it does not. In fact, these two fixed schedules are similar in terms of worst-case latency and average latency of the one-way discovery. The results obtained are the same than those in Figure 3.1. Therefore, the proposed schedule is only able to make contact with an average of half its neighboring nodes (same than THL2H). Hence,
the improvements we are considering now are only when taking into account the extra transmissions needed to handle the other half and complete the two-way discovery with lower latency.

Let us take the particular case of Figure 3.6. There is exactly one listening slot on each row and the maximum distance between one listening slot and the next one is $m$. Therefore, when a node calculates the next available slot of any of its neighbors, it always finds one in the following $m$ slots. Hence, the discovery process ends at most $m$ slots after the one-way discovery occurs. This example shows a worst case latency of $\frac{n^2}{2} + n$ as $m = n$. However, we do a full analysis further on.

One important point we have to address is the fact that this approach is based on being able to make contact with a single listening slot (in the worst case) of a neighboring node. Notice how in our previous design, this would only happen for $m = 2$, which was contemplated in the proof. In this case, we are interested in the particular case of a solitary slot that may not be aligned because of the known problem of asynchronism (Asynchronism, Section 1.2.3).

**Handling asynchronism**

The main problem we face is not related to knowing the exact amount of time displacement there is, is about the direction (left or right) of it. For example, in the listen-listen model, when a node listens to a transmission, it cannot figure out in which direction (left or right) the time displacement is. For a better understanding, in Figure 3.7, we show the two possible cases this can happen. Hence, the equivalent idea of sending only one transmission (on the Listen-Listen model) cannot be applied without any sort of previous information about the time displacement.

![Figure 3.7 Possible time displacement when listening in Listen-Listen Model](image-url)
In the case of listening to a transmission in the Talk-Listen model, there is only one possible direction for the time displacement. In Figure 3.8 we show how node B can only listen to node A if the time displacement relative to A is shifted to the left. Hence, if B wants to send a reply \( k \) slots after, it counts the slots relative to its own schedule and places the transmission at the end of its \( k^{th} \) slot as A’s listening slot always covers this part.

The worst-case latency of THL2H Extended is given by the latency of the one-way discovery equals to \( \frac{T}{2} \) plus the latency of the reply. As the \( m \) listening slots were equally distributed through the schedule, the distance between them is at most \( \frac{T}{m} \).

Hence, the worst-case latency under a symmetric scenario is:

\[
L = \frac{mn}{2} + \frac{mn}{m} = \frac{mn}{2} + n
\]

As the duty cycle is slightly affected by the COR usage, there is a theoretically higher impact on the upper bound of the duty cycle for this version (in group environments). Clearly, an upper bound for the number of extra transmissions to be used is \( mn \), in other words, one in every slot and the lower bound remains the same to that on a pairwise scenario.

Therefore, the DC of THL2H Extended lies within the range:

\[
\frac{m + an}{mn} \leq DC < \frac{m + amn}{mn}
\]

In the same way, the performance of the metric A varies as well:
\[
\left( \frac{m + an}{mn} \right) \left( \frac{mn}{2} + n \right) \left( \frac{1}{m} \right) \leq A \leq \left( \frac{m + amn}{mn} \right) \left( \frac{mn}{2} + n \right) \tag{1}
\]

\[
\frac{1}{2} + \frac{2 + an}{2m} + \frac{an}{m^2} \leq A \leq \left( \frac{m + amn}{mn} \right) \left( \frac{mn}{2} + n \right)
\]

**Theoretical improvements (pairwise-scenario)**

We present an analysis of the possible gains of this protocol in a pairwise scenario in comparison with the worst-case latency of G-Nihao \( L = mn \). We are interested in the percentage of gains \( G \) defined as:

\[
G = \left( 1 - \frac{L_{THL2HExt}}{L_{Gnihao}} \right) \times 100
\]

\[
= \left( 1 - \frac{\frac{mn}{2} + n}{mn} \right) \times 100
\]

\[
= \left( 1 - \left( \frac{1}{2} + \frac{1}{m} \right) \right) \times 100
\]

\[
= \left( \frac{1}{2} - \frac{1}{m} \right) \times 100
\]

As \( \lim_{m \to \infty} \left( \frac{1}{m} \right) = 0 \) the improvement is bounded by 50% \( G \leq 50\% \)

The previous analysis shows how our approach takes advantage when nodes make use of low COR values as the higher the value of parameter \( m \) the closer to a 50% improvement is achieved.

It is interesting to see how this improvement does not involve the duty cycle a node is working with.
3.2.4 Asymmetry

Our extended version is not different from the first one when it comes to handling asymmetry; it keeps \( m \) equal on all nodes and in this way it guarantees one-way discovery for two nodes working at different duty cycles. The worst-case scenario is also when the relative offsets are in such a way that the node running at lower duty cycle is the one that listens to the other running at a higher duty cycle. In such scenario, the latency of one-way discovery is dictated by the node with \( \text{max } n \). However, the reply back is intended for the node with \( \text{min } n \) achieving the two-way discovery within the next \( \min(n_1, n_2) \) slots.

Hence, the worst-case latency for the asymmetric scenario is:

\[
L = m \times \max\left(\frac{n_1}{2}, \frac{n_2}{2}\right) + \min(n_1, n_2)
\]

3.3 Impact of \( \beta \) on COR

THL2H Extended clearly outperforms both G-Nihao and THL2H in a pairwise scenario. However, this deliberate use of extra transmissions may be a drawback in group scenarios. In this section, we present an analysis of the impact of \( \beta \) over the COR usage for both THL2H Extended and THL2H. We should highlight that we are basing our analysis on the worst-case scenario in order to present an upper bound for both protocols while later on Chapter 4 we explore their actual behavior in simulations.

3.3.1 Theoretical worst-case scenario

The construction of a worst-case scenario for THL2H Extended is carried out with the adversary approach. We focus on a single period \( T \) of a node discovering (one-way) \( k \) new neighbors. The worst-case scenario would be for the next listening slot of each neighbor (waiting for a reply) to fall in different slots number of the sender’s schedule. In this way, the sender has to transmit \( k \) extra beacons as none of them is able to make contact with more than one neighbor at a time. By the pigeon hole theorem, for a number of replies \( k > T \) within a period \( T \), at least two fall under the same slot. Hence, the worst-case scenario is applicable for \( k \leq T \).
In the same way, we construct the worst-case for THL2H. However, we know by the pigeon hole theorem, that for $k > n$, the adversary would have to place at least two neighbors within the same row. As THL2H sends only one reply per row, covering all neighboring nodes with relative offsets within the first half of the row, the worst-case scenario is applicable only for $k \leq n$ new neighbors.

**Theorem 1:** Let $N$ be a network of THL2H Extended devices with equal $m$ and where the average number of new neighboring devices per slot is $\beta$. Then, the worst-case COR usage of THL2H Extended is:

$$\eta \leq \min\left(\frac{1}{m} + \frac{\beta}{2}, 1\right)$$

**Proof:** As the number of slots in a period $T$ is $nm$, the average number of expected new neighbors per period $T$ in the network $N$ is $T\beta = nm\beta$. Moreover, for every pair of nodes, the underlying schedule guarantees the one-way discovery of at least one. Therefore, the expected number of one-way discoveries in a network is half the average neighboring devices per period (in the worst-case). Hence, only half of them need a reply, resulting in an increment of $\frac{mn\beta}{2}$ transmissions per period. Therefore, a COR equals to $\frac{n + \frac{mn\beta}{2}}{mn} = \frac{1}{m} + \frac{\beta}{2}$. Finally, as the COR usage of Talk-Listen model itself is bounded by 1 transmission per period maximum, for $\beta > T$ there is no increment.

We find this result quite interesting because our protocol has an initial COR usage of $\frac{1}{m}$, hence the formula give us the direct impact of $\beta$ over the initial COR in a very clear result (Initial COR + $\frac{\beta}{2}$). Also notice how parameter $n$ is not part of the necessary conditions, which means that for different values of $n$ we obtain different duty cycles making this result also true for both Symmetric and Asymmetric scenarios. The latter is possible because parameter $m$ is held constant, the only necessary condition for Asymmetry (seen in section 3.2.4) and of course, also constant in a Symmetric environment by definition.
The previous result is very useful for comparison and simulation purposes. For example, we could now calculate the theoretically maximum $\beta$ the THL2H Extended can handle in order to maintain its COR with a value of no more than twice the initial one (as the THL2H does).

\[
\frac{1}{m} + \frac{\beta}{2} \leq \frac{2}{m}
\]

\[
\beta \leq \frac{2}{m}
\]

Again, we can see how this result is true for either Symmetric and Asymmetric environments. The obtained value can be interpreted as: in order to maintain an average COR under $\frac{2}{m}$, nodes can experience one new neighbor every $\frac{m}{2}$ slots on average.

**Theorem 2:** Let $N$ be a network of THL2H devices with equal $m$ and where the average number of new neighboring devices per slot is $\beta$. Then, the expected worst-case COR of THL2H is:

\[
\eta \leq \frac{1}{m} + \min\left(\frac{\beta}{2}, \frac{1}{m}\right)
\]

**Proof:** We follow an analog reasoning of that in the proof of Theorem 1. The number of slots in a period $T$ is $nm$. The average number of expected new neighbors per period $T$ in the network $N$ is $T\beta = nm\beta$ where half of them make a one-way contact without the need of replies. The total number of transmissions per period is $n + \frac{mn\beta}{2}$. Therefore, a COR equals to $\frac{n + \frac{mn\beta}{2}}{mn} = \frac{1}{m} + \frac{\beta}{2}$.

However, as seen in Section 3.3.1, the worst-case scenario can only occur for a maximum number of $2n$ new neighbors in a period $T$, which makes $\beta \leq \frac{2n}{nm} = \frac{2}{m}$. Then, for $\beta = \frac{2}{m}$, the COR usage would be $\frac{2n}{mn} = \frac{2}{m}$, a value equals to the maximum COR usage of the protocol. Hence, for $\beta \geq \frac{2}{m}$ the COR usage does not increase beyond $\frac{2}{m}$.

### 3.4 Transmission Overhead

We call transmission overhead to any extra amount of information put on beacons as it increases the time the channel is occupied when transmitting. The first point we analyze is the necessary information for nodes to be able to reply to then see how much overhead it may cause.
3.4.1 Necessary information

This problem can be solved for both symmetric and asymmetric scenarios with ease. When nodes are running in the symmetric scenario (i.e. equal duty cycles) all schedules are equals. Therefore, nodes add their current internal state when sending their transmissions and the receiver can replicate the schedule within its own time representation. Furthermore, when working in asymmetry, the schedules may be different as the period $T$ may vary from node to node. Hence, the current state by itself is not enough. Nevertheless, as parameter $m$ remains constant for all nodes no matter the duty cycle, a node only needs the transmitter’s $n$ (parameter) in order to recreate its schedule.

Most group based protocols relay on heavy transmission overhead. Sending more information increases the size of the message resulting in longer listening slot’s size and higher number of collisions. In fact, that is one of the weak points of group-based protocols in comparison with pairwise protocols. For example, let be GP a group-based protocol that improves the worst case latency of PP, a pairwise protocol, by 10%. As the worst case latency is measured in slots without taking into account the size of them, running PP with slot sizes of 10ms give us the same worst case latency (in time) than running GP with slots sizes of 11ms. In addition, if GP’s transmissions carry to much information (neighbor’s ids, schedules, etc.), the time needed to listen to one transmission increases. This, put together with a common scenario where there may be a need for listening to more than one transmission within the same slot, is the reason for setting a higher slot’s size when running GP. Hence, it is clear that the smaller the transmission overhead, the wider the group-based protocol use cases. Only in real case scenarios where hardware constrains stop pairwise protocols to set slot sizes as small as they could be, this is not a concern. Even so, the expected number of collisions is always higher.

The transmission overhead of the proposed protocol is smaller than that of current group-based protocols for the listen-listen model. For example, in Acc [16], nodes add its complete neighbors table to transmissions. A better approach is taken in [19] where only a cache of them is held.
THL2H does not use unknown neighbor’s information as it gets it directly from the neighbor it is going to reply to. Hence, every transmission carries a particular node’s information. As explained in Section 3.1.3 Error! Reference source not found., nodes only add an extra of two elements to their transmissions: internal state and duty cycle. It should be mentioned, that in a real case scenario, this information can be represented with only a few bits depending on the possible duty cycles and period length.
Chapter 4

Evaluation and Discussion

In this chapter, the performance of both versions is evaluated through simulation studies. We are mainly interested in the cumulative distribution function (CDF) of discovery latency, duty cycle, and COR usage. In order to avoid tying the results to particular hardware implementation platforms, the number of slots is used as the metric of the latency. Section 4.2 presents some comments on how the simulation was carried out. Section 4.2.1. shows the results for the symmetric scenario and Section 4.3 for the asymmetric scenario. The protocol chosen to compare with was G-Nihao as is the only slotted protocol that takes into account COR usage.

4.1 Simulation scenarios and platform

We divide our analysis into two different scenarios:

- The classic one vs one (pairwise) where a pair of nodes try to make contact with each other as fast as possible. As usual, nodes are put within range from the start of the simulation and without any previous information about each other. Of course, there is also no other neighboring node.

- The group scenario, where a number of nodes are randomly inserted in a constraint area and let discover each other for a given amount of time. In this more complex scenario, nodes may enter the area at any time after the start of the simulation, as well as leave it.

In order to control simulations, we implemented our own platform. With it, we have control over nodes specifications such as duty cycle, protocol, initial COR, etc. We also control the parameters for the simulation environment such as number of nodes, communication range, speed, etc. Table 1 shows the parameter used.
### Table 1 Simulation parameters

<table>
<thead>
<tr>
<th>Number of Nodes</th>
<th>Deployment Area Size (m)</th>
<th>Communication Range (m)</th>
<th>Speed (m/s)</th>
<th>Time (seg.)</th>
<th>Slot size (ms)</th>
<th>$\alpha$ / Slot size ratio</th>
<th>Duty cycle</th>
<th>COR ($\eta$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 - 100</td>
<td>100 x 100</td>
<td>20 - 100</td>
<td>1</td>
<td>40</td>
<td>10</td>
<td>0.05</td>
<td>5%</td>
<td>1/20</td>
</tr>
</tbody>
</table>

#### 4.2 Symmetric Discovery

In this section, we evaluate the performance of THL2H and THL2H extended and compare it with that of G-Nihao for both pairwise and group simulations.

![Image of graph](image.png)

*Figure 4.1 Fraction of Discoveries by latency*
Pairwise

In this scenario, both versions presented only send one extra transmission. Hence, we consider the COR usage equal (ignoring the round error) to that of G-Nihao. The simulations were done on a pair of nodes running at 5% DC and COR of $\eta = 1/20$.

Figure 4.1 shows the CDF of discovery and Figure 4.2 the avg. discovery latency. We can see how both protocols presented are significantly faster than G-Nihao overall. The worst-case latencies of THL2H and THL2H Extended are 390 and 220 slots, respectively. These values are 2.5% and 45% faster than the 400 slots of G-Nihao.

![Figure 4.2 Average Discovery Latency](image)

The result registered for the avg. case latency is considerably better. THL2H presents 143 slots and THL2H Extended 100 slots achieving a 28.5% and 50% improvement over G-Nihao’s 200 slots, respectively. As expected, the extended version is the faster of them all.
We find an interesting comparison when gradually increasing G-Nihao’s COR up to where it matches the performance of the presented protocols. Figure 4.3 shows the series of G-Nihao plotted, with COR usages from 1/10 up to 1/20. We can see how THL2H Extended discovers more than 80% of the nodes at a rate matching that of G-Nihao with a COR of $\eta = 1/10$ and its worst-case latency falls right beside that of G-Nihao with a COR of $\eta = 1/11$. In the case of THL2H, it presents a rather complex chart where the 80% of the discoveries are done before 210 slots or less, matching G-Nihao with a COR of $\eta = 1/14$ and only 20% short in discoveries when compared with THL2H Extended. It is actually this 20% of discoveries left the ones accounting for its long tail that ends above G-Nihao with a COR of $\eta = 1/19$. Luckily, the first 80% is enough to place the average case of 143 slots below G-Nihao with a COR of $\eta = 1/15$.

![Figure 4.3 THL2H and THL2H Ext. vs G-Nihao with different COR usages](image)
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4.2.1 Group simulations

Moving on to a scenario with a group of nodes, we keep the nodes at 5% DC and initial COR usage of $\eta = 1/20$.

We set a maximum $\beta$ (seen in Section 3.3) in order to keep the COR usage below twice the initial one and we obtained $\beta = 0.1$. Then, we ran simulations on several networks starting at $\beta = 0.01$ and increasing it with a step of 0.01 up to $\beta = 0.1$. This gave us networks where nodes faced an average of one new neighbor every 100 slots up to a maximum of one every 10 slots.

For every network, we recorded the actual COR usage and compare it with that calculated as the worst-case. Figure 4.4 contains the results for THL2H. The protocol’s COR usage was up to a 33% smaller than that of the worst case scenario but most importantly, the simulations clearly show how this improvement gradually increases/decreases as $\beta$ increases/decreases. A result that was expected as per our analysis (in Section 3.1.3) about how unlikely the worst case COR usage becomes the more extra transmissions are sent.

![Figure 4.4 THL2H COR usage worst-case vs simulation](image-url)
The results for THL2H Extended are shown in Figure 4.5. Notice how the average COR usage is clearly higher than that of THL2H but still smaller than the worst-case COR usage by a 13%.

When running simulations on networks with $\beta = 1.5$ (a 50% higher than the previous maximum). The average COR usages obtained were $\eta = \frac{1}{14.14} = 0.070$ for THL2H and $\eta = \frac{1}{9.86} = 0.101$ for THL2H Extended. Result that clearly shows how THL2H performs much better (in terms of COR usage) and also highlights the unbounded impact of $\beta$ on the extended version. Notice how the COR usage of the extended version surpassed the theoretical limit of THL2H of $\eta = 0.1$.

4.3 Asymmetric Discovery

The performance on the asymmetric scenario is again compared with that of G-Nihao. The results are shown in Figure 4.6(a) for the CDF of discovery and Figure 4.6(b) for the avg. case latency. Simulations were carried out on a pair of nodes running at duty cycles of 1% and 5% with a COR of $\eta = 1/20$. 
We can see that our protocols are significantly faster than G-Nihao for this scenario as well. The worst-case latencies of THL2H and its extended version are 1190 and 1010 slots respectively. These values are a 40% and 50% improvement over the 2000 slots of G-Nihao, respectively. The average case latencies recorded were 433 and 293, around a 28% and 50% improvement over that of G-Nihao with 600.

Figure 4.6 Fraction of Discoveries by latency (a)
Finally, we are interested in the COR usage increment needed by G-Nihao in order to match a similar performance of both our protocols. When gradually increasing G-Nihao’s COR we found that THL2H worst-case latency of 1190 slots is equivalent to that of G-Niaho with a COR of $\eta = 1/12$, a 40% increment of the COR usage. The average case latency is closer to that of G-Nihao with a COR of $\eta = 1/14$, a 30% increment of the COR usage. Overall, we can say THL2H performed better in this scenario (asymmetric). THL2H Extended is again the best of them all, with a worst-case and average case latency comparable with G-Nihao with COR of $\eta = 1/10$. Result that shows a 50% increment of G-Nihao’s COR usage to be able to match its performance.
4.3.1 Issues of asymmetry on group simulations

When simulating a real case scenario with a group of nodes running at any desired DC many asymmetric scenarios arises. In the same way, many symmetric scenarios may arise as well. This happens naturally as not all neighboring nodes may be running at different DC. Because of this, any environment permitting asymmetry tends to be dictated by a worst-case scenario coming from the symmetric situation of a neighboring couple running at the lowest possible DC. This is why we do not compare the results of a pairwise scenario with nodes running at 1% DC and 5% DC with that of a group of nodes randomly running at either 1% or 5%. We considered the possible solution of manually ignoring all symmetric cases that may arise, however, this pure asymmetric simulation may be rather synthetic and not practical. Hence, we decided not to analyze it.
Chapter 5
Conclusions and Future Work

This chapter summarizes the thesis, discusses its main findings and contributions, and outlines areas for future research and development. The ideas prevalent in our work on neighbor discovery protocols for Ad-Hoc Wireless Networks and Wireless Sensor Networks were proved useful. However, there still are clear drawbacks that may be taken into account for future works. The chapter is divided into two main sections. Section 5.1 gives a summary of the thesis, and Section 5.2 discusses the future work.

5.1 Summary of contributions

In this work, we have introduced two new protocols for the Talk-Listen model: THL2H and THL2H Extended. From a pairwise point of view, the proposed protocols use the mutual assistance approach which basically focuses on achieving one-way discovery to then complete the 2-way discovery by sending one extra transmission. We proved the THL2H Extended approach could achieve a theoretical maximum improvement of up to 50% in a symmetric environment over the worst-case discovery latency of the G-Nihao protocol, for sufficiently large $m$.

We introduced the concept of average new neighbors per slot ($\beta$) for group environments. This metric serves as a practical measurement for simulation scenarios focused on slotted models such as the Listen-Listen and Talk-Listen. Finally, we presented two theorems (3.3) regarding the $\beta$ impact on our protocols COR usage.
5.1.1 General Results

Our protocols achieve the one-way discovery up to 50% faster than the worst-case scenario of G-Nihao for the symmetric scenario. However, in order to complete the two-way discovery, extra transmissions are sent on-demand. With our first version, we achieved the same worst-case discovery latency than the G-Nihao protocol but with lower average case latency. Then, our second version improves both the worst-case and the average-case latency of G-Nihao up to a 50%. The difference in performance we obtained were given by the way the extra transmissions are managed. The first protocol was designed to maintain a COR usage below twice as much the initial one while the second version may increase it deliberately. Group simulations under networks with \( \beta < \frac{1}{m} \) proved THL2H Extended to perform better than THL2H and G-Nihao for the performance metric \( A \) and also average-case latency. In the case of the performance of the asymmetric scenario, the results were a significant improvement over that of G-Nihao as both protocols performed better in terms of worst-case and average-case latency. Moreover, we also found that the smaller the ratio of asymmetry the more improvements over G-Nihao’s worst case latency.

Results on pairwise simulations

On simulations with symmetric nodes at 5% duty cycle and COR \( \eta = 1/20 \), THL2H Extended proved to have a significantly faster worst-case bound than our first version and G-Nihao by around a 45%. However, is the avg. discovery latency the major improvement achieved over G-Nihao, reaching up to 28% for THL2H and 50% for the extended version. As for the asymmetric case, the results showed very strong improvements overall. THL2H achieved a 40% and a 28% improvement over G-Nihao’s worst-case and average-case latency, respectively. In the case of THL2H Extended, we achieved a 50% improvement on both worst-case and average-case latency.

Results on group simulations

Based on our metric \( \beta \) and simulations on groups of nodes in a symmetric scenario, we found improvements over the G-Nihao protocol on networks up to \( \beta < \frac{1}{m} \). We also found the impact
of $\beta$ on the COR usage to be lower than the theoretical expected and again, it was THL2H Extended the best of them all.

Below, we present two tables that summarize our main findings:

### Table 2 Worst-case latency for symmetry and asymmetry.

<table>
<thead>
<tr>
<th>Protocol Name</th>
<th>Protocol Parameter</th>
<th>$L$ (symmetry worst-case latency)</th>
<th>$L$ (asymmetry worst-case latency)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G-Nihao</td>
<td>$m, n$</td>
<td>$mn$</td>
<td>$m \times \max(n_1, n_2)$</td>
</tr>
<tr>
<td>THL2H</td>
<td>$m, n$</td>
<td>$mn$</td>
<td>$m \times \left(\max\left(\frac{n_1}{2}, \frac{n_2}{2}\right) + \min\left(\frac{n_1}{2}, \frac{n_2}{2}\right)\right)$</td>
</tr>
<tr>
<td>THL2H Ext.</td>
<td>$m, n$</td>
<td>$\frac{mn}{2} + n$</td>
<td>$m \times \max\left(\frac{n_1}{2}, \frac{n_2}{2}\right) + \min(n_1, n_2)$</td>
</tr>
</tbody>
</table>

### Table 3 COR usage for pairwise and group scenario

<table>
<thead>
<tr>
<th>Protocol Name</th>
<th>Protocol Parameter</th>
<th>Network Parameter</th>
<th>COR usage (pairwise)</th>
<th>COR usage (group)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G-Nihao</td>
<td>$m, n$</td>
<td>$\beta$</td>
<td>$\frac{1}{m}$</td>
<td>$\frac{1}{m}$</td>
</tr>
<tr>
<td></td>
<td>$m \geq 2, n \geq 1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>THL2H</td>
<td>$m, n$</td>
<td>$\beta$</td>
<td>$\frac{1}{m}$</td>
<td>$\min\left(\frac{1}{m} + \frac{\beta}{2}, \frac{1}{m}\right)$</td>
</tr>
<tr>
<td></td>
<td>$m \geq 2, n \geq 1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>THL2H Ext.</td>
<td>$m, n$</td>
<td>$\beta$</td>
<td>$\frac{1}{m}$</td>
<td>$\min\left(\frac{1}{m} + \frac{\beta}{2}, 1\right)$</td>
</tr>
<tr>
<td></td>
<td>$m \geq 2, n \geq 1$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.2 Future work

While this thesis has demonstrated the potential of improvements for neighbor discovery on the Talk-Listen model, many opportunities for extending the scope of this research remain. Below, we present those we think are the most important ones:

- **Group-based protocols** are yet to be explored on this model but we believe that most of the existing ideas based on the Listen-Listen model can be re-think or modified to fit this newer model.

- **Group-based protocols** that also take into account the addition of listening slots as part of the dynamic ‘moves’ that can be done.

- **Neighbor discovery based on multi-hop neighbors**. Such neighbors have the potential to benefit a number of network services, such as routing [29], connectivity [30] and localization [31][32], at present, no work has focused on multi-hop neighbor discovery.
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