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Abstract

Quantum physics provides us with a formalism with which we can try to understand the microscopic world. However, the underpinning concepts of the basic principles of quantum mechanics itself are surprisingly ill understood. Even the ubiquitous concept of the wavefunction collapsing post measurement, lives outside the formal theory of quantum mechanics and must be taken as a postulate. The Schrödinger equation, which governs the evolution of quantum systems, does not describe the system during the measurement process. This is referred to as the measurement problem, and has been debated since the inception of quantum theory. Many different interpretations of quantum mechanics try to elucidate what happens during wavefunction collapse, such as the famous many-worlds interpretation. However, these interpretations either give rise to the same physical outcome or simply are not testable, and so cannot be physically differentiated from one another. We attempt to gain insight into the measurement problem through experiments involving sequential measurements, both in the weak and strong regime. We find surprising outcomes such as the persistence of time-ordering asymmetry in the weak measurement limit, and the survival of coherence in the strong measurement limit.
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The Measurement Problem

1.1 Introduction

Quantum mechanics has moved beyond its original primarily academic setting. Modern commercial devices are either already utilizing quantum mechanics in some way, or are starting to consider quantum mechanical effects as devices become smaller \(^{[1]}\). Material scientists utilize complex quantum phenomena to develop materials that could potentially revolutionize future technologies \(^{[2]}\). The word “Quantum” has even moved into the mainstream consciousness, with many commercial goods using it as a prefix to make products sound powerful, or revolutionary (e.g. Finish Quantum Max Fresh dishwasher tablets), or politicians giving public lectures about the importance of quantum computing.

Given the ubiquity of quantum mechanics, it might then be surprising to learn how poorly the fundamental aspects of quantum mechanics are understood. Fundamental concepts such as the mechanism of wavefunction collapse, the transition between the quantum and classical worlds, the concept of time, and more, are equally poorly understood. However, what is understood is that the mechanism that underlies these seemingly disparate concepts is measurement. Studying the role of measurement in quantum mechanics provides a promising avenue to studying poorly understood fundamental concepts.

Recent interest has developed around utilizing sequences of measurements as a means to gain deeper insight into measurement. Sequential measurements allow one to study how the wavefunction is disturbed as it propagates through the sequence.
Sequential measurements have already been used to perform interesting quantum experiments such as making measurements of incompatible observables \(3, 4, 5\). On a more fundamental note, sequential measurements have been used to study paradoxes, and they open the possibility of studying fundamental concepts such as time in quantum mechanics, the role and propagation of coherence \(6, 7, 8\). Sequential measurements provide us a tool with which we can hope to study measurement experimentally rather than philosophically.

1.2 Summary of Work

This thesis covers the three major projects I worked on during the course of my Masters. These projects all serve as an experimental dissection of the measurement problem. The first major topic is studying the effect of time-ordering of non-commuting weak measurements. Quantum mechanics has a built in time-asymmetry due to the non-reversibility of the measurement process, also known as wavefunction collapse. As a consequence of this collapse, permuting the ordering of a measurement within a sequence of measurements yields a different result (non-commutivity). Weak measurements are a class of measurements that yield little information on a single shot basis, but as a result they do not collapse the quantum wavefunction of the measured state. It is natural to then ask, is time-symmetry restored in a sequence of weak measurements, given that the measurements do not collapse the state. We find, surprisingly, that time-symmetry is in fact \textit{not} restored, even in the limit of zero interaction strength between the system and measurement apparatus. However, this asymmetry manifests in a complicated way. For example, a sequence of two non-commuting weak measurements turn out to be time-symmetric, where as a sequence of three measurements is not.

My second major project was studying the propagation of coherence through sequences of strong measurements. Basic intuition of quantum theory suggests that in a sequence of three, non-commuting measurements, each successive measurement collapses the state, totally randomizing the result. However, collapse only occurs when we have learned of the result. We perform an experiment to show three sequential measurements retain coherence between their possible results. This implies the wavefunction has not in fact collapsed between the first and last strong measurements.
The third project was to develop the tools necessary to measure the results for second project. To check if coherences between strong measurement results has remained, one has to reconstruct the state of an eight dimensional density matrix encoded into the eight possible path modes that result from the sequential measurements. As it turns out, state reconstruction can be challenging. Not only does the number of measurements needed scale as the square of the dimension of the system, a procedure for reconstructing high dimensional path encoded states is in itself not clear. As such, we were required to develop a method of reconstructing an eight dimensional state path encoded state simply. We show that this can be done simply by using a rotating cylindrical lens to interfere states encoded onto transverse spatial path modes. We describe this method, and show its effectiveness at reconstructing states faithfully.

1.3 Context

Quantum measurement theory links the probabilistic world of quantum mechanics and the deterministic classical world. However, before physicists started studying measurement itself, quantum theory was built on the measurement postulates; measurement itself lies outside the formal theory. And this, while unsatisfying perhaps, worked well. Scientists were able to study the structure of atoms and molecules, developed scattering theory, quantized the electromagnetic field, derived rate equations for spontaneous emission, and so on. Never the less, the lack of a formal theory of measurement was a black eye on quantum mechanics. Heisenberg (9) introduced the collapse of the wavefunction, Dirac set the initial foundation for a quantum measurement theory (10), but it was John von Neumann who added rigorous mathematics to the problem (11).

John von Neumann developed many important concepts such as the density matrix formalism, generalizing the quantum state to allow for classical statistical mixtures. This was one of the first major bridges between the quantum and classical world. Perhaps the most significant, at least in the context of measurement theory, was the introduction of what many now call the von Neumann model of measurement. Prior to this, measurement theory was an unmotivated whirlwind of eigenvalues and eigenvectors, and did not take into account the measurement device itself. John von Neumann introduced a mathematical treatment of the measurement apparatus. He also conceived of an interaction Hamiltonian for the measurement process: \( \mathcal{H} = gA \otimes p \). The symbol
⊗ denotes the tensor product of operators belonging to separate Hilbert spaces, and may be dropped when the context is clear. Here $A$ is the observable being measured, $p$ is the momentum operator of the measurement apparatus, and $g$ is the interaction parameter between the two systems. He showed that this interaction shifts a dial on the measurement apparatus to point to a result, conditioned on the outcome of measuring $A$. This model was later tweaked by Lüders to include a decohering environment, producing the theory of measurements that is still used today (12).

After the initial formalization by von Neumann, mathematical physicists generalized quantum measurement theory further to describe non-ideal measurements, leading to the development of positive-operator valued measures (13). The field of quantum optics was an especially fruitful area for researching measurement. Physicists in this field seemed particularly adept at pushing the bounds of what could theoretically be measured. In an ever expanding attempt to beat the fundamental limits set in place by nature, they introduced exotic quantum states, such as squeezed states, and methods such as weak measurement (14, 15). Indeed, in pushing the resolution of measurements (16), they could develop methods that in essence put error bars on their error bars (for example, the beam splitter model of loss in quantum optics (17)). The result of an experiment was no longer based on how well the outcome agreed with the theory, but also how well the noise of the measurement agreed with the theory.

Nevertheless, much work remains to be done in the context of measurement. Fundamental concepts are still poorly understood, despite the progress made elsewhere. Take for example the related concept of time in quantum mechanics. Physicists hold time symmetry, the idea that dynamics look the same whether played forward or in reverse, in high regard. The one exception was entropy, which is always said to increase with time, therefore providing an ‘arrow’ of forward time. However, the law that entropy always increases is an emergent property of systems in the thermodynamic limit. For an ensemble with only a few particles, entropy is just as likely to decrease as it is to increase. Similarly, CPT (charge, parity, time) symmetry is also thought to provide an arrow of time. CPT symmetry is believed to be a fundamental symmetry of the universe. Experiments have concluded that CP symmetry is violated (i.e. it is not conserved) (18), which implies T symmetry must also be violated in order for CPT symmetry to remain. However, CP symmetry is only very rarely violated, meaning that T symmetry is only weakly broken. Another candidate for an ‘arrow of time’ was
quantum measurement, which appears to be non-unitary (i.e. irreversible). However, time in quantum mechanics is a surprisingly tricky concept (19, 20, 21). Physicists since the days of Wolfgang Pauli have struggled to come up with a rigorous meaning of time in the context of quantum mechanics. Moreover, recent theoretical and experimental methods such as weak measurement question how fundamental this time asymmetry is. Given that measurement is at the heart of quantum mechanics, more needs to be done in order to elucidate its more obscure features, and help contextualize our classical reality within the weird reality that supposedly forms the foundation of our universe.

1.4 Contributions of the Author

The work presented in this thesis is of course a collective effort. Here I will contextualize my contributions to each project. All data presented was obtained by myself in the lab during the course of my Master’s degree. Likewise, all figures were created by my self.

The original theoretical framework for the time-ordering project was developed in (6, 22). The experimental setup was a modification of the one used in (5), which was headed by Guillaume Thekkadath. Guillaume developed the alignment procedure and initial analysis code, off which the time ordering project was developed. My contributions included taking the data as well as adapting the theory from (6, 22) to our experiment. I was also assisted in the data collection by Magdalena Richardson, an undergraduate student working on her research project. As well, in trying to understand the project, I independently discovered an interesting mathematical structure for weak sequential measurements, however, this was later discovered to have been published a year prior (23).

The initial proposal for the second project was detailed in (8). However, the paper offered little clues as to how to obtain the data needed to test it, which led into the third project of tomography of states encoded into a superposition of many possible paths. The experimental design, setup, data collection, analysis code, and theory were done by my self. Once this setup was completed, and shown to work, I returned to the second project to collect the necessary data.
1.5 Outline

The thesis is broken up into five chapters (not including the introductory chapter 1, or the concluding chapter):

Chapter 2: This chapter goes over the background for the time-ordering chapter. Here I introduce the notion a system and pointer. These are fundamental concepts of the von Neumann model of quantum measurement. Using it we derive the weak and strong limits of measurements. We show how weak measurements can still offer information on the average result of a measurement, and setup the concept of sequential measurements.

Chapter 3: This chapter discusses the time-ordering of weak measurements topic. Time-ordering dependence of measurements is shown to remain even in the weak limit.

Chapter 4: This chapter details the background for chapters 5 and 6. The concept of the density matrix is introduced, allowing us to write states as statistical mixtures. We show how the loss of coherence in a pure entangled state produces statistical mixtures. We then consider sequential strong measurements, and show that the end results retain coherence.

Chapter 5: This chapter details the method devised to obtain the data for the project introduced in the previous chapter. We show how using one-dimensional Fourier transforms implemented by a cylindrical lens can allow one to reconstruct the state of a large dimensional density matrix.

Chapter 6: In this chapter, we return to the second major project, now with the tools necessary to measure the large states required. We show that indeed, after a sequence of three strong measurements, the resulting state retains coherence, a result incompatible with the notion of collapse. We conclude and discuss future work.
2

Measurement Disturbance

Preamble

One of the most unconventional features in quantum mechanics is the superposition principle; if $|a_1\rangle$ and $|a_2\rangle$ are two valid states, then the state $\alpha|a_1\rangle + \beta|a_2\rangle$ ($\alpha, \beta \in \mathbb{C}$), is also a physically possible state. Superpositions are a critical feature in the study of foundational quantum mechanics and the development of quantum information sciences. There is great interest in creating systems which are robust against collapse for use in information sciences. This ranges from photons, to superconducting qubits which can occupy a state of left-spinning current and right-spinning current at the same time (24). However, in our daily life, we do not see objects as being in a superposition of two states at once. If quantum theory underlies our natural world, why do we not see it? In this section we introduce the measurement problem and how its significance to the theory of collapse. This provides the background for the next chapter where we look at how we can ‘reduce’ this collapse and the consequences of doing so.

2.1 Measurement Disturbance

Unlike other theories of physics, the concept of measurement plays a central role in quantum mechanics. In a naive sense, measurement is how one obtains information about a quantum system. Generally, an experiment is designed to measure a property of a system, which can mathematically be represented by an observable operator $\mathbf{A}$. The distinct, orthogonal outcomes of measuring of $\mathbf{A}$ are represented by eigenstates $\{|a_n\rangle\}$. The measurement returns a real value $a_n$, known as the eigenvalue, that
informs the outcome of measuring \( A \). The operator \( A \) can be represented in terms of its eigenvectors and eigenvalues as \( A = \sum_n a_n |a_n\rangle \langle a_n| \), which is known as the spectral decomposition of \( A \). The outcome of the measurement will depend on the state, \( |\psi\rangle \), of the system that is to be measured. Quantum mechanics tells us that the state \( |\psi\rangle \) may be written as a superposition of these eigenstates

\[
|\psi\rangle = \sum_n c_n |a_n\rangle.
\]

The \( c_n = \langle a_n | \psi \rangle \) are the complex probability amplitudes. As an inner product, they represent a measure of the ‘amount’ that \( |\psi\rangle \) is along \( |a_n\rangle \). The measurement postulate of quantum mechanics states that the original state, which was in a superposition of the \( \{|a_n\rangle\} \) states, is, after having been measured, in only one particular \( |a_n\rangle \) states. Measurement has collapsed the state. Which state the system will be in after the measurement is entirely random, but has a probability given by \( |c_n|^2 = |\langle a_n | \psi \rangle|^2 \).

The collapse of the state into eigenstates of \( A \) sets limits on how much can be learned about two properties at the same time. To see why this is, we consider another observable \( B \) with eigenstates \( \{|b\rangle_n\} \) which are different from the eigenstates of \( A \). We will assume that the initial state of the system is the \( A \) eigenstate \( |a\rangle \), and we measure \( A \) followed by \( B \). Because the state is in \( |a\rangle \), the outcome of the first measurement is always \( |a\rangle \). As \( |a\rangle \) is not an eigenstate of \( B \), the second measurement collapses it to \( |b\rangle \in \{|b_n\rangle\} \) with probability \( |\langle b | a \rangle|^2 \). Consider now the reverse sequence of measurements. Measuring \( B \) collapses the initial state \( |a\rangle \) to one of the states in \( \{|b\rangle \in \{|b_n\rangle\} \}. This state is then collapsed again by the second measurement \( A \) as \( |b\rangle \) is not an \( A \) eigenstate. The resulting state is an eigenstate of \( A \), but not necessarily the one we started off with. From this, we can see that \( AB |a\rangle \neq BA |a\rangle \). This is known as the non-commutativity of observables. Mathematically, this is written as \( [A, B] = AB - BA \neq 0 \), where \([\cdot,\cdot]\) is called the commutator. If \( [A, B] = 0 \), then \( AB = BA \), and the observables are said to commute. This is only the case if both \( A \) and \( B \) have the same set of eigenstates, as then sequential measurement of one will not disturb the other. Famously, the position, \( x \), and momentum, \( p \), cannot be simultaneously measured because \([x, p] = i\hbar \).

If one cannot measure two results simultaneously, can accuracy on one be given up in order to measure the other better? This question contributed to the development of the field of quantum metrology, where researchers study how to make higher
resolution measurements of physical parameters using exotic quantum states and methods (15, 25). Predating quantum metrology was Heisenberg’s uncertainty principle. The uncertainty principle states that the uncertainty in a particle’s position, $\Delta x$, and uncertainty in a particle’s momentum, $\Delta p$, have to obey the relation

$$\Delta x \Delta p \geq \frac{\hbar}{2}. \quad (2.1)$$

In order to minimize the uncertainty on position, certainty on momentum needs to be given up. A more general result states that for any two observables $A$ and $B$, the product of their uncertainties has to obey

$$\Delta A \Delta B \geq \frac{1}{2} |\langle [A, B] \rangle|. \quad (2.2)$$

Therefore, the outcome of two simultaneous measurements can only be known with absolute certainty when the two measurements commute. While $x$ and $p$ are the most famous example, non-commuting observables are everywhere. Other examples include measuring the horizontal polarization of a photon, $|H\rangle$, followed by measuring diagonal polarization, $|D\rangle$, or number-phase uncertainty in quantum optics (26). The uncertainty principle is a measure of how fundamental the uncertainty of a measurement is, and whether or not one can design a device that can beat that limit.

Equation 2.2 is a hard and fast universal law and as such cannot be violated. However, physicists quickly found loop-holes to exploit. One of the most promising avenues is often brought up (and dismissed) in introductory quantum mechanics courses; just perform the measurements very gently so as to not disturb the state. Before we can discuss how to reduce the disturbance, a more realistic model of measurement needs to be introduced so as to be able to quantify what reducing the disturbance means.

### 2.2 Von Neumann’s Model for Measurement

The above treatment of measurement, often called a direct measurement, is mathematically simple. Measuring the observable $A$ collapses the system into an eigenstate $|a\rangle$ of $A$ with a probability of $|\langle \psi | a \rangle|^2$. However this is rather abstract. Students

\footnote{Despite its ubiquity in the field, this one is strange in that a phase operator is not well defined. Regardless, this uncertainty relation has been well verified in countless experiments. Another example of this is the time-energy uncertainty relation, as a time operator is difficult to consistently define.}
learning quantum mechanics may ask, what does it mean for the observable to return a particular eigenvalue? How does this eigenvalue manifest itself physically? Where is the measurement device and how is it related to $A$? How fast does the collapse $|\psi\rangle \rightarrow |a\rangle$ happen? Needless to say, a more rigorous definition for this process needed to be developed.

The first mathematically rigorous attempt at describing the measurement process is generally attributed to John von Neumann. In 1932, he provided a more realistic model of measurement, now called the indirect measurement model, or von Neumann model (27). Von Neumann introduced to the theory of measurement a mathematical model of a measurement device. He introduced to the theory a model for the measurement apparatus which is treated quantum mechanically. To do this, the total Hilbert space is subdivided into two pieces; $S$ is the Hilbert space of the quantum system, and $P$ contains measurement device, which the experimenter has complete control over. For reasons which will be made apparent in a moment, $P$ is often called the ‘pointer’ space.

At the start of an experiment to measure the observable $A$, the quantum system is in an initial state $|\chi\rangle \in S$. Independently, the measuring device is prepared in an initial state, $|\psi(x)\rangle \in P$. The mean position of the state represents a pointer on a gauge that one can read off classically (e.g. by looking at it). It is assumed that the state is prepared in such a way so that its initial mean position $\langle x \rangle$ is zero. The total of the two independent states, $|\Psi\rangle = |\chi\rangle \otimes |\psi\rangle$, is called a bipartite state (i.e. a state belonging to two separate parties), and belongs to the joint Hilbert space $S \otimes P$. As the experiment progresses, the quantum system and the measurement device evolve together according to an interaction Hamiltonian given by $H = g(t)A \otimes p$. Here $p$ is the momentum operator on the measurement device Hilbert space. $g$ is known as the measurement strength.\footnote{I am abusing notation here and am assuming that $H$ is time independent and so $g$ is the interaction integrated over the entire interaction time $T$, i.e. I redefine $\int_0^T g(t)dt = gT$ to be equal to $g$.} This Hamiltonian corresponds to continuous unitary time evolution given by $U = e^{iH} = \exp (-igA \otimes p)$. At the end of the experiment the final state is given by $\exp (-igA \otimes p) |\chi\rangle \otimes |\psi\rangle$.

Before proceeding we discuss how to treat functions of operators. Using the spectral decomposition, we can write $A = \sum_n a_n |a_n\rangle \langle a_n|$. A function $f(A)$ can be then be written as $f(A) = \sum_n f(a_n) |a_n\rangle \langle a_n|$. With this in mind, the evolution operator
becomes
\[
U = \exp (-i gA \otimes p) = \sum_n |a_n\rangle\langle a_n| \otimes T(ga_n),
\]
(2.3)

where \(T(ga) = \exp(-i ga p)\). On the right-side, we have rewritten \(U\) in the eigenbasis of \(A\). The operator, \(T(ga)\) is known as a translation operator, and has the effect of shifting the pointer’s position by \(ga\), i.e., \(T(ga) |\psi(x)\rangle = |\psi(x - ga)\rangle\).

To understand the result of this evolution \(U\), we focus on a single term in the Eq. 2.3, \(|a\rangle\langle a| \otimes T(ga)|\), with which we act on our initial total state:
\[
|a\rangle \langle a| \otimes T(ga)|\chi\rangle \otimes |\psi(x)\rangle = |a\rangle \langle a| \chi \rangle \otimes |\psi(x - ga)\rangle.
\]
(2.4)

The result of acting on the total initial state is to project the system state \(|\chi\rangle\) onto the eigenstate \(|a\rangle\). At the same time, the pointer state \(|\psi(x)\rangle\) is shifted by an amount \(ga\) (i.e. the shift is proportional to the corresponding eigenvalue) to a new state \(|\psi(x - ga)\rangle\).

The mean of the position observable of the pointer, \(\langle x \rangle\), having initially pointed to zero, has now shifted to \(ga\). Indeed, this is why the state is called the “pointer”, as it can be thought of as the literal needle on the device that points to the result of the measurement that one observes on a gauge. The probability of this shift occurring is related to the overlap \(|a\rangle \langle a| \chi \rangle\) of the initial system state and the eigenstate. The result of \(U\) acting on \(|\chi\rangle |\psi\rangle\) is to make a superposition of all the individual possible results:
\[
U |\chi\rangle |\psi\rangle = \sum_n (a_n|\chi\rangle |a_n\rangle \otimes |\psi(x - ga_n)\rangle)
\]
(2.5)

The resulting bipartite state (i.e., a state which belongs to the tensor product space of two separate Hilbert spaces) has a very important form. Unlike the initial state \(|\chi\rangle |\psi\rangle\), this state cannot be written as a product state \(|\Phi\rangle |\Psi\rangle\), where \(|\Phi\rangle \in S\) and \(|\Psi\rangle \in P\). Because the states are separable, or independent, they lack any correlation. The lack of a product state for Eqn. 2.5 means that the system and pointer have become correlated; the total state can only be specified by knowing both the pointer and system states. This type of correlation is called entanglement, and is an important feature of the indirect measurement; Information is gained about a quantum system \(|\chi\rangle\) not by observing it directly (like in direct measurements). Rather one obtains information indirectly, by looking at a pointer whose position has been entangled with the measurement eigenstates of the system [28].
2.2 Von Neumann’s Model for Measurement

Motivating Example Using Birefringent Crystals.

Here we consider an example that explicitly involves the von Neumann measurement model, and serves as an introduction to one of the main experimental tools that we will use. Consider a photon in a Gaussian spatial mode with polarization $\alpha |H\rangle + \beta |V\rangle$, passing through a birefringent crystal. Birefringence is a property of materials in which the crystal structure causes the refractive index of the material to be polarization dependent. That is, horizontally polarized light will see a different refractive index compared to vertically polarized light. When the $k$-vector of the incoming field is at an angle with respect to the crystal axis, an effect known as polarization dependent spatial walk-off, or simply just walk-off, occurs. Walk-off causes horizontally polarized light to be transmitted normally through the crystal, whereas vertically polarized light will be displaced by $g$ (more information about spatial walk-off can be found in the supplementary material at the end of chapter 4). The result is that the photon is now in a superposition of two parallel paths, one polarized as $|H\rangle$ and the other as $|V\rangle$. The probability to observe the photon in either one of these two paths will depend on the values $\alpha$ and $\beta$. This situation can be seen in Fig. 2.1.

We now treat this as a von Neumann measurement. We identify the system $S$ as the polarization of the light, and it has a state $|\chi\rangle = \alpha |H\rangle + \beta |V\rangle$. The pointer is the Gaussian transverse spatial distribution of the photons, and is in an initial state $|\psi(x)\rangle$, with a spatial wavefunction

$$\langle x|\psi(x)\rangle = \psi(x) = \frac{1}{(2\pi\sigma^2)^{1/4}} \exp \left(-\frac{x^2}{4\sigma^2}\right).$$

We choose to measure the polarization of the light, which can be written as the observable $A = 1 |V\rangle \langle V| + 0 |H\rangle \langle H| = 1\pi_V + 0\pi_H$. The interaction Hamiltonian, $\mathcal{H} = gA \otimes p$, induces unitary evolution given by

$$U = e^{i\mathcal{H}} = \exp (-igA \otimes p) = \pi_V \otimes T(g) + \pi_H \otimes T(0).$$

As the light propagates through the crystal it undergoes the evolution $U$

$$\langle \pi_V \otimes T(g) + \pi_H \otimes T(0) |\chi\rangle |\psi(x)\rangle = \beta |V\rangle |\psi(x-g)\rangle + \alpha |H\rangle |\psi(x)\rangle.$$

We see that the spatial distribution of the $|V\rangle$ polarized light has been shifted ($|\psi(x-g)\rangle$), and the $|H\rangle$ polarized light has not ($|\psi(x)\rangle$), just as in Fig. 2.1. We calculate the mean
2.3 Strong and Weak Measurements

Figure 2.1: A birefringent crystal splits light according to its polarization, resulting in two parallel propagating beams. We assume here that the shift between the two parallel paths is much greater than the width of the transverse profiles. In this scenario, the result of measuring a single polarized photon can be unambiguously determined by observing which of the two lobes the photon was found in after the crystal.

shift of the pointer \( \langle x \rangle \) to retrieve the result of the measurement:

\[
\langle x \rangle = |\beta|^2 \langle \psi(x-g) | x \rangle \psi(x-g) \rangle + |\alpha|^2 \langle \psi(x) | x \rangle \psi(x) \rangle = |\beta|^2 g = (A)g. \tag{2.8}
\]

The result shows that the mean position of the final pointer state is proportional to \( |\beta|^2 \), or equivalently, \( \langle A \rangle \). \( g \) is assumed to be known precisely, therefore the result of the measurement (i.e. whether or not the photon has been shifted) can be found by looking at the amount by which the pointer was shifted. If the initial system state was entirely vertically polarized (\( |\chi\rangle = |V\rangle \)), then \( \beta = 1 \), and the pointer is fully shifted by \( g \). Conversely, if it was entirely horizontally polarized, (\( |\chi\rangle = |H\rangle \)), then \( \beta = 0 \), and the pointer remains un-shifted. This holds true for any value of \( 0 \leq \beta \leq 1 \).

2.3 Strong and Weak Measurements

It is worth studying the overlap of the shifted pointer state \( \psi(x - ga) \rangle \) and the initial state. Given \( \psi(x) \) is Gaussian with zero mean and width \( \sigma \), then \( \langle \psi(x - ga) | \psi(x) \rangle \propto \exp(-g^2a^2/8\sigma^2) \). For a given eigenvalue \( a \), we can study two regimes. In the first regime
2.3 Strong and Weak Measurements

\( g^2a^2/8\sigma^2 \gg 1 \). In this limit, the overlap \( \langle \psi(x - ga)|\psi(x) \rangle \) vanishes. That is, the initial pointer state and the final pointer state are distinct (i.e. orthogonal) from one another. In the case where \( A \) is a projector, and thus \( a \in \{0,1\} \), the overlap vanishes when \( ga \gg \sigma \). Geometrically speaking, the shift imparted to the pointer is much greater than the width of the pointer itself. If one considers a single polarized photon passing through the crystal, it will land unambiguously in one of the two Gaussian lobes. This is called a strong measurement, and is the case found in conventional experiments (and in Fig 2.1 of our motivating example above). It is worth noticing that one drawback is that it has collapsed the state. While the state was originally in \( \alpha|H\rangle + \beta|V\rangle \), when a photon is detected in in either of the two lobes after the crystal, it is either \( |H\rangle \) or \( |V\rangle \), but definitely not both. The result in Eqn. 2.8 is proportional to \( |\beta|^2 \), not \( \beta \); we have lost phase information. From this single measurement, one cannot faithfully reconstruct \( |\chi\rangle \).

As it turns out, there is some practical use of measurements that give ambiguous results. Looking at the other limiting case of the overlap, one can consider reducing the interaction strength so that \( ga \ll \sigma \). In this case \( \langle \psi(x - ga)|\psi(x) \rangle \approx 1 \), meaning that the initial pointer and the shifted pointer cannot be distinguished. In the limit where \( g \to 0 \), the pointer now extends over multiple indicator marks, \( ga \), and so the result of a single trial will be entirely ambiguous. This regime is known as weak measurement. While the result of a single trail does not give any results, the act of measurement does not greatly disturb the state of the system. This can be seen by calculating \( \langle \chi|\langle \psi(x)|U|\chi\rangle|\psi(x) \rangle \) and showing that in the weak limit this evaluates to unity. Moreover, averaged over many trials the mean measurement result is proportional to the average pointer position, \( g\langle A \rangle = \langle x \rangle \), just as in Eqn. 2.8 where the measurement was considered strong. Even though the result of a single measurement is entirely ambiguous, we can still calculate the average result of each measurement.

Returning to the example of the birefringent crystal, we imagine the crystal has been cut to be thin enough such that the separation between the two Gaussian beams is much less than the width of the distribution. If one considers the measurement of a single polarized photon, one would not be able to distinguish which lobe it landed in, as shown in Fig. 2.2 and so the result is ambiguous. Regardless, the average result of the experiment can be obtained by averaging over many trials.
2.4 Sequential Measurements

Weak measurements do not (significantly) disturb the initial state of the quantum system. This brings up the intriguing possibility of using weak measurements to perform sequences of measurements on the same quantum system (3). That is, because each measurement does not change the state, it appears possible to do sequences of non-commuting measurements on a single copy of the system with weak measurements.

Formulating sequential measurements is a simple extension of the von Neumann model introduced above. Originally we introduced a pointer $|\psi(x)\rangle \in \mathcal{P}_x$ that points to the outcome of measuring $A$, and the result of the measurement was $\langle x \rangle$. We introduce a second pointer $|\psi(y)\rangle \in \mathcal{P}_y$, that is independent of the first pointer (i.e. $[x, y] = 0$), and points to the outcome of measuring $B$. If we measure first $A$ then $B$, the state evolves to

$$e^{i\varphi_B}e^{i\varphi_A} |\chi\rangle |\psi(x)\rangle |\psi(y)\rangle,$$

(2.9)
where $p_{x(y)}$ is the momentum operator conjugate to $x(y)$. The result of the sequential measurement is now the joint mean positions of the two pointers, $\langle x^A y^B \rangle$. The superscripts remind us which pointer corresponds to which operator. As well, they denote the order of the measurements as $x$ and $y$ commute, so their order in the expectation values does not necessarily reflect the order of measurements.

It is worth stopping here for a moment to think about some of the consequences of this sequential measurement result. First, how does this comply with the uncertainty principle? If $[A, B] \neq 0$ how can they be measured simultaneously? The uncertainty principle states that a single measurement cannot at the same time measure non-commuting observables with arbitrary certainty on both results. Here, the measurements of non-commuting observables are performed over many trials, and the results are averaged, which is not forbidden. The result of any single measurement obeys the uncertainty principle, but the weak measurement gives us the result averaged over many trials.

Secondly, and the question which concerns the first topic of my Masters work, is that of time ordering of weak measurements. Given that the measurement disturbance has been reduced so that it does not collapse the state, how does weakly measuring $A$ followed by $B$, compare with weakly measuring $B$ followed by $A$? Stated another way, are weak measurements time symmetric? In weak measurement, the disturbance has been reduced and so it does not collapse the state, which is ultimately the cause of ordering dependence in strong measurement, and so it should be the case that $\langle x^A y^B \rangle = \langle x^B y^A \rangle$. On the other hand, a weak measurement still nevertheless disturbs the state, even if less so, and as such the ordering should matter. According to this line of reasoning, it should be the case that $\langle x^A y^B \rangle \neq \langle x^B y^A \rangle$. As we discuss in the next chapter, the surprising answer is that both of these are true.
3

Time-Ordering of Weak Measurements

Preamble

This chapter is based on the following publication:

Experimental investigation of measurement-induced disturbance and time symmetry in quantum physics

Unlike regular time evolution governed by the Schrödinger equation, standard quantum measurement appears to violate time-reversal symmetry. Measurement creates random disturbances (e.g., collapse) that prevents back-tracing the quantum state of the system. The effect of these disturbances is explicit in the results of subsequent measurements. In this way, the joint result of sequences of measurements depends on the order in time in which those measurements are performed. One might expect that if the disturbance could be eliminated this time-ordering dependence would vanish. Following a recent theoretical proposal [1], we experimentally investigate this dependence for a kind of measurement that creates an arbitrarily small disturbance, weak measurement. We perform various sequences of a set of polarization weak measurements on photons. We experimentally demonstrate that, although the weak measurements are minimally
disturbing, their time-ordering affects the outcome of the measurement sequence for quantum systems.

3.1 Introduction

A fundamental open question in physics is the role of time in quantum mechanics [19, 20, 30]. While observables such as position and momentum are represented by operators, time in the Schrödinger equation appears only as ordinary number-parameter, just as in classical mechanics [20]. In view of relativistic theories of physics which famously treat time and space on equal footing, this distinction is problematic. In fact, while Heisenberg’s uncertainty principle between energy and time appears to suggest that a time operator conjugate to the total energy operator exists, attempts to create such an operator lead to contradictions [21]. Similar issues confound attempts to create an observable for the time it takes for a particle to tunnel through a potential barrier, or even the time of arrival of a particle at a detector [7, 31, 32]. Another issue is that it is widely believed that information is conserved in quantum physics. This follows from the unitary time-reversible evolution in the Schrödinger equation. Yet, it is possible that the passage and direction of time might be set and discerned only by sequences of ‘events’ [33]. The only recordable ‘events’ in quantum mechanics are the results of measurements [29], which themselves are not unitary, time-reversible, or conserve information. In this work, we experimentally investigate sequential measurements on quantum systems in order to gain insight into the role that time plays in the theory.

Specifically, we test whether the results (i.e., ‘events’) of a sequence of measurements depends on the order in time in which they are performed. In both classical and quantum physics, measurements may induce a disturbance [6]. Since the disturbance will affect subsequent measurements, the results of sequences of measurements may be dependent on the order in time (i.e., time-ordering) in which they are performed. In quantum physics, this is particularly apparent for sequences of incompatible observables, those that do not commute. However, this disturbance can be arbitrarily reduced, at the expense of information gain per measurement trial. Such minimally disturbing measurements are often referred to as weak measurement. Given that the disturbance
was the source of the time-ordering dependence, one might expect the time-ordering dependence to disappear for such minimally disturbing measurements.

Minimally-disturbing measurements have proven useful for probing quantum systems (4, 5, 15, 34, 35, 36). They have also recently attracted wide interest as a signal amplification technique and for studying paradoxes in quantum physics (15, 37) (for a review, please see (38)). Sequences of weak measurements and continuous weak measurements have also become important tools for exploring features of quantum mechanics that are impossible to study with conventional methods (39, 40, 41). It has been shown that the joint result of a sequence of weak measurements is invariant to time-orderings in classical physics (6, 22), as expected. Particularly relevant for this work, in quantum physics, sequences of weak measurements can be used for simultaneously measuring incompatible observables (5, 42). Although such weak measurements are minimally disturbing, the results are, surprisingly, predicted to vary with time-ordering, in contrast to the classical case.

We seek to experimentally demonstrate these time-ordering effects and investigate why they occur. We use the polarization of photons as our quantum system, and thus weakly measure incompatible observables, such as horizontal and diagonal polarization projectors. We show that for such observables the order in which weak measurements are made matters. We study this effect for sequences of two and three measurements. We also probe the role of quantum coherence in time-ordering by testing the case in which the state is incoherently polarized.

3.2 Theory

The notion of weak measurement naturally emerges from a general model for measurement known as the von Neumann or indirect measurement model (28). Almost all measurements, classical or quantum, fit within this model. In it, a measurement apparatus interacts with the measured system, therein disturbing it (6). Since the interaction creates the disturbance, an obvious method to reduce the latter is to weakly couple the measurement apparatus to the measured system. The measurement apparatus consists of a pointer $P$ whose momentum $p$ is coupled to measured observable $A$
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on the measured system $S$ via unitary interaction

\[
U = \exp (-igA \otimes p) = \sum_a |a\rangle \langle a| \otimes T(ga).
\]  

(3.1)

Here, $g$ denotes the interaction strength. On the right-side, we have rewritten $U$ in the eigenbasis of $A$, where $|a\rangle$ is an eigenstate of $A$ with eigenvalue $a$. The translation operator, $T(ga) = \exp(-igap)$, shifts the pointer’s position, i.e., $T(ga)|x\rangle = |x - ga\rangle$, where $|x\rangle$ is a position eigenstate. If the initial pointer state $|\psi\rangle$ has a position width $\sigma < ga$ then the post-interaction pointer position $x = ga$ unambiguously indicates the measurement result $a$. This is the case commonly found in conventional measurements, such as a polarizing beam splitter (PBS), or measuring the spin of a silver atom with a Stern-Gerlach apparatus. With this explicit model, one can consider reducing the interaction strength so that $ga \ll \sigma$. Since the pointer now extends over multiple indicator marks, $ga$ (where $a$ is a particular value in the spectrum of $A$), a single trial’s measurement result will be ambiguous. However, averaged over many trials the mean measurement result is proportional to the average pointer position, $g \langle A \rangle = \langle x \rangle$, regardless of measurement strength. It is this average result, the expectation value of $A$, that we will study.

To extend the above formalism to include a sequence of measurements $A_N \cdots A_2 A_1$, one composes a product of unitaries $U_N \cdots U_2 U_1$, where $U_i$ takes the form of Eq. 3.1. Here, $A_1$ is the first observable measured and $A_N$ is the last. Thus, each observable $A_i$ in the sequence of measurements is independently coupled to a distinct pointer $P_i$ with state $|\psi(x_i)\rangle$. The final result of the measurement is the expectation value $\langle x_1^{(A_1)} x_2^{(A_2)} \cdots x_N^{(A_N)} \rangle / g^N$, where the superscript $(A_i)$ is the observable to which the $P_i$ pointer is coupled to $i$. With this, we can consider the effect of reducing the interaction strength and testing different time-orderings of the measurements. For example, how does $\langle x_1^{(A_1)} x_2^{(A_2)} \rangle$ compare to $\langle x_1^{(A_2)} x_2^{(A_1)} \rangle$?

3.3 Experiment

The experimental setup is shown in Fig. 3.1. It is technically challenging to use spatially distinct systems as our pointer $P$ and measured system $S$. Instead, we use distinct degrees of freedom of a photon. The measured system $S$ is the polarization degree of
freedom, whereas the pointer $P$ is the photon’s transverse position. Because the system is linear, the photons do not interact, instead propagating independently through the sequence of measurements, the spatial distribution for which satisfies Maxwell’s equations \(14\). Therefore the results obtained from single photons would be the same as that obtained for a coherent state. As such we use a HeNe laser at 633 nm as a source of photons. This is followed by a polarizing beam splitter (PBS) and a rotatable half-wave plate (HWP), set at an angle $\theta$, prepares an ensemble of identically polarized photons as our system input state, $|\theta\rangle = \cos (2\theta) |H\rangle + \sin (2\theta) |V\rangle$.

The coupling between $S$ and $P$ can be accomplished using polarization dependent walk-off in birefringent crystals. The walk-off transversely shifts the extraordinary polarized photons by $g$ relative to ordinary polarized photons. A sequence of two weak measurements requires two independent pointers, which we take as the two transverse spatial degrees of freedom, $x$ and $y$, of the photon, each with same initial wavefunction: $\langle x, y | \psi_x, \psi_y \rangle = \psi(x) \psi(y) = (2\pi\sigma^2)^{-\frac{1}{2}} \exp \left(-\frac{x^2 + y^2}{4\sigma^2}\right)$. A beam expander magnifies the transverse Gaussian mode to set the width to $\sigma = 600 \mu m$. With these two pointers, the measurement coupling is implemented with two walk-off crystals, one of which displaces the horizontal polarization along the $x$-axis, followed by an identical crystal rotated by 90$^\circ$ so that it shifts the vertical polarization along the $y$-axis. Both crystals impart a shift of $g = 160 \mu m$ ensuring that we are in the weak measurement regime, $g/\sigma \approx 0.25$.

In order to change which observable each crystal implements we add waveplates that effectively rotate the basis of the measurement. With this, we use either the $x_1 = x$ or $x_2 = y$ positions to read out measurements of the $|I\rangle \langle I| = \pi_I$, and $|J\rangle \langle J| = \pi_J$ polarization projectors, depending on the ordering. We demonstrate the effect of time-ordering on weak measurements by comparing the result of a sequential measurement $\langle x^{(\pi_I)} \psi \rangle$, where $A_1 = \pi_I$ and $A_2 = \pi_J$, with the reversed sequence $\langle x^{(\pi_J)} \psi \rangle$, where $A_1 = \pi_J$ and $A_2 = \pi_I$. The expectation values are evaluated with respect to the evolved initial separable polarization and pointer state, $U_2 U_1 |\theta\rangle \otimes |\psi\rangle$, where the $U_i$ take the form of Eqn. 1 for the respective operators $A_i$. Experimentally the expectation values $\langle xy \rangle$ of the photon transverse two-dimensional distribution are found by imaging onto a CMOS camera.

We begin the experiment by placing the first HWP in Fig. 3.1(b) at 0$^\circ$ and the second at 67.5$^\circ$ so that the two crystals implement a measurement of $\pi_H$ followed by
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Figure 3.1: Setup to measure the effect of time-ordering of weak measurements. (a). State preparation: An attenuated HeNe laser at 633 nm with a coherence length of approximately 30 cm provides a source of photons. A beam expander is used to decrease the interaction strength by increasing the width $\sigma$ of the pointer, i.e., the photon transverse distribution. The input system polarization state $|\theta\rangle$ is prepared by a polarizing beam splitter (PBS) and a half-wave plate (HWP). Using quarter-wave plates (QWP) and a HWP (QWP at $45^\circ \rightarrow$ HWP $\rightarrow$ QWP at $90^\circ$) incoherently polarized light can be generated. The HWP is attached to a motor that spins at a rate faster than the collection time of the camera. (b) Weak Measurements: Each weak measurement is implemented by a HWP followed by a walk-off crystal (xtal). The first effects the $\pi_I$ projector by shifting $|I\rangle$ polarized light by $g < \sigma$ in the $x$ direction. Likewise, the second implements the $\pi_J$ projector by shifting $|J\rangle$ polarized light by $g$ in the $y$ direction. (c) Strong measurement: The combination of a HWP and a PBS realizes the third measurement of $\pi_H$ when desired, and is taken out of the setup otherwise. (d) A 4f system images the shifted beam onto a CMOS camera.
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**Figure 3.2:** The measurement result $\langle xy \rangle / g^2$ for a sequence of two measurements. In one, the sequence $\pi_H \pi_D$ is measured (red triangles), and in the other, $\pi_D \pi_H$ is measured (blue squares). Since the points agree within error, the plot shows that the results do not depend on the order in which the measurements are performed. The red solid and blue dashed line are the respective theoretical curves calculated by explicitly evaluating $\langle x^{(\pi_D)} y^{(\pi_H)} \rangle$ and $\langle x^{(\pi_H)} y^{(\pi_D)} \rangle$. Error bars are the standard error obtained by averaging over four experimental runs. Imperfections in the HWP birefringence likely introduces the differences between the experimental points and the theoretical curve, as they can create systematic errors not only when preparing the input polarization state $|\theta\rangle$, but also when aligning the walk-off crystals.

$\pi_D$, two incompatible observables. By switching the first HWP to 22.5° and leaving the second as it is, the crystals now implement the reverse sequence, $\pi_D$ followed by $\pi_H$. In both cases, we record the joint result of the sequence $\langle xy \rangle$, and compare the experimental results to the theoretical results calculated by evaluating the expectation values $\langle x^{(\pi_D)} y^{(\pi_H)} \rangle$ and $\langle x^{(\pi_H)} y^{(\pi_D)} \rangle$. In Fig. 3.2 we plot this joint result as a function of the input system state angle, $\theta$. The two orderings agree within errors. Thus, as expected since the measurement disturbance is now minimized, the joint result does not depend on the time-ordering of the measurements.

So far, nothing surprising has been revealed: when the measurement disturbance is
minimized, the result of a sequence of quantum measurements is indeed time-ordering invariant. However, there are fundamental phenomena in quantum physics that only appear in sequences of three or more measurements. An example is the violation of the Leggett-Garg inequality (45, 46, 47, 48, 49, 50). Hence, we extend the sequence to three measurements, where the third measurement is a conventional (i.e., ‘strong’) measurement of $\Pi_K = |K\rangle \langle K|$ as implemented by a HWP and PBS (here the capital pi indicates a strong measurement). Our goal is again to test the role of measurement-order when the disturbance is not a factor. Since this added conventional measurement will substantially disturb the system and, thus, any subsequent measurements, we always perform it last.

The final joint-result of the three measurement sequence is

$$\langle \pi_K \pi_J \pi_I \rangle = \frac{1}{g^2} \langle \Pi_K x^{(\pi_J)} y^{(\pi_I)} \rangle = \frac{1}{g^2} \int xy \text{Prob}(x, y, K) dx dy,$$

where $\text{Prob}(x, y, K) = |\langle K, x, y | \mathbf{U}_2 \mathbf{U}_1 | \theta \rangle \otimes |\psi\rangle|^2$ is the probability that a given input photon with polarization $|\theta\rangle$ and spatial distribution $|\psi\rangle$ is transmitted through the PBS and is detected at transverse coordinate $(x, y)$ on the camera. Since the last is a strong measurement, in Eq. 3.2 we directly evaluate the measurement outcome $\langle \Pi_K \rangle$, rather than use the von Neumann formalism. We set $K = H$ for all of the following measurements. Figure 3.3(a) shows experimental results for two orderings of a sequence of three measurements, $\Pi_H \pi_D \pi_H$ and $\Pi_H \pi_H \pi_D$. The joint result of one ordering substantially disagrees with the other ordering. Theoretically, the difference is maximum at $\theta = 45^\circ$ and $\theta = 135^\circ$. The nearest experimental points, $48^\circ$ and $138^\circ$, differ by $0.4 \pm 0.1$ and $0.7 \pm 0.1$, respectively. Strikingly, quantum physics is not invariant to the time-ordering even though there is no obvious physical mechanism, such as measurement-induced disturbance, for this invariance.

Perhaps, while minimized, the residual disturbance still causes this time-ordering asymmetry. But, if this is the case, how could it possibly manifest in three measurements but not two? Specifically, the disturbance would necessarily need to propagate through the first two measurements to reach the third. Hence, one would expect two measurements would be time-asymmetric as well. A recent theoretical investigation...
Figure 3.3: The measurement result $\langle xy\Pi_H \rangle / \delta^2$ for a sequence of three measurements. In one, the sequence $\Pi_H \pi_D \pi_H$ is performed (blue squares), and in the other, $\Pi_H \pi_H \pi_D$ is performed (red triangles). The blue dashed and red solid lines are the respective theoretical curves calculated directly from Eq. 2. (a) The input system state is $|\theta\rangle$. The two distinct curves show that the order in which the measurements are made changes the measurement result. (b) An incoherently polarized system state $\rho(\theta)$ is used instead. Now the measurement result does not depend on the ordering of the measurements.
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offers some mathematical insight (23). In it, our expectation value of \( N \) pointer positions \( \langle x_1^{(A_1)} x_2^{(A_2)} \cdots x_N^{(A_N)} \rangle \) was found to be proportional to the recursively nested anti-commutator structure \( \{ \ldots \{ A_N, A_{N-1} \}, A_{N-2}, \ldots \}, A_1 \}. \) While all the anti-commutators are symmetric under interchange of their two arguments, the only anti-commutator that is invariant under interchange of the measurements is the innermost one, which is non-nested. As such, it, and thus the expectation value, is invariant to the ordering of the last two measurements, \( A_N \) and \( A_{N-1} \). This provides a succinct mathematical description of why a sequence of two measurements always exhibits ordering invariance; the entire sequence is the last two measurements. The result of a sequence of three or more measurements will be invariant solely to the ordering of the last two measurements.

While we have a mathematical prescription for when the time-ordering dependence of minimally invasive measurements matters, a physical intuition is still absent. That is, a mechanism (for example, back-action, decoherence, etc.) with which one can a-priori determine whether or not time-ordering will matter in a sequence of weak measurements is lacking. We attempt to experimentally shed light onto this problem.

A distinguishing feature of weak measurements is that they preserve the coherence of the measured system and the coherence of the pointer. This can allow a disturbance to propagate in unexpected ways, as in measurement back-action (51, 52). Since in a classical system this coherence would be absent, we test what happens to the time-ordering dependence as we decrease the coherence in the H-V basis of the initial system state.

To generate these reduced coherence (i.e., mixed) states, we send our polarized input state \( |\theta\rangle \) through a rapidly spinning HWP that is sandwiched between two quarter-waveplates (QWP). Since this spinning is faster than the imaging camera acquisition time, the resulting state is effectively mixed: \( \rho(\theta) = \sin^2(\theta) |H\rangle \langle H| + \cos^2(\theta) |V\rangle \langle V| \) (for more detail on how we generate mixed states, see the chapter 8 supplementary information, and mixed states themselves will be further discussed in the next chapter).

We test the same pair of three-measurement sequences with these input states. The experiment results, shown in Fig. 3.3(b), show that the joint result of the sequence does
not depend on the order in which the observables were measured. This is strikingly different from the case found in Fig. 3.3(a); quantum coherence indeed appears to play an important role in time-ordering symmetry. However, it is not clear why this should be the case. As the theoretical curves calculated from Eqn. 2 suggest, the result is expected, but the underlying physical structure that brings about the ordering symmetry is not obvious, and warrants further study.

To summarize our experimental findings, in the case of two measurements, the order in which weak measurements are made does not impact the end result. But, in the case of three or more measurements, the order of the measurements matter. In short, we have shown that reducing the disturbance induced by measurements does not restore the time symmetry of quantum evolution, as exhibited by the Schrödinger equation. Our findings confirm a recent theoretical proposal on the time-ordering sequential weak measurements [10]. While an intuitive mechanism for this time-ordering invariance is still not clear, we have shown that coherence plays a role in the time-ordering phenomena, but how it does so is not understood. We expect these results will motivate the development of closely related areas, such as whether different times of system can be considered separate Hilbert spaces [30], and how cause and effect can be identified in quantum systems [53].

3.5 Supplementary Material

Birefringence, Walk-off, and Displacement Crystal Alignment

When light enters a material, it travels at a speed, \( v = \frac{c}{n} \), where \( n \) is the refractive index of the material. Certain materials display a polarization dependent refractive index, a property called birefringence. When a laser beam propagates through a birefringent crystals, it is not necessarily the case that the direction of the Poynting vector, \( \vec{S} \), is co-linear to the propagation direction of the wave vector \( \vec{k} \). That is, due to the birefringence, the intensity distribution may deviate from the direction defined by the wave vector. The angle between them, \( \theta_w \), is known as the walk-off and is determined by the index contrast and orientation of the crystal axis. This is called spatial walk-off, and is the property we exploit to separate our beams above.

As walk-off is a birefringence effect, it only affects one polarization. The polarization which will shift is determined by the optic axis, (labeled O in Fig. 3.4(a)), which defines
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a plane in the crystal. This optic axis is present due to the lattice arrangement of the constituent atoms, which leads to an anisotropy. Light whose polarization vector is along the plane (H in this case) experiences no walk off. It follows the ordinary laws of refraction, and is as such often called the ordinary polarization. Light not along the optical plane will undergo walk-off due to birefringence. This polarization would not obey the laws of refraction and is as such termed extraordinary. Another way to understand this phenomena is that each polarization component must independently satisfy Snell’s law at the interface. However, as the refractive index is orientation dependent, both polarization components see a different polarization, and necessarily must have a different angle of refraction. The two split by an amount \( g \), which is determined by \( \theta_w \) and the length of the crystal, as shown in Fig. 3.4b). Assuming that the angle between the propagation direction and the crystal axis is \( \theta \), then the walk-off angle is

\[
\theta_w = -\frac{1}{n_e} \frac{\partial n_e}{\partial \theta},
\]

where \( n_e \) is the extraordinary refractive index.

In aligning the crystal, first one must first find the optical axis. This can be done by first treating the crystal as a wave-plate. Waveplates in essence act in the same way as a birefringent crystal; by introducing a phase between orthogonal polarization, the state of the polarization is changed. However, if the polarization is aligned already to one of the optical axes, then it will (up to an overall phase) be unchanged. As such, we use a PBS to send \(|H\rangle\) polarized light into the crystal. After the crystal we project onto \(|V\rangle\) polarized light with a PBS. We rotate the crystal until we see that no light is passing through the PBS (one could of course project onto \(|H\rangle\), but it is always easier to find a minimum in intensity rather than a maximum). When there is no light, we know that the optical axis is correctly aligned along the \(|H\rangle\) polarization, as it is not transforming the state.

As the two polarizations have different path lengths, a phase offset is introduced between them. This phase difference needs to be compensated for in weak measurement. If one sends \(|D\rangle\) polarized light into a thin birefringent crystal, the phase offset will result in a state \(((|H\rangle + e^{i\phi}|V\rangle)/\sqrt{2}) \neq |D\rangle\), which is not desired in a weak measurement. This can be compensated for by tilting the crystal forward by an angle \( \Phi_c \), as shown in Fig. 3.4b). The correct amount of tilt can be found by projecting onto \(|A\rangle\) and imaging onto a camera. When the tilt \( \Phi = \Phi_c \), the overlapping parts of the \(|H\rangle\) polarized beam...
and $|V\rangle$ polarized beam will be $|D\rangle$ polarized. Projecting onto $|A\rangle$ leaves the two $|H\rangle$ and $|V\rangle$ lobes with the $|D\rangle$ cut out, shown in Fig. 3.4(d).
Figure 3.4: a) Walk-off in birefringent crystals. The polarization that is shifted is determined by the optical axis, labeled O. Light whose polarization is contained within the optical plane obeys the regular laws of refraction. On the other hand, polarizations with vectorial components outside the optical plane will undergo walk-off. b) Birefringent crystals spatially separate orthogonal polarization through spatial walk-off. The amount of separation, $g$, is determined by the walk-off angle $\theta_w$, and the length of the crystal. This walk-off produces a phase offset between the two paths due to the difference in path length. c) This path length difference can be rectified by tilting the crystal forward by some compensation angle $\Phi_c$. Regular refraction from Snell’s law refracts the Horizontal path, making the path lengths equal. d) $\Phi_c$ can be found by projecting onto $|A\rangle$. When the tilt is correct, the state between the two lobes will be $|D\rangle$, therefore leaving a dark spot between the $|H\rangle$ and $|V\rangle$ lobes.
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Auxiliary Results

Presented here are auxiliary results that were obtained during the course of the above experiment. These results concern weak measurements but are broader in scope. They concern the structure of weak measurement expectation values, and show a surprising relationship between operators in the system Hilbert space, and operators in the pointer Hilbert space. The three results are

\[
\langle \psi | \prod_{i}^{N} x_i A_i | \psi \rangle \propto \{\ldots \{A_1, A_2\}, A_3\}, \ldots \}, A_N \}.
\]

\[
\langle x_N^{A_N} \prod_{i=1}^{N-1} p_i^{A_i} \rangle \propto [[\ldots [[A_N, A_{N-1}], A_{N-2}] \ldots ], A_1]\]

\[
\langle p_N^{A_N} \ldots \rangle = 0
\]

The first result is the one first shown in (23), albeit without proof. This relates the joint position expectation value to a nested anti-commutator sequence, as discussed in the main text. The second (and third) result is, as far as we know, not presented anywhere. It relates a similar joint expectation value, expect one looks at only momentum correlations for all but the last pointer. We see a similar expression, but this time replaced with anti-commutators. Notice that, unlike the previous expression, one cannot in general permute the order of operators as the anti-commutator is not symmetric to swapping of its argument. This is not true if \([A_N, A_{N-1}] = 0\), as everything commutes with ‘0’. Note a more general result exists that combines the two. For a general sequence of both \(x\)’s and \(p\)’s, the result involves nested commutators and anti-commutators.

While these results are interesting in and of themselves, by far the most surprising one is the third one. This result suggests that if one measures the joint value where we look at the momentum of the last pointer, the result is zero, regardless of the sequence of \(x\)’s and \(p\)’s that come before. The significance of this is not clear, however it appears to be related to the fact that the last measurement in a sequence can always be made to be strong.

We conclude this section by proving the results above for the curious.
3.5 Supplementary Material

Proof for $\prod_{i=1}^{N} x_i^A_i$

Show that

$$\langle \psi | \prod_{i}^{N} x_i^A | \psi \rangle \propto \{ \ldots \{ \{ A_1, A_2 \}, A_3 \}, \ldots \}, A_N \}.$$ 

proof

Proceed by induction. Suppose we wish to measure $\langle x_1^A x_2^B \rangle$. As in the main text, this notation indicates that the observable $B$ is being measured second. We introduce a spectral decomposition for $A = \sum_i a_i \pi_i^A$, and a similar one for $B$. The expectation value is taken with respect to the state $U | \Psi \rangle$ where $| \Psi \rangle = | \psi(x) \rangle \otimes | \psi(y) \rangle$, and $U = \exp(igB \otimes p_2) \exp(igA \otimes p_1)$. Using the spectral expansion of $A$ and $B$ we get

$$U = \sum_{ij} e^{iga_i p_1} e^{igb_j p_2} \pi_j^B \pi_i^A. \quad (3.4)$$

The exponential operators are translation operators on the pointer states $| \Psi \rangle$. We apply $U$ to our state to get

$$U | \Psi \rangle = \sum_{ij} | \psi(x - ga_i) \rangle | \psi(y - gb_j) \rangle \pi_j^B \pi_i^A. \quad (3.5)$$

Evaluating the expectation value $\langle x_1^A x_2^B \rangle = \langle \Psi | U^* x_1^A x_2^B U | \Psi \rangle$, to get the expression

$$\langle x_1^A x_2^B \rangle = \sum_{ij'j'} \langle \psi(x - ga_i) | x_1^A | \psi(x - ga_i) \rangle \langle \psi(y - gb_j) | x_2^B | \psi(y - gb_j) \rangle \pi_j^B \pi_i^A. \quad (3.6)$$

As $\pi_j^B$ and $\pi_j^B$ are orthogonal projectors, their product is a Kronecker delta $\pi_j^B \pi_j^B = \delta_{j'j} \pi_j^B$. As such we can eliminate one index in the above sum.

$$\langle x_1^A x_2^B \rangle = \sum_{ij'j'} \langle \psi(x - ga_i) | x_1^A | \psi(x - ga_i) \rangle \langle \psi(y - gb_j) | x_2^B | \psi(y - gb_j) \rangle \pi_j^B \pi_i^A. \quad (3.7)$$

Now we want to evaluate the two expectation values in the above sum. For Gaussian pointers centered initially at the origin, the expectation values evaluate as

$$\langle \psi(y - gb_j) | x_2^B | \psi(y - gb_j) \rangle = gb_j$$
and

\[ \langle \psi(x - ga_i') | x^A_1 | \psi(x - ga_i) \rangle = \frac{g(a_i' + a_i)}{2} e^{\frac{g^2(a_i' - a_i)^2}{8\sigma^2}} \rightarrow \frac{g(a_i' + a_i)}{2} \text{ as } g \rightarrow 0. \]

Notice that the first expectation value implies that the strength of the last measurement \( (B) \) does not matter, as the expectation value will always be \( gb_j \). This result is true for the last measurement in any sequence. From these expectation values we can write the sum as

\[ \frac{g^2}{2} \sum_{i'i} (a_i' + a_i) b_j (\prod_{i} A_i B_i A_i'). \] (3.8)

We can split the above sum into two

\[ \sum_{i'i} (a_i' + a_i) b_j (\prod_{i} A_i B_i A_i') = \sum_{i'i} a_i' b_j (\prod_{i} A_i B_i A_i') + \sum_{i'i} a_i b_j (\prod_{i} A_i B_i A_i'). \] (3.9)

Focusing on the first term and using the spectral form of \( A \) and \( B \), and \( \sum_i \pi_i = 1 \), we can simplify this further.

\[ \sum_{i'i} a_i' b_j (\prod_{i} A_i B_i A_i') = \sum_i a_i' (\prod_{i} A_i) \sum_j b_j (\prod_{i} B_i) \sum_i \pi_i = AB1 = AB. \]

Using the same algebra, we can show that the second term in Eqn. 3.9 equates to \( BA \), and so we get the result that

\[ \frac{g^2}{2} \sum_{i'i} (a_i' + a_i) b_j (\prod_{i} A_i B_i A_i') = AB + BA = \{ A, B \}, \] (3.10)

This proves the base case that

\[ \langle \psi | x^A_1 x^B_2 | \psi \rangle = \frac{g^2}{2} \{ A, B \}. \]

For the inductive case, we suppose that for \( N = K - 1 \) operators, the following holds

\[ \langle \psi | \Pi_{i=2}^{K} A_i | \psi \rangle \propto \{ \ldots \{ A_K, A_{K-1}, A_{K-2}, \ldots \}, A_2 \} = C \] (3.11)

where again, the subscript denotes the observables position in the sequence. Then, for \( N = K \) operators (note we are adding a new operator at the beginning of the sequence)

\[ \langle \psi | \Pi_{i=1}^{K} A_i | \psi \rangle \propto \]
The joint expectation value with the momentum of the last pointer is zero, i.e.,

\[
\langle x_N \rangle = 0 \quad \text{(3.16)}
\]

But \( \langle x \rangle = 0 \) because a shift in \( x \) is a phase in Fourier space. These phases cancel out (because you get the conjugate from the bra), and so you have the expectation value of an un-shifted Gaussian. This completes the proof.

Notice that if we had post-selected, say on the state \( |v\rangle \), this would change the above equation to

\[
\langle p_N \rangle \propto \sum_{ii'} \langle \psi(x - ga_{i'}) | p_N^N | \psi(x - ga_i^N) \rangle \pi_{i'}^N \pi_i^N \ldots \neq 0 \quad \text{(3.16)}
\]
since the phases no longer cancel in the integral because the $\pi_i^A_i^N$ and $\pi_i^A_i^N$ no longer cancel out and get rid of one of the indices.
Preamble

This chapter introduces the background for the next topic of the thesis which discusses how coherence manifests in sequential measurement. We introduce a generalized quantum state called the density matrix, allowing us to treat statistical mixtures of states. We discuss entanglement and its connection to decoherence in open quantum systems, which leads into a discussion of the propagation of coherence in strong sequential measurements. We find that coherence between pointer states remains even after sequences of non-commuting measurements, a result which is not consistent with the collapse formalism of measurement.

4.1 The Density Matrix

When discussing quantum states, we have so far made the implicit assumption that we know that the system is in state $|\psi\rangle$. However, this is not always possible. For example, in an open system (i.e. a system that interacts freely with the surrounding environment), collisions between a quantum system and its surroundings may cause thermal excitation that the observer is unaware of. As another example, consider a single photon source that non-deterministically has probability 1/2 of being $|H\rangle$ polarized, and probability 1/2 of being $|V\rangle$ polarized. How does one treat such a state. In what way is this different to writing $|D\rangle = (|H\rangle + |V\rangle)/\sqrt{2}$?
One approach might be to perform calculations via a table. Suppose the goal of an experiment is to measure the expectation value of an observable \( AA \). The system is known to be in one of the states \( \{|\psi_i\rangle\}_{i=1}^N \), each with an associated probability of \( p_i \).

If the system is in state \( |\psi_j\rangle \), then the expectation value is \( \langle AA \rangle_j = \langle \psi_j | AA | \psi_j \rangle \). We can calculate \( \langle AA \rangle_j \) for all \( N \) of the possible states \( |\psi_j\rangle \in \{|\psi_i\rangle\} \) and list the results in a table.

<table>
<thead>
<tr>
<th>State</th>
<th>Expectation Value</th>
<th>Probability of State</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>\psi_1\rangle )</td>
<td>( \langle \psi_1</td>
</tr>
<tr>
<td>(</td>
<td>\psi_2\rangle )</td>
<td>( \langle \psi_2</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
<tr>
<td>(</td>
<td>\psi_N\rangle )</td>
<td>( \langle \psi_N</td>
</tr>
</tbody>
</table>

The system is in one of these \( |\psi_i\rangle \) states with a particular probability. Therefore, the expectation value is the sum of all the possible results, weighted by the associated probability of that result occurring:

\[
\langle AA \rangle = \sum_i p_i \langle \psi_i | AA | \psi_i \rangle .
\] (4.1)

### Deriving the Density Matrix

In 1927 John von Neumann and Landau introduced a compact method of performing the above calculation by generalizing the quantum state to allow for statistical mixtures. This generalized state is called the density matrix \(^{(27, 54)}\). We will introduce the density matrix in a constructive manner. Starting from Eqn. 4.1, we expand \( AA \) into an arbitrary basis, \( AA = \sum_{nm} c_{nm} |n\rangle \langle m| \). As this is not necessarily the eigenbasis of \( AA \), the expression has non-diagonal terms and the coefficients \( c_{nm} = \langle n | AA | m \rangle \) may be complex. In this basis Eqn. 4.1 becomes

\[
\langle AA \rangle = \sum_{nm} \sum_i p_i c_{nm} \langle \psi_i | n \rangle \langle m | \psi_i \rangle ,
\]

which can be re-written as

\[
\langle AA \rangle = \sum_{nm} c_{nm} \langle m | \left( \sum_i p_i | \psi_i \rangle \langle \psi_i | \right) | n \rangle .
\] (4.2)
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Notice that all of the statistical properties associated with the system been condensed into the operator in the brackets. We write a shorthand for this operator

\[ \rho = \sum_i p_i |\psi_i\rangle \langle \psi_i| . \]  

(4.3)

\( \rho \) is the density matrix and generalizes the concept of the quantum state. Rather than the system being in a single state \(|\psi\rangle\), it is now in a mixture (not superposition) of possible states, weighted by the probability to be in that state. The density matrix has the following properties:

1. \( \rho \) is Hermitian, \( \rho = \rho^\dagger \)
2. \( \rho \) is positive semi-definite, meaning all its eigenvalues are positive or zero
3. \( \rho \) is normalized, \( \text{Tr}(\rho) = 1 \).

The notation \( \text{Tr}(\cdot) \) above indicates the matrix trace, and is equal to the sum of the diagonal elements of \( \rho \). The trace notation is useful in emphasizing the basis independence of a particular property of the density matrix. Because of this basis independence, the trace can be written as \( \text{Tr}(\cdot) = \sum_n \langle n| \cdot |n\rangle \) for any arbitrary basis \( \{|n\rangle\} \).

The density matrix formalism introduces the concept of ‘mixedness’, or purity of the state. So far we have largely worked with pure states. These are subset of states for which \( \rho = |\psi\rangle \langle \psi| \) (i.e. there exists a basis in which the probability of one state is 1, and the rest are zero). Pure states are idempotent, meaning that \( \rho^2 = \rho \). The most common test for purity is to calculate \( \text{Tr}(\rho^2) \). Because \( \text{Tr}(\rho) = 1 \), \( \text{Tr}(\rho^2) = 1 \) if and only if \( \rho \) is pure. In most bases, it will not be clear if \( \rho \) is pure or not. The basis independence of \( \text{Tr} \) provides a simple way of checking the purity. The purity ranges from 1 (pure) to \( 1/d \), where \( d \) is the dimension of the Hilbert space. States for which \( \text{Tr}(\rho^2) = 1/d \) are called totally mixed states, and they always take the form \( \rho = 1/d \), where the bold 1 is the identity operator. These represent states with a totally uniform statistical distribution. For this reason totally mixed states are also called the maximum entropy states, as they are the states with the most uncertainty.

\(^1\)Often this is also called the density operator. However, it should be noted that \( \rho \) is time dependent in the Schrödinger picture, and stationary in the Heisenberg picture. This is how states evolve, whereas operators evolve in the opposite way.
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Most applications of quantum mechanics deal with states that are not localized to one Hilbert space, but are rather found in a bipartite state belonging to two different Hilbert spaces. Recall that this is how the von Neumann measurement works. Prior to the measurement process, the system and pointer states are independent. The total state can be written as simply the product of the two separate states

$$|\Psi\rangle_{S\otimes P} = |\chi\rangle_S \otimes |\psi\rangle_P,$$

where $|\chi\rangle_S \in S$ and $|\psi\rangle_P \in P$. The fact that $|\Psi\rangle_{S\otimes P}$ is a product means there is no correlation between the two states, and they may be treated independently. After the von Neumann interaction the state evolves to $|\Psi'\rangle_{S\otimes P} = U |\Psi\rangle_{S\otimes P}$. In general $|\Psi'\rangle_{S\otimes P}$ cannot be written as a product state, i.e. $|\Psi'\rangle_{S\otimes P} \neq |\chi'\rangle_S \otimes |\psi'\rangle_P$, where $|\chi'\rangle_S \in S$ and $|\psi'\rangle_P \in P$. These non-separable states have correlations that cannot be obtained from the subsystems separately (i.e. they are entangled).

Some classical intuition can be had by considering classical probability theory. Given the marginal distributions $P(x)$ and $P(y)$ shown in Fig. 4.1, the best guess (assuming no additional information), for the joint probability distribution is $P(x,y) = P(x)P(y)$, shown in Fig. 4.1b. The actual joint probability distribution is shown in Fig. 4.1c. The distinguishing feature between Fig. 4.1b and Fig. 4.1c is the lack of correlation between $x$ and $y$ in the former. If only the marginal distributions are known, the correlations between them cannot be recovered. Information has been lost in the process.

The correlation between entangled states is fragile, and is lost naturally in bipartite systems when a subsystem interacts with an external environment in a manner which we cannot control. Consider for example a pair (call them $A$ and $B$) of polarization entangled photons generated from a nonlinear crystal. The total bipartite state of the two photons is written as

$$|\Psi\rangle = (|H\rangle_A |V\rangle_B + |V\rangle_A |H\rangle_B)/\sqrt{2}.$$

If we measure the $B$ photon (say with a PBS) and learn that it is $|H\rangle_B$, we know, without having to perform any additional measurements, that photon $A$ is $|V\rangle_A$, and vice versa. The probability that the $B$ photon is $|H\rangle_B$ is 1/2, but given that information, we know with probability 1 that the $A$ photon is $|V\rangle_A$. That is, given we know the state of the $B$ photon, the $A$ photon is in a pure state.
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Figure 4.1: a) Given the marginal distributions \( P(x) \) and \( P(y) \), it is impossible to reconstruct the original joint distributions. The best guess one might have is to assume they are uncorrelated (b), but this does not reproduce the original distribution (c). This is analogous to the non-separability of entangled states, \(|\Psi\rangle_{S\otimes P} \neq |\chi\rangle_{S} \otimes |\psi\rangle_{P}\).

Suppose now that on the way to the PBS, the \( B \) photon hits a dust particle and is absorbed. We no longer know what the state of the \( A \) photon with certainty. The state of the \( A \) photon might be \(|H\rangle\) or \(|V\rangle\), and it has equal probability to be either. In other words, the state of \( A \) is now a mixed state given by \( \rho_{A} = \frac{1}{2} \). More specifically, it is a totally mixed state. By symmetry, we can also say that \( \rho_{B} = \frac{1}{2} \). It is straightforward to check that \( \rho_{A} \otimes \rho_{B} \neq \langle \Psi | \Psi \rangle \). That is, even if we know the subsystems separately, we cannot recover the original bipartite state, just as in the classical example above. The mathematical formalism for this process is known as the partial trace. It is identical to the trace, but carried over only one subsystem, as opposed to every subsystem. In statistics, this would also be referred to as “integrating out” a variable. We denote this by \( \text{Tr}_{X} \) where \( X \) is the subsystem (e.g. \( S \) or \( P \)) that is being traced over.

We see now that mixed states correspond to bipartite pure states where one of the parties has been lost. Indeed, we can use purity to test for entanglement. Given the task to determine if a state \(|\Psi\rangle_{S\otimes P}\) is entangled or not, one calculates the purity of the reduced density matrix belonging to the subsystems \( S \) or \( P \), for example, \( \rho_{S} = \text{Tr}_{P}(|\Psi\rangle_{S\otimes P} \langle \Psi |) \). If the purity of \( \rho_{S} \) is less than 1 (i.e. not a pure state), then \(|\Psi\rangle_{S\otimes P}\) is entangled. The purity of the subsystem is unity only in the event where the two subsystems are totally uncorrelated (i.e. not entangled). This correspondence between mixed states and pure bipartite states provides a useful tool. We introduce a new
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subsystem $E$, often called the environment, which is spanned by the states $|e \rangle$. We then define a new state, $|\rho \rangle$, called the purification of $\rho_A$ such that

$$|\rho \rangle = \frac{1}{\sqrt{2}}(|e_1 \rangle_E |H \rangle_A + |e_2 \rangle_E |V \rangle_A).$$

(4.4)

We can see that $|\rho \rangle$ is of the same form as $|\Psi \rangle$ above (i.e. it is entangled). Using the partial trace, one recovers $\rho_A = \text{Tr}_E(|\rho \rangle \langle \rho |)$. Purification is often a useful tool when dealing with mixed states, as it allows one to treat them mathematically as pure states, which are often easier to handle. We also see that purification induces coherence. If one can gain information about the environment, then a totally decohered state can be made to have coherence.

Mixtures vs. Superposition

At this point it may still be unclear why the density matrix formalism is needed. To see this, we continue with the example of the photon pair source. We now place a HWP in the path of photon $A$ that performs the transformation $|H \rangle \rightarrow |D \rangle = 1/\sqrt{2}(|H \rangle + |V \rangle)$ and $|V \rangle \rightarrow |A \rangle = 1/\sqrt{2}(|H \rangle - |V \rangle)$. We also place a polarizer that projects onto $|D \rangle$ after the waveplate. There are several cases that can occur:

1. Measuring $B$ returns $|V \rangle \implies$ Photon $A$ is $|H \rangle \implies$ $|H \rangle \xrightarrow{\text{HWP}} |D \rangle \implies$ photon makes it through polarizer with probability $1$.

2. Measuring $B$ returns $|H \rangle \implies$ Photon $A$ is $|V \rangle \implies$ $|V \rangle \xrightarrow{\text{HWP}} |A \rangle \implies$ photon makes it through polarizer with probability $0$.

3. Photon $B$ is lost $\implies$ Photon $A$ is $1/2 \implies$ $1/2 \xrightarrow{\text{HWP}} 1/2 \implies$ photon makes it through polarizer with probability $0.5$.

Now we rotate the polarizer to project onto $|A \rangle$.

4. Measuring $B$ returns $|V \rangle \implies$ Photon $A$ is $|H \rangle \implies$ $|H \rangle \xrightarrow{\text{HWP}} |D \rangle \implies$ photon makes it through polarizer with probability $0$.

5. Measuring $B$ returns $|H \rangle \implies$ Photon $A$ is $|V \rangle \implies$ $|V \rangle \xrightarrow{\text{HWP}} |A \rangle \implies$ photon makes it through polarizer with probability $1$.  
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6. Photon $B$ is lost $\implies$ Photon $A$ is $1/2 \implies 1/2 \xrightarrow{\text{HWP}} 1/2 \implies$ photon makes it through polarizer with probability 0.5.

We can see that there is a fundamental difference between the pure and mixed state. We can see an illustration of this scenario in Fig. 4.2. From a purely mathematical perspective, let's compare the density matrices in the above examples:

$$\rho_D = |D\rangle \langle D| = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \text{and} \quad \rho = 0.5 |H\rangle \langle H| + 0.5 |V\rangle \langle V| = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \quad (4.5)$$

The distinguishing feature is a lack of coherence in the mixed state, which is indicated by the lack of off-diagonal terms in the density matrix. Physically speaking, coherence is defined a definite phase between $|H\rangle$ and $|V\rangle$. In $\rho$ there is only random phase between the two. More fundamentally, the distinction is that a mixture is either $|H\rangle$ or $|V\rangle$, we simply do not know which do not know which. On the other hand, $|D\rangle = 

\text{Figure 4.2: Illustrating the difference between the dynamics of the state $\rho$, which is a statistical mixture of } |H\rangle \text{ and } |V\rangle, \text{ and the state } |D\rangle = 1/\sqrt{2}(|H\rangle + |V\rangle), \text{ which is a quantum superposition. Here the blue bars represent the orientation of a polarizer, projecting onto } |D\rangle \text{ in panels a) and b), and } |A\rangle \text{ in panels c) and d). a) Half the light is lost because the projection onto } |D\rangle \text{ may fail, with probability 0.5. b) No light is lost because of the phase relationship between } |H\rangle \text{ and } |V\rangle. \text{ c) Half the light is lost because the projection onto } |A\rangle \text{ may fail, with probability 0.5. d) All the light is lost because of the phase relationship between } |H\rangle \text{ and } |V\rangle.
$1/\sqrt{2}(|H\rangle + |V\rangle)$ is neither $|H\rangle$ nor $|V\rangle$, rather it is something totally different. This is why the state $|D\rangle$ is always accepted by the polarizer in Fig. 4.2b, but always rejected in Fig. 4.2d. Put another way, one can view coherence as a measure of how “quantum” a state is. Statistical mixtures can be viewed as “classical”, where as superposition is “quantum”. Coherence is key in the study of the quantum to classical transition (55).

### 4.3 Decoherence in Measurement

As we’ve seen above, when a subsystem is lost, or cannot be seen, it must be traced out. By this logic, the quantum state should be traced out after having interacted with the measurement apparatus. After all, we never see the quantum system. Our interaction with it is entirely mediated by the measurement device (8).

Assuming that $U = \exp(i\delta A p)$, where $A = \sum_n a_n |a_n\rangle \langle a_n|$, the state of the system and pointer post interaction is

$$U |\chi\rangle |\psi\rangle = \sum_n \langle a_n |\chi\rangle |a_n\rangle \otimes |\psi(x - \delta a_n)\rangle . \tag{4.6}$$

Because we do not see the quantum system, we must trace it out, leaving us with the state

$$\rho_p = \text{Tr}_S \left( U |\chi\rangle \langle \psi| U^\dagger \right) = \sum_n |\langle a_n |\chi\rangle|^2 |\psi(x - \delta a_n)\rangle \langle \psi(x - \delta a_n)| . \tag{4.7}$$

The pointer is now in a statistical mixture (i.e. not “quantum”) of shifted position states. The probability for us to observe the photon at any single position $\delta a_n$ is $|\langle a_n |\chi\rangle|^2$ which is exactly Born’s rule. This is the (more) rigorous formulation of the collapse of the wave function.

### 4.4 Decoherence in Sequential Measurement

In the previous chapter we discussed how weak sequential measurements have an interesting time ordering structure. We will now focus on a related topic of the coherence properties of pointers after sequential measurements of non-commuting observables. Specifically, we want to see how coherence propagates in sequential measurement (if it does). We consider a sequence of non-commutative measurements, $A$ then $B$ then $C$, performed by devices that point to two possible outcomes $(a_{1,2}, b_{1,2}, c_{1,2})$, denoting the
result of each measurement. We will perform the measurements in two different ways, one in which we use an intuitive (and as we will see later, incorrect) approach, and then using the formal von Neumann model of measurement to calculate the pointer density matrix, and then we compare to two results. We saw that for one measurement the pointer density matrix is totally decohered. Does this remain true for sequential measurements?

![Figure 4.3: A graphical representation of the von Neumann measurement model for three sequential measurements. The quantum system, $|\chi\rangle$, interacts with the measurement device, moving the dial to a position based off the outcome of the measurement. The total state of both the measurement device and quantum system are now in an entangled superposition of possible results, $|\chi_A\rangle$ (denoted by the ‘+’ signs). The process repeated for each of the measurements.](image)

### The Intuitive Approach

Experimentally, it is difficult to use external degrees of freedom to act as a measurement device (for example, the spin of some atom, or a separate photon that is emitted based off the result measurement). As such, we can imagine using the internal degrees of freedom of the photon, such as the path degree of freedom. In this ‘path encoding’, photons are in a superpositions of paths, like for example the shifted and un-shifted paths of a birefringent crystal.

We perform the following sequence of (strong) measurements of polarization observables: $\pi_H$ then $\pi_D$ then $\pi_H$. We assume that no measurements have been made in the system’s past prior to the first measurement. Because of this, we cannot have any information about it, and so the initial state is totally mixed ($\rho = 1/2$). A conceptual experiment that encodes onto the path degree of freedom can be constructed from an array of PBSs and HWPs at $22.5^\circ$. The pointer states are the transmitted ($|T\rangle$) or
reflected ($|R\rangle$) paths. The corresponding experiment would look something like what is shown in Figure 4.4. After the first measurement of $\pi_H$ the pointer density matrix is

$$ \rho = \frac{1}{2} $$

The second measurement is that of $\pi_D$. There are now four pointers, those being the twice transmitted path (TT), reflected twice (RR), and of the combined cases (TR and RT). The possible results are all equi-probable, as $|\langle H|D \rangle|^2 = 1/2$, resulting in the pointer density matrix

$$ \rho_{P_1P_2} = 0.25 |TT\rangle \langle TT| + 0.25 |TR\rangle \langle TR| + 0.25 |RT\rangle \langle RT| + 0.25 |RR\rangle \langle RR| . \quad (4.9) $$

The final measurement is $\pi_H$. Again the pointer states are in an equi-probable mix of the possible pointer states

$$ \rho_{P_1P_2P_3} = \frac{1}{8} (|TTT\rangle \langle TTT| + |TTR\rangle \langle TTR| + |TRT\rangle \langle TRT| + |RTT\rangle \langle RTT| $$
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\[ + |TRR\rangle \langle TRR| + |RTT\rangle \langle RTT| + |RTT\rangle \langle RRT| + |RRR\rangle \langle RRR|, \]

or, in matrix form,

\[ \rho_{p_1 p_2 p_3} = \]

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
\]

(4.10)

The lack of any off-diagonals indicates there is no coherence, or in other words, no superposition is taking place. This is perhaps not a surprising, and can be traced back to the collapse of the wavefunction when measuring incompatible observables.

**Von Neumann Model Approach**

Now that we have a intuitive feeling for what the result of sequential measurements should yield, we check this using the von Neumann model. To simplify the math we introduce an auxiliary environment Hilbert space to purify the density matrix:

\[ 1_{S}/2 \xrightarrow{\text{purification}} |\rho\rangle = \frac{1}{\sqrt{2}} \sum_n |\phi_n\rangle |n\rangle, \quad (4.11) \]

and

\[ \rho \xrightarrow{\text{purification}} |\rho\rangle |\psi(x)\rangle, \quad (4.12) \]

where \(|\phi_n\rangle\) are the environment basis states that will be traced over, and \(|n = 0\rangle = |H\rangle\) and \(|n = 1\rangle = |V\rangle\). In this context the environment can represent all the past interactions that the system has had, which we are not privy to \([S]\). The evolution is given by \(U = \exp(ig\pi_H p)\). Tracing out the quantum state post interaction gives the pointer density matrix

\[ \rho_p = 0.5 |\psi(x - g)\rangle \langle \psi(x - g)| + 0.5 |\psi(x)\rangle \langle \psi(x)|. \]
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This is of the same form as Eq. 4.8 if we take $|\psi(x-g)\rangle = |T\rangle$ and $|\psi(x)\rangle = |R\rangle$. The evolution operator for a sequence of two measurements is $U = U_2 U_1 = \exp(i\pi p_2) \exp(i\pi H p_1)$. Here $p_1$ is the momentum operator of the first pointer, $|\psi(x_1)\rangle$, and $p_2$ is the momentum operator of the second pointer $|\psi(x_2)\rangle$. The initial state is

$$\rho \xrightarrow{\text{purification}} |\rho\rangle |\psi(x_1)\rangle |\psi(x_2)\rangle,$$

(4.13)

Tracing out the quantum state post interaction gives the two pointer density matrix

$$\rho_{p_1, p_2} = 0.25(|\psi(x_1-g, x_2-g)\rangle \langle \psi(x_1-g, x_2-g) | + |\psi(x_1-g, x_2)\rangle \langle \psi(x_1-g, x_2) | + |\psi(x_1, x_2-g)\rangle \langle \psi(x_1, x_2-g) | + |\psi(x_1, x_2)\rangle \langle \psi(x_1, x_2) |$$

which is, again, the same form as Eqn. 4.9 if we again take $|\psi(x-g)\rangle = |T\rangle$ and $|\psi(x)\rangle = |R\rangle$.

It appears at this point that we have a good understanding of how coherence propagates (or does not) through sequential measurement. For completeness sake we compute the pointer density matrix for three measurements. The new evolution operator is $U = U_3 U_2 U_1 = \exp(i\pi H p_3) \exp(i\pi D p_2) \exp(i\pi H p_1)$, and the initial state is $|\rho\rangle |\psi(x_1)\rangle |\psi(x_2)\rangle |\psi(x_3)\rangle$. Tracing out the quantum state post interaction gives the three pointer density matrix

$$\rho_{p_1, p_2, p_3} =$$

\[
\begin{pmatrix}
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & -1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
\end{pmatrix}
\]

(4.14)

Surprisingly, this is not what we had in Eqn. 4.10. We now have coherences between pointers as indicated by the off-diagonal terms.
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Interpretation

Why did our initial approach, which appears intuitively correct, differ from the von Neumann model? The difference is an implicit assumption made in the former approach. We had assumed that after each successive measurement the state collapses. We made this assumption when we calculated \( \rho_1 \) and then used it to calculate \( \rho_{12} \), and then again used that result to get \( \rho_{123} \). This is tracing out the system between each PBS. However, information is only ever obtained at the end of the sequence of three measurements. The system should not be traced out before then. Stated in yet another way; it is wrong to treat sequential measurements as a sequence of individual measurements.

This is a rather bold claim; the projection done by the PBS does not on its own collapse the state. This, of course, requires verification. The most obvious way to do so is to measure, or reconstruct, the state \( \rho_{123} \) that is encoded by the different possible paths a photon may take, and show that it has coherences where one would not expect to see if the state was collapsing between each PBS. Unfortunately state reconstruction of many path modes is generally difficult to do. Generally speaking, one would have to interfere each of the paths pairwise. This would not only be experimentally difficult to perform in the lab, but would also require \( 8^2 = 64 \) measurements (or more generally, on the order of \( d^2 \) measurements, where \( d \) is the dimension of the Hilbert space). As such, a method of reconstructing large path-encoded density matrices is required. The
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next chapter discusses the method I developed in the course of my masters to easily perform this state reconstruction for many path modes.
High-Dimensional Multi-Rail
Quantum State Estimation

Preamble

Quantum information protocols often rely on tomographic techniques to determine the state of the system. A popular method of encoding information is on the different path modes photons may take. However reconstruction of states encoded in a large number of paths is often prohibitively resource intensive. Addressing this, we present a simple method of determining the state of photon in a superposition of d rails (i.e., beam paths) using Fourier transforms. We demonstrate the technique by measuring several 6-dimensional density matrices and computing metrics such as state fidelity and state purity.

5.1 Introduction

Determining the quantum state of a physical system is a key task in quantum physics, in particular in quantum metrology, quantum information and quantum cryptography. As the quantum state $\rho$ mathematically defines all properties of the system, determining it is often a priority. Often then the experiment is judged based on how it preserved certain quantum features such as entanglement, coherence, and so on. As such, many techniques of reconstructing a variety of different types of physical quantum systems exist [56, 57, 58, 59]. Considerable effort has been put towards the development of
these techniques as well as supplementary likelihood methods that post process the result. These have even found application in classical image processing (60).

Despite its importance, relatively few existing methods can easily accommodate reconstructing the path states with more dimensions than a qubit. Generally, such reconstruction methods require $O(d^2)$ measurement settings for a $d$-dimensional system. Common techniques reconstruct the state by projecting onto an over-complete set of projectors. Despite considerable effort dedicated to optimizing these schemes (61, 62), resource considerations typically make states with high dimensions difficult to reconstruct. This problem becomes significant as information processing moves towards higher dimensions in order to reach higher bit-rates and better security (63, 64).

A popular method of increasing the dimension of a system is by using the different paths that photons may take. That is, rather than encoding information in say, the horizontal or vertical polarizations of the photon, the information is encoded as a superposition of all the possible paths the photon may take through the experiment (say for example, the transmitted or reflected path of a beam splitter). One advantage is that the dimension is not constrained just two (like in polarization), and can be increased just by adding in more possible paths (e.g. from a beam splitter network).

As an important example, any discrete $N \times N$ unitary can be realized in the lab using a universal multi-port interferometer, which produces a coherent superposition of $N$ path modes (65, 66). The use of path modes is especially popular in on-chip photonic devices due to the difficulty of fabricating devices that maintain the polarization state (67) (for an example where it was managed, see (68)). Indeed, implementations of on-chip multi-port interferometers are an especially popular topic (69, 70). In free-space however, path modes are not a commonly used method of state encoding. This is in part due to the difficulty of reconstructing the state of a large number of path modes. Suffice it to say, the ability to simply reconstruct the state of a large number of path modes is of great use and importance in quantum communication.

Unfortunately, a simple way of performing reconstructing large states is lacking. One method is to interfere each path pairwise, which requires $d^2$ operations (71, 72). We propose and implement a simple method of performing tomography of path modes. This method exploits the physical manifestation of state coherence, i.e. interference. We show how the state, encoded into transverse path modes, may be reconstructed entirely by using both real and $k$-space simultaneously with a one dimensional Fourier transform.
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The mutual coherences describes the relative phase between states that physically manifest as interference, and serves as a measure of the indistinguishably of the degrees of freedom of the quantum system \(^{(76)}\). The greater the indistinguishability, the larger the magnitude of the coherence will be and the more the two states will interfere. The magnitude of the coherence is directly related to the interference visibility. The phase of the interference pattern is set by the phase of the coherence. Given that information about the coherences is encoded into the phase and amplitude of the oscillating interference pattern, it seems natural to consider Fourier transforms (FT) as a natural tool for reconstructing the state \(\rho\).

As an illustrative example, we reconstruct the state of two path modes \(|\psi_0\rangle\) and \(|\psi_1\rangle\), centered at \(x = \delta_0\) and \(x = \delta_1\) respectively. The state is described by a \(2 \times 2\) density matrix \(\rho = \sum_{ij} a_{ij} |\psi_i\rangle \langle \psi_j|\). In position space, the path modes are assumed to be Gaussian wavefunctions,

\[
\psi(x) = \frac{1}{(2\pi\sigma^2)^{1/4}} e^{-\frac{x^2}{4\sigma^2}},
\]

with width \(\sigma\). The path modes can be interfered by looking in momentum (Fourier) space. In an optical setting, this is easily accomplished by using a lens. A lens maps the field present one focal length \((f)\) before it, \(E(z = -f, \vec{r})\), to \(E(z = f, \vec{r} = f\vec{k}/k_T)\). Here \(\vec{r}\) is the transverse position and \(\vec{k}\) is the transverse component of the total momentum vector, and \(k_T\) is the magnitude of the total momentum vector (i.e. the wavenumber). Therefore the field located at \(z = f\) is the Fourier transform of the field at \(z = -f\), up to some scaling factor \(f/k_T\). In this sense, a lens is an analogue Fourier transform computer. We call the step in which we interfere the paths using a lens the Optical Fourier transform (OFT). In momentum space, the density matrix is \(\rho(k, k') = \langle k| \rho |k'\rangle\).
However, when the interference pattern is observed (for example, on a camera), only see the diagonal elements remain, i.e. $|k'\rangle = |k\rangle$. As such we get $\rho(k) = \langle k | \rho | k \rangle = |\tilde{\psi}(k)|^2 \sum_{i,j} a_{ij} \exp(i\Delta_{ij}k)$, where $\Delta_{ij} = \delta_i - \delta_j$ is the pairwise distance between the paths $i$ and $j$. Writing $a_{ij} = |a_{ij}|e^{i\phi_{ij}}$, this can be simplified to

$$\rho(k) = |\tilde{\psi}(k)|^2 (a_{00} + a_{11} + 2|a_{12}| \cos(\Delta_{12}k + \phi_{12})),$$

(5.1)

where $\phi_{12}$ is the phase of $a_{12}$. The first two terms are diagonal elements of $\rho$, and necessarily sum to unity. We see the visibility of the interference term (i.e. the cosine term), $2|a_{ij}|$, is directly proportional to the magnitude of $a_{ij}$, and the phase of the interference, $\phi_{ij}$, is the same as the phase of $a_{ij}$. The entire interference pattern is multiplied by an overall envelope $|\tilde{\psi}(k)|^2$.

We can extract the amplitude and phase information from the interference pattern in Eq. 5.1 by using a second FT. We call this the Discrete FT (or DFT), as it is performed on a computer. Analytically the DFT step gives

$$F\{\rho(k)\}(x) = (a_{00} + a_{11})\delta(x) + a_{12}\delta(x - \Delta_{12}) + a_{21}\delta(x + \Delta_{12}).$$

(5.2)

From the above we can identify that $a_{12} = F\{\rho(k)\}(x = \Delta_{12})$. While interfering paths using a lens works well for two paths, extending to higher dimensions introduces the possibility of overlapping frequencies due to equal spacing. This obscures the coherence as any paths with the same spacing will appear at the same frequency. We now discuss this problem and present our solution.

### 5.2.1 Extending to Higher Dimensions

We now extend the method to higher dimensions by introducing more path modes. The states $\{\psi_i\}$ are now spatial modes in the transverse $xy$-plane. Path modes are assumed to have rotationally symmetric Gaussian wavefunctions, with equal width $\sigma$ in both the $x$ and $y$ directions. The $i$-th path mode is at position $\vec{\delta}_i = (d_{x_i}, d_{y_i})$, and the subscripts $\psi_i(x, y)$ denote the state centered around $\vec{\delta}_i$; $\psi_i(x, y) = \psi(x - \delta_{x_i})\psi(y - \delta_{y_i})$.

The set of positions $\{\vec{\delta}_i\}$ is called the geometry, and the spacing between any two paths $i$ and $j$ is $\vec{\Delta}_{ij} = \vec{\delta}_i - \vec{\delta}_j$. We assume that the paths are spatially distinct ( $|\vec{\Delta}_{ij}| \gg \sigma$ for all $i,j$), so that the states form an approximately orthonormal basis for the Hilbert space.
Typical lenses perform two-dimensional (2D) OFTs along both transverse axes $xy$. If $\vec{\Delta}_{ij}$ and $\vec{\Delta}_{ij'}$ are collinear, the magnitude of each pairwise distance must be unique for the reconstruction method to work. Otherwise, the interferences will overlap on the DFT and cannot be distinguished. However, we allow the spacing to be not unique (i.e. $|\vec{\Delta}_{ij}| = |\vec{\Delta}_{ij'}|$, for $(i,j) \neq (i',j')$), so long as $\vec{\Delta}_{ij}$ and $\vec{\Delta}_{ij'}$ are not collinear. In this situation the interference pattern can be distinguished by the direction of the oscillations of the interference, as they will be in the direction of $\vec{\Delta}_{ij}$. This means the ideal geometry is one where every pairwise distance is unique for each direction. However, it is experimentally challenging to produce such a geometry, especially for a large number of path modes. It is often simpler to produce a geometry where each pairwise distance is not unique, and they have the same $k$-vector (for example, the geometry in Fig. 5.1a). In this case, implementing the OFT using a normal lens will fail as the coherences cannot be distinguished by either the frequency or direction of their $k$-vector, and may even cancel if out of phase.

We overcome this problem by spatially separating the interference patterns that have the same $k$-vector with a cylindrical lens. The cylindrical lens performs a one-dimensional (1D) OFT along a single axis, which we refer to as the OFT-axis, while leaving the orthogonal axis unchanged, as shown in Fig. 5.1b. This means one does not have to consider interference patterns with the same $k$-vector having the same frequency, as they will be spatially separated in the axis perpendicular to the OFT-axis. By rotating the OFT-axis to every angle defined by the path modes $i$ and $j$, given by $\theta_{ij} = \tan^{-1}((\delta_{yi} - \delta_{yj})/((\delta_{xi} - \delta_{xj}))$ (shown in Fig. 5.1c), and taking the DFT for all interference patterns obtained, one can recover the coherences of $\rho$, an example of which is shown in Fig. 5.1d.

We present the formal theory by starting with a density matrix of path modes given by $\rho = \sum_{ij} a_{ij} |\psi_i(x,y)\rangle \langle \psi_j(x,y)|$. Here the spatial state $|\psi_i(x,y)\rangle$ is separable in $x$ and $y$ space, so that $|\psi_i(x,y)\rangle = |\psi_i(x)\rangle |\psi_i(y)\rangle$. There are two approaches that one may take to introduce the OFT mathematically, of which we choose the latter. Either the OFT-axis is rotated in the $xy$-plane or, leaving the OFT-axis along, say, the $y$-axis, we rotate the wavefunctions in the $xy$-plane instead. This latter method is simpler as Gaussians are rotationally invariant, reducing the rotation to finding positions $\{\vec{\delta}_{i} \}_{i}$ in the rotated basis, then calculating the FT along the $y$-axis. If $R(\theta)$ is the usual rotation by $\theta$ matrix, then the positions in the rotated basis are $\vec{\delta} = \{R(\theta)\vec{\delta}_{i} \}_{i} = \{\vec{\delta}_{i} \}_{i}$. In
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Figure 5.1: **a)** The six path modes, labeled by their density matrix elements $a_{11}$ through $a_{66}$, are shown in the figure and encode the state $\rho$. The optical Fourier transform axis (OFT-axis) rotates to interfere each pair of paths, as indicated by the lines. **b)** The corresponding OFT for each angle. The diagonal elements can be recovered from the non-interfering Gaussians. **c)** Each pattern is recorded and analyzed one at a time via discrete Fourier transform (DFT) by taking a one pixel wide ‘slice’ through the interference pattern. **d)** The Fourier transform of the interference pattern (For illustrative purposes we plot the magnitude). The normalization is obtained by summing the zero frequency peaks of each interference pattern present in the panel. All panels contain real data.
this new basis the wavefunctions change to $\psi'_i(x,y) = \psi(x - \delta'_x) \psi(y - \delta'_y)$. In the following discussion we drop the primed notation for notational clarity, assuming that states have been rotated to the appropriate angles.

We perform the 1D OFT along the $y$-axis, while leaving the $x$-axis untouched. Physically this is the step performed by the cylindrical lens, except we are in a frame of reference of the lens, (i.e. the lens is stationary and the path geometry is rotating). The interference pattern displayed on a screen is the probability distribution of the momentum representation. This leaves only the diagonal elements of the density matrix for the $y$ direction:

$$\rho(k_y) = \sum_{ij} a_{ij} |\bar{\psi}_i(y)\rangle \langle \psi_j(y)| \langle \psi_i(x)| \psi_j(x)\rangle,$$

(5.3)

Here $\Delta_y^{(i,j)} = \delta_{y_i} - \delta_{y_j}$ is the vertical separation between $\vec{\delta}_i$ and $\vec{\delta}_j$. Note that Eq. 5.3 is still an operator in $x$-space as we are only looking at the momentum distribution in the $y$-space (hence why $\rho(k_y)$ is bolded). We will drop the envelope $|\tilde{\psi}(k_y)|^2$ for convenience. In practice, this simply widens the FT signal at each frequency, but the relative heights are unchanged.

To analyze this sum, we split the expression into isolated terms. We separate the terms where $i = j$, and consider only terms with the same $\delta_{x_m}$, as these are the terms that interfere. This is equivalent to calculating $\langle x = \delta_{x_m} | \rho(k_y) | x = \delta_{x_m} \rangle$. Note that $\langle \psi_i(x,y) | \psi_j(x,y) \rangle = 0$ does not imply that $\langle \psi_i(x) | \psi_j(x) \rangle = 0$, as $\delta_{x_i}$ may be equal to $\delta_{x_j}$, so long as $\delta_{y_i} \neq \delta_{y_j}$. Because the path modes were assumed to not overlap significantly ($|\vec{\Delta}_{ij}| \gg \sigma$), and path whose $x$-space wavefunction is not centered at $\delta_m$ will be zero at $\delta_m$ (i.e. $\psi(\delta_{x_m} - \delta_{x_n}) = 0$ if $\delta_{x_m} \neq \delta_{x_n}$). As such, we keep only terms where $\delta_{x_i} = \delta_{x_j} = \delta_{x_m}$, which we express through delta functions (these are bold for
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clarity):

\[ \rho(k_y, \delta_{xm}) = \langle x = \delta_{xm} | \rho(k_y) | x = \delta_{xm} \rangle = \]

\[ \sum_i^N a_{ii} |\psi_i(\delta_{xi})|^2 \delta(\delta_{xi}, \delta_{xm}) + \]

\[ \sum_{i \neq j}^N a_{ij} \psi_i(\delta_{xi}) \psi_j^*(\delta_{xj}) e^{i \Delta_y(i,j) k_y} \delta(\delta_{xi}, \delta_{xm}) \delta(\delta_{xj}, \delta_{xm}). \]  

(5.4)

The remaining \( \psi_i(x) \) have the same \( x \)-displacement meaning that we can equate \( \psi_i(x) = \psi_j(x) \). Consequently, \( \psi_i(x) \psi_j^*(x) = \psi(x - \delta_{xi}) \psi^*(x - \delta_{xj}) = |\psi(x - \delta_{xm})|^2 \). As such, we factor out \( |\psi(\delta_{xm})|^2 \) and drop it in the analysis.

Finally, we perform the step done by the DFT by taking the FT in the \( k_y \) direction, returning us back to real space. This gives the final result:

\[ \int dk_y \rho(k_y, \delta_{xm}) e^{i k_y y} = \sum_i^N a_{ii} \delta(\delta_{xi}, \delta_{xm}) \delta(y) + \]

\[ \sum_{i \neq j}^N a_{ij} \delta(y - \Delta_y(i,j)) \delta(\delta_{xi}, \delta_{xm}) \delta(\delta_{xj}, \delta_{xm}). \]  

(5.5)

The first term is the sum of the intensities of all path modes with the same \( x \) displacement \( \delta_{xm} \), and appears at the ‘frequency’ \( y = 0 \). In the second term, each frequency \( y = \Delta_y(i,j) \) has a height of \( a_{ij} \), giving the desired result. The coherence \( a_{i,j} \) can be resolved so long as \( \Delta_y(i,j) = \Delta_y(n,m) \) only if \( (i, j) = (n, m) \) (i.e. each pairwise distance is unique). Otherwise, if \( \Delta_y(i,j) = \Delta_y(n,m) \) but \( (i, j) \neq (n, m) \), the height of the peak will be \( a_{i,j} + a_{n,m} \), meaning we cannot determine the coherence.

It is possible to obtain the diagonal elements of \( \rho \) at the same time. This is convenient as the experimental setup does not need to be changed, and light is not lost. For a given \( \theta_{ij} \), only those path modes whose angle between them is \( \theta_{ij} \) will interfere. The other modes will still be transformed along the OFT-axis, but their intensities will remain unchanged. This can be seen in Fig. 5.1b. Because the intensities remain unchanged, one directly obtains the diagonal values from the intensity of these lobes, divided by the total intensity. The total intensity is also used in the DFT to obtain the correctly normalized coherence values (the coherence is equal to the peak height divided by the total intensity).

The exact number of angles \( \theta_{ij} \) (or experiment configurations) required depends on the specific geometry. The Hermiticity of \( \rho \) reduces the number of angles needed.
to obtain the coherences is no greater than $N(N - 1)/2$ (we neglect any extra angles needed to calculate the diagonals). However, judicious choice of geometry can reduce this number significantly. As an example we construct a geometry explicitly in the following way: First we generate the following 1D geometry: $\delta_j = \{\delta_j = \sum_{i=0}^{j} kr^j | 0 < r < 1, k > 0 \}_{j=1}^{N}$, i.e. the position of the $j$-th path is the $j$-th partial sum of a geometric series. Next we generate the 2D geometry from the Cartesian product: $\vec{\delta} = \delta \times \delta$. For this geometry, the number of angles needed, $\eta(N)$, is $O(N^4) = O(d^2)$, the same as traditional tomography. More generally, if $d = n \times m$ $(n < m)$ paths are arranged in an $n \times m$-lattice, constructed similarly to the above but truncated in, say, the $y$-direction, the number of angles can be reduced. For example, in the limiting case where $n = 1$, only one angle is needed to obtain all the coherences.

This suggests more rectangular geometries result in the least number of angles. However, this makes the maximum pairwise distance, $\Delta_{\text{max}} = \max_{ij}\{\Delta_{i,j}\}$, becomes large compared to the lens and camera screen area. This which can lead to aberration, or even aperturing. Moreover, for lasers with large spectral bandwidths, chromatic aberration may wash away the visibility of the interference pattern. The sampling frequency of the camera, $1/\gamma$, where $\gamma$ is the pixel length, must also be taken into account. The interference pattern on the screen oscillates with a frequency of $2\pi \Delta_{i,j}/\lambda f$, where $f$ is the focal length of the lens. The Nyquist condition requires that $\Delta_{\text{max}} < \lambda f/\pi \gamma$.

While the above discussion is concerned exclusively with path modes, one can always convert other degrees of freedom into path degrees of freedom [77, 78, 79, 80]. In the laboratory, polarization states are the standard degree of freedom for information encoding because of the wide body of robust and diverse computational protocols available, and ease of use [81, 82, 83]. However, when communication over large distances is required, the polarization states are often transformed into path states [84, 85]. The method presented would allow for practical state estimation, without having to first transform into another encoding. Further more, reconstructing bipartite states, for example path-polarization states, can be accomplished simply by converting the polarization degree into a path degree.
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Figure 5.2: Demonstrating the tomography method experimentally. (a) In the blue box is the state preparation: A beam expander sets the Rayleigh length of a 808 nm diode laser so that all the optics are within it. A series of displacement crystals (xtal1, xtal2, xtal3) and both half and quarter waveplates (HWP, QWP, and HWP, Ω), generate the state \( \rho \). The eight spatial paths produced by the three crystals are not compatible with the tomography. Therefore two of the eight paths are blocked to produce a six dimensional state. A set of HWP and QWP may optionally be inserted to form a mixed state by rapidly spinning HWP, whose purity is a function of the angle of HWP, θ. (b) The analysis is presented in the purple box: A 4f system \( (f_1 = 1000 \text{ mm and } f_2 = 400 \text{ mm}) \) images the six path modes onto a CMOS camera. A rotating cylindrical lens \( (f = 250 \text{ mm}) \) performs the optical Fourier transform (OFT) along the OFT-axis. The coherences are obtained by post-analysis on computer. A slice of each interference pattern is taken and analyzed with a discrete FT on a computer. No window functions or filtering are used in this paper. Image contains raw data of three “slit” interference and the corresponding DFT.
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We demonstrate our technique by reconstructing density matrices produced by the optical setup shown in Fig. 5.2. Using polarized light from a diode laser at $\lambda = 808$ nm, we use a series of waveplates and calcite beam displacers, with the crystal axis cut at 45$^\circ$, to generate $N = 6$ paths which encode $\rho$. A 4f system ensures that all optics are within the Rayleigh length of the beam. Beam displacers provide a compact method of producing a geometry of path modes, and offer robust phase stability between paths. The first beam displacer (xtal$_1$ in Fig. 5.2a) is 2.8 cm in length, resulting in a transverse shift by $\delta_x = 2.7$ mm. The crystal axis is orientated such that $|H\rangle$ polarized light is shifted horizontally. Xtal$_2$ shifts $|V\rangle$ polarized light vertically by $\delta_y = 2.7$ mm as well. Lastly, xtal$_3$ is 4.1 cm in length and shifts $|H\rangle$ polarized light by $\delta_X = 4$ mm horizontally. In total, the sequence of beam displacers results in eight paths. However, this geometry is incompatible with the tomography method as the horizontal spacing between the right-most two paths and left-most two paths is the same, making the coherences indiscernible on the DFT. Therefore, we block two of the eight resulting paths to obtain a geometry of two rows and three columns. The resulting six dimensional state $\rho(\phi, \zeta, \Omega)$ is determined by the angles $(\phi, \zeta, \Omega)$ of the corresponding waveplates (labeled HWP$_\phi$, HWP$_\Omega$ and QWP$_\zeta$ in Fig. 5.2a), preceding each crystal. We note that in this situation a 2D OFT would not reconstruct the state properly as the geometry contains repeating spacings along multiple transverse directions.

The spatial modes are imaged onto a CMOS camera using a 4f system where $f_1 = 1000$ mm and $f_2 = 400$ mm, and background subtracted to remove noise. The OFT is performed using a cylindrical lens ($f = 250$ mm), placed one focal length before the camera. This lens rotates in an automated mount to each of the angles $\theta_{ij}$, of which there are eight. The 1D OFT produces a set of interference patterns orientated at $\theta_{ij}$ with respect to the horizontal, spatially separated in the axis perpendicular to the OFT-axis. To obtain the coherence, first we rotated the image back by $\theta = -\theta_{ij}$ so to orient the interference patterns along the horizontal. A line is then taken through the center of each interference pattern present (this is the projection onto $|x = \delta_{xm}\rangle$), resulting in a one dimensional list of the interference pattern. This list is then discrete
Fourier transformed to obtain the coherence values. An example of this procedure is shown pictorially in Fig. 5.3.

**Figure 5.3:** A step by step example of the reconstruction procedure. 

- **a)** The OFT-axis is set at $\theta_{3,6} = 34^\circ$ so as to interfere the paths labeled $a_{3,3}$ and $a_{6,6}$. 
- **b)** The interference produced via optical Fourier transform is performed by the cylindrical lens is imaged onto the CCD camera. 
- **c)** In post analysis, the image is rotated by $\theta = -34^\circ$ so as to align the interference pattern with the horizontal. This allows us to easily take a one pixel wide line through the center of the interference pattern (i.e. project onto $|x = \delta_X \cos(34^\circ) - \delta_y \sin(34^\circ)|$). 
- **d)** The resulting 1D data set. 
- **e)** We take the DFT of the resulting data. The coherences show up as peaks (only magnitude is shown in picture) at a ‘frequency’ determined by the spacing between paths $a_{3,3}$ and $a_{6,6}$. The peaks are not normalized, and must be normalized by the total intensity, which is the height of the zero-frequency peak, plus the intensity of all the other ‘lobes’ in **b**. All images are background subtracted.

The method thus stated correctly gives the magnitude of each of the coherence. However, as is, the phases will be off by a constant that depends on the interference patterns position on the camera. To get the phase, two reference states are needed. The first reference sets the phase up to conjugation. This is because $a_{ij}$ cannot be uniquely identified as the peak on the left or the peak on the right. Thus the second reference is needed to determine if the DFT peak at $\Delta_{ij}$ is the coherence $a_{ij}$ or its
conjugate \( a^*_j \). Any two different states whose coherences have a defined phase may be used as a reference.

5.4 Results

The tomography method is demonstrated with \( N = 6 \) dimensional states of the form 
\[ \rho(\phi = 22.5^\circ, \zeta, \Omega = 22.5^\circ) = \rho(\zeta) \] (i.e., all HWP are held fixed), whose coherences are a function of the QWP angle \( \zeta \). Fig. 5.4a shows the real and imaginary parts of the fifteen coherences (not including the conjugates). As the experimental setup is constrained in terms of the coherences it can produce, only several values for the real and imaginary parts are possible. Nevertheless, Fig. 5.4 shows good agreement between the experimental values (dots) and the theoretical values (dotted lines). Fig. 5.4b shows the experimental and theoretical density matrix for \( \zeta = 11.25^\circ \) in a side by side comparison.

Next, we calculate the state fidelity, 
\[ F(\rho, \sigma) = \text{Tr}[\sqrt{\sqrt{\rho} \sigma \sqrt{\rho}}], \] which is a measure of how close two density matrices \( \rho \), and \( \sigma \) are. The fidelity is bound between zero and unity, and \( F(\rho, \sigma) = 1 \) only if \( \rho = \sigma \). We calculate the fidelity between the experimentally reconstructed state \( \rho(\phi, \zeta, \Omega) \) and the theoretically predicted one \( \rho_{th} \). This is done for states where either HWP \( \phi \), HWP \( \Omega \), or the QWP \( \zeta \) are varied individually. If a HWP is held fixed it is held at \( 22.5^\circ \). If either HWP \( \phi \) or HWP \( \Omega \) are rotated then \( \zeta = 45^\circ \). Fig. 5.4 displays the results. The average fidelity for HWP \( \phi \) is \( 0.987 \pm 0.001, 0.9893 \pm 0.0008 \) for HWP \( \Omega \), and \( 0.979 \pm 0.001 \) for QWP \( \zeta \), and the average over all data points is \( 0.9852 \pm 0.0008 \).

Finally we measure the state purity \( \text{Tr}[\rho^2] \). We introduce a series of HWP-\( \theta \)-QWP-HWP-\( \theta \)-QWP-HWP-\( \zeta \)-QWP-HWP-\( \phi \)-QWP. Here the QWP are \( 90^\circ \) apart. The subscript \( s \) on HWP \( \phi \) indicates that it is rapidly spinning in a mount. HWP \( \phi \) spins faster than the collection time of the camera. This mixes the polarizations, which in turn mixes the spatial mode density matrix. HWP \( \phi \) controls the degree of mixing, where \( \theta = 0^\circ \) produces a pure state and \( \theta = 22.5^\circ \) is totally mixed. The purity of the resulting spatial state \( \rho(\theta) \) is \( \text{Tr}[\rho^2] = 1/9(5+4 \cos (4\theta)) \). Note that spatial state is never entirely mixed, as the purity reaches a theoretical minimum at \( 5/9 \). Fig. 5.4 shows that the measured purity is agrees strongly with the theory.

We also note that the reconstruction method satisfies the unity trace and hermiticity conditions, but, like in most reconstruction methods, the state may not be positive.
Figure 5.4: a) The experimental (dots) and theoretical (curve) coherences of the density matrix $\rho$ (not including conjugate values), produced by rotating QWP $\zeta$ in Fig. 5.2. As the coherences are constrained by the experimental setup, only a few unique values appear. As such, data points overlap. Note, error bars were omitted for clarity but were calculated to be $O(10^{-2})$ for each data point. b) The experimentally reconstructed $d = 6$ state $\rho(\zeta = 11.25^\circ)$, with the Re[$\rho$] on the left and Im[$\rho$] on the right. Each diagram represents a $6 \times 6$ matrix, with theoretical elements to the right of experimental elements. The diagonal elements are labeled by their corresponding path label. The measured fidelity is 0.9911. c) The fidelity $F(\rho, \rho_{th})$, as a function of angles for HWP $\phi$, HWP $\Omega$, or QWP $\zeta$ shown in Fig. 5.2. The fidelity is close to unity, meaning $\rho$ and $\rho_{th}$ are nearly equal. Averaged over all points the fidelity is $0.9852 \pm 0.0008$ (dashed line). d) The purity of $\rho(\theta)$ as a function of the angle of HWP $\theta$ in Fig. 5.2. The dashed line is the theoretical purity and the solid line indicates the smallest purity attainable by mixing the state using this method.

This can be seen by the fact that the purity of our pure states is not one, and may in fact even exceed one. This is due to measurement uncertainties, which may arise from smearing of the visibility due to the lens, as well as movement of the beam or interference fringes due to phase instability. If there is considerable movement, averaging the images will also harm the result as the interference pattern can become washed out, resulting in a lower calculated visibility. Imposing positive semi-definitivity would require maximum-likelihood algorithms which perform parameter estimation to ‘guess’ the most likely physical state. Nevertheless, we see that, even without these likelihood algorithms, our calculated metrics, such as fidelity and purity, are still very high.
5.5 Summary

The above results show the tomography method is able to faithfully reconstruct several different metrics for a six dimensional density matrix. The reconstruction method works by extracting the coherences from interference pattern. To avoid having multiple signals with the same spatial frequency overlap, we utilize a cylindrical lens to separate the interference patterns spatially. In this sense the method uses both position space and $k$-space simultaneously to reconstruct the state. We emphasize that the above results reflect a proof of principle; the tomography method presented above can, in theory, accommodate much larger dimensions, given they conform to the physical constraints (e.g. pixel size, camera size, aberration etc.) discussed above.

In summary, we present a simple method to measure of large dimensional density matrices of path modes using a 1D-FT. We demonstrate the method experimentally by calculating several metrics for six dimensional matrices. While the above discussion is focused on spatial modes, it is simple to extend it to other degrees of freedom by first converting the desired degree of freedom to a spatial one (e.g. going from polarization/time/angular momentum encoding to path encoding). The method directly reconstructs the state by exploiting the physical manifestation of quantum coherence (i.e. interference).
Coherence in Sequential Measurements, Part II

Preamble

In this chapter, we conclude our investigation into the propagation of coherence through sequential measurement. In chapter 4, we saw that the pointer state density matrix of three measurements differs from the one predicted by the von Neumann model if we assume that each projective measurement collapses the wavefunction. To properly test this, we needed to devise a technique with which to measure a density matrix encoded in eight possible path modes that the photons may take. In chapter 5, we showed how this can be done using a rotating cylindrical lens. We now utilize the method and discuss the results.

6.1 Introduction

In chapter 4 we saw that a sequence of individual measurements is in some way fundamentally different from sequential measurements. In the former, the wavefunction collapses due to each projective measurement in the sequence. In the latter case the wavefunction does not collapse until the very end of the experiment, when the result is read off from the pointers. This allows coherence between pointer states to remain when there otherwise would have been none.

The difference between these two models, which we now refer to as the “collapse” model and the “von Neumann” models of sequential measurement, is present in the
three pointer density matrices obtained under each assumption, $\rho_{\text{col}}$ and $\rho_{\text{VN}}$, respectively.

$$
\rho_{\text{col}} = \frac{1}{8} \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix},
$$

$$
\rho_{\text{VN}} = \frac{1}{8} \begin{pmatrix}
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & -1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
\end{pmatrix}.
$$

Recall that only the diagonals constitute probabilities, which is why $\rho_{\text{VN}}$ is normalized by 1/8. We can also represent this difference pictorially as shown in Fig. 6.1. If the wavefunction collapses between each measurement then sequentially each subsequent measurement depends only on the result of the measurement prior to it. That is, no information from the measurement of $\mathbf{A}$ influences the result of measurement $\mathbf{C}$. Stated in yet another way, the sequential measurement process is Markovian. On the other hand, if the von Neumann model is correct, collapse only occurs at the end of the three measurements. Because of this, information from the first measurement may remain, influencing the final measurement result, which manifests itself as coherence between pointers.

The collapse versus non-collapse feature manifests itself in the lack of coherence between pointer states in $\rho_{\text{col}}$. This difference is still somewhat abstract. Reconstructing the state matrix and showing it is equal to one of the two matrices can obscure a deeper meaning. We can rephrase the difference in another way. The von Neumann model predicts that, in a sequence of one or two measurements, if the system state is totally mixed (or in some sense classical), the pointer state is also totally mixed. The purity of the pointer density matrix is minimal when the purity of the system density matrix is minimal. However, when three (or more) measurements are present, the pointer
6.2 Experiment

Figure 6.1: A pictorial representation of the difference between the collapse model and the prediction made by the von Neumann model. In the collapse model, the wavefunction collapses following each of the measurements in the sequence, producing an incoherent mixture of pointers, given by $\rho_{\text{col}}$. The von Neumann model on the other hand predicts that superposition remains after each measurement. This allows information from the first measurement to persist to the last measurement.

states are not totally mixed, meaning that superposition is taking place somehow. In this case, the purity of the pointer density matrix is not minimal when the purity of the system density matrix is. We therefore reconstruct the pointer density matrix and calculate the purity, and check if the purity is minimal when the system state purity is minimal. This simplifies the experimental method as the purity depends only on the magnitude of the density matrix elements, and not the phase.

6.2 Experiment

The experimental setup is conceptually similar to the setup presented in chapter 5. Instead of a network of polarizing beam splitters and waveplates, we use beam-displacers to shift a polarized beam transversely based on its polarization. This is more convenient as the beams propagate parallel to one another. The first beam displacer (xtal$_1$)
shifts horizontally polarized light horizontally by $\delta_x = 2.7 \text{ mm}$. This performs the measurement of $\pi_H$. The second beam displacer (xtal$_2$) shifts vertically polarized light vertically by $\delta_y = 2.7 \text{ mm}$ as well. This crystal is preceded and followed by HWP$s$ at $22.5^\circ$ so that together they constitute a measurement of $\pi_D$. Lastly, the final beam displacer (xtal$_3$) shifts horizontally polarized light by $\delta_X = 4 \text{ mm}$ horizontally, which is the final measurement of $\pi_H$. The geometry of the path modes produced by this arrangement is \{(0,0), (\delta_x, 0), (0, \delta_y), (\delta_x, \delta_y), (\delta_X, 0), (\delta_X, \delta_y), (\delta_X + \delta_x, 0), (\delta_X + \delta_x, \delta_y)\}. The crystals and geometry are shown in Fig. 6.2 as well as the coherences predicted by the von Neumann model, which are denoted by dashed blue lines between the coherent paths.

The diagonal elements can be obtained using the method presented in chapter 5. Either retrieve the diagonals from non-interfering paths after the 1D OFT, or divide the intensity of each path by the total intensity. Because the horizontal direction has repeated spacings (the left most two and right most two have a spacing of 2.7 mm as shown in Fig. 6.2), the Fourier method will not work as presented in chapter 5. The blue lines in Fig. 6.2 represent the expected coherences, and show that we should not expect to see interference. However, because the spacing is the same, we cannot distinguish between a lack of interference, and a combination of two interference patterns which are perfectly out of phase. As such we need to modify the method presented in chapter 5.

The coherences between vertically separated paths \{a$_{18}$, a$_{27}$, a$_{36}$, a$_{45}$\} are easily recoverable by aligning the OFT-axis at $90^\circ$ with respect to the horizontal. Coherences between horizontally separated path modes, such as a$_{87}$ and a$_{56}$ have the aforementioned problem of equal spacing. One solution is to block certain paths. For example, if the left-most two paths paths a$_{11}$ and a$_{88}$ are blocked, the issue of equal spacing is no longer present. This would require additional normalization by the probability for the photon to end up in the blocked paths. However, we can exploit the fact that the coherences between elements along the horizontal are expected to be zero. When blocking a$_{11}$ and a$_{88}$, the remaining beams along the horizontal have unequal spacing. The only way that no interference occurs is if all the coherences are zero, at which point normalization does not matter. Even if the coherences are out of phase, they
Figure 6.2: Implementation of a sequence of non-commuting measurements $\{\pi_H \pi_D \pi_H\}$ using a sequence of displacement crystals and waveplates. This is equivalent to the beam splitter network shown in chapter 3, but has the advantage of requiring fewer resources, and the resulting beams co-propagate. The co-propagating beams allow us to easily to perform the ‘double-slit’ interference needed for the reconstruction technique, but also provides robust phase stability between each path mode due to their proximity as well as sharing all the same optics, so vibration is not an issue. The first crystal performs $\pi_H$ by shifting $|H\rangle$ polarized light along the $x$ direction by $\delta_x = 2.7$ mm. The second crystal performs $\pi_D$ by shifting $|V\rangle$ polarized light along the $y$ direction by $\delta_y = 2.7$ mm. The last crystal performs $\pi_H$ by shifting $|H\rangle$ polarized light along the $x$ direction by $\delta_X = 4.0$ mm. The resulting geometry for the eight beam paths is shown. If the von Neumann model is correct and the measurements do not fully collapse the wavefunction, then one would expect to have coherence between the vertically displaced paths, as indicated by the blue dashed lines.
6.2 Experiment

will not cancel out because they have different frequencies. Of course, if significant interference is seen, we would need to take into account the probability for the photon to end up in the blocked path.

We use the technique presented in the chapter 8 supplementary information to generate mixed states. A polarized input state \( |\theta\rangle \) is passed through a rapidly spinning HWP sandwiched between two quarter-waveplates (QWP). This produces the state

\[
\rho_S = \begin{pmatrix}
\sin^2 \theta & C\Omega/\omega \\
C^*\Omega/\omega & \cos^2 \theta
\end{pmatrix},
\]

where \(|C| \leq \sin \theta \cos \theta\), \(\omega\) is angular velocity of the spinning waveplate, and \(\Omega\) is the camera integration time. If \(\omega \gg \Omega\), the resulting state is mixed: \(\rho_S(\theta) = \sin^2(\theta) |H\rangle \langle H| + \cos^2(\theta) |V\rangle \langle V|\). This state produces path modes whose intensities depend on the angle \(\theta\). Because the analysis code works more easily for non-zero intensities, we transform the state to

\[
\rho_S = \frac{1}{2} \begin{pmatrix}
1 & -\cos 2\theta \\
-\cos 2\theta & 1
\end{pmatrix},
\]

using a HWP at 22.5°. The resulting paths have equal and constant intensities, making the reconstruction method easier to perform. The full experimental setup is shown in Fig. 6.3, as well as a measurement of the state \(\rho_S\) showing the mixed state generation works.

\[1\]Even if there is zero coherence the reconstruction technique will return some small value due to error, this is What is meant by ‘significant’. These errors occur due to imperfections in beams splitters and displacement crystals. As well, faint (i.e. low visibility) high frequency interference can be discerned in the images and is believed to be due to the films on the surface of the CMOS camera.
6.3 Results

We define a normalized purity of a state $\rho$ to be $P_N(\rho) = \text{Purity}(\rho)/\text{Purity}(\rho)_{\text{min}}$, such that $P_N$ is equal to 1 for a totally mixed state. In Fig. 6.4, we plot $P_N(\rho_S)$ against $P_N(\rho_p)$ for the case of one, two and three measurements in a sequence. We see that for a ‘sequence’ of one measurement, $P_N(\rho_{P_1})$ is always equal to one, as expected. Similarly for two measurements, we see that $P_N(\rho_{P_1P_2}) = 1$ when $P_N(\rho_S) = 1$. In this

Figure 6.3: Experimental setup to test the differences predicted by the collapse model and the von Neumann model. a) State preparation and sequential measurements: A beam expander sets the Rayleigh length of a 808 nm diode laser so that all the optics are within it. A set of HWP and QWP generates a mixed state by rapidly spinning HWP, faster than the collection time of the camera. The purity of the state is a function of the angle of HWP, and the measured mixed state is plotted in a graph. A series of displacement crystals (xtal1, xtal2, xtal3) and half waveplates at 22.5°, perform a sequence of non-commuting measurements $p_{\pi D p_H}$. The resulting eight dimensional path encoded density matrix is reconstructed. Repeated spacings between paths produce oscillation patterns with equal frequency, which therefore overlap on the Fourier transform. To avoid this problem we place a move-able beam block and reconstruct the state in chunks. b) State Reconstruction: A 4f system ($f_1 = 1000$ mm and $f_2 = 400$ mm) images the six path modes onto a CMOS camera. A rotating cylindrical lens ($f = 250$ mm) performs the optical Fourier transform (OFT) along the OFT-axis, and the coherences are obtained by discrete FT (DFT) the interference patterns on a computer.
6.4 Discussion

The result of the experiment shows that in a sequence of three measurements, coherence is retained between the pointer states. This result is incompatible with the notion that the wavefunction collapses after each measurement. This implies that the result of the first measurement may influence the result of the last measurement, even though the non-commuting nature of the measurements implies that all information of the previous result should be erased.

Figure 6.4: a) Reconstruction of the absolute value of the three pointer density matrix obtained with the input state $\rho_S = 1/2$. The reconstruction clearly shows coherences in the off-diagonals which is not predicted by the collapse model of sequential measurement. The labels on the top indicate which path mode the matrix element belongs to. Off-diagonals are the coherences between said path modes. b) The normalized purity, $P_N(\rho)$ of the pointer density matrix $\rho_P$ for one, two, and three measurements as a function of the normalized purity of the quantum system density matrix. For two and three measurements we see that when $P_N(\rho_S) = 1$ (i.e. $\rho_S = 1/2$), then $P_N(\rho_P) = 1$, which is consistent with the collapse model. But for three measurements, $P_N(\rho_P) \neq 1$ when $P_N(\rho_S) = 1$, which is inconsistent with the collapse model.
The result also suggests that it is wrong to treat sequential measurement on a single quantum particle through continuous application of the Born rule. Indeed, the questionable application of the Born rule is starting to gain more attention as sequential measurements become more popular (86). One might wonder how does a sequence of three beamsplitters, separated by waveplates, fit into this discussion? Is this not sequential measurement? In fact, it is more appropriate to say that this is a sequence of three individual measurements. This is because one only considers one output port of each beamsplitter. Measurements are performed conditionally on the outcome of the previous measurement. As such, the experimenter has access to the result of each individual measurement, in turn collapsing the wavefunction.

An interesting point is that the discrepancy between the collapse model and the von Neumann model only manifests in sequences of three (or more) measurements. For the case of one and two measurements, the two models agree (i.e. the separate pointer states are mutually incoherent and follow the Born rule). This is surprising given that we saw a similar discrepancy between two and three measurements in the time ordering of weak measurements experiment. The true significance of this is not entirely clear. Some possible interpretations may be that the first and last measurements act as a kind of boundary conditions. The middle measurement is then somehow determined by both these ‘past’ and ‘future’ conditions. This is in some sense not too dissimilar from the two state vector formalism popularized by Aharonov and Vaidman, which introduces a time-symmetrized approach to standard quantum mechanics (87).

At the moment the true implications of the result are speculative. Perhaps these results hold some insight on the ontological nature of the wavefunction, as it is not the beamsplitters which collapse the wavefunction, but rather our access to the result of the measurements. To me, this suggests the wavefunction is a bookkeeping tool, however the authors of the original theory paper take it as evidence for the opposite interpretation (i.e. the wavefunction is real) (8). Perhaps the results hold some significance as a microcosm of quantum measurements, with the first measurement acting as the state preparation, middle acting as the process in the lab, and the last measurement being the readout. Despite all the different possible speculative routes one may pursue, what we can claim for certain is that the coherences found in the pointer density matrix are not compatible with the traditional collapse model of measurement, which is a foundational pillar for quantum mechanics.
7

Conclusion

7.1 Summary

Despite the theoretical and technological triumphs that researchers have had in the field of quantum mechanics, shockingly little is still understood about some of the most foundational aspects of the theory. This thesis was aimed at specifically studying foundational problems, particularly in the area of quantum measurement. We did this through the metaphorical lens of sequential measurements, with hopes to understand the properties of the collapse of the wavefunction. We did this in two regimes; In the first, we use sequences of weak measurements to study the related concept of time reversibility of quantum measurements. Quantum measurements are famously time asymmetric, the dynamics going forward and backward are not the same, which runs counter to the time symmetry found in the rest of physics. Weak measurements reveal almost no information about the outcome of a single measurement, but as a consequence they do not disturb the wavefunction either. Therefore, we test to see if in the weak measurement limit whether or not time asymmetry persists. We find that making the measurements does not in fact recover time symmetry. This makes time asymmetry a fundamental aspect of the quantum measurement. However, we also see that this asymmetry manifests in interesting ways. In particular, we saw that time symmetry is present for a sequence of two non-commuting measurements, but not for a sequence of three (or potentially more) measurements.

In the second project we looked at sequences of strong measurements. Here we test a prediction made by the von Neumann model, as pointed out in [5]. This prediction
7.2 Future Work

claims that, because you do not gain the experimental results until the end of the se-
quence, the wavefunction does not need to collapse between successive non-commuting
measurements. This allows for correlations to exist between pointer states that would
not be there if one assumed that the wavefunction collapsed between each successive
measurement. We develop a new way of performing state reconstruction based off using
a one-dimensional Fourier transform performed by a cylindrical lens, and show that
the prediction made in (8) is indeed correct; coherences do in fact persist between the
sequence of strong measurements.

The measurement problem, and its related problems such as that of the time-
asymmetry of measurement, remains one of biggest conceptual hurdles of quantum
mechanics. Researchers are able to make great strides using the Copenhagen interpre-
tation of measurement, which was famously paraphrased by Nathaniel David Mermin
as “shut up and calculate”. However, the fact that such a fundamental concept is still
so poorly understood is a black mark on the otherwise excellent predictive power that
the theory holds. Perhaps one of the most interesting questions is, how is it possible
that the mathematical structure is so stable given its foundation is so shaky? While
there is still much work left to be done, we are hopeful that combining theoretical and
experimental research into the topic may open new doors and finally allow us to resolve
this problem.

7.2 Future Work

Here I compile a small list of possible avenues for future work with respect to studying
sequential measurements and discuss them.

1. The content presented in the collapse vs. Von Neumann model of sequential
measurement is only half of the topic. The work shown in (8) shows how the
collapse model is retrieved when considering amplified measurements. These can
be thought of measurement witnesses: pointers that confirm the result of a mea-
surement. In some sense this is how a real measurement apparatus works. All the
particles that constitute the measurement apparatus must all confirm the result
of the measurement. It cannot be the case that half the particles disagree with
the other half. The collapse model is recovered if one loses track of these mea-
surement witnesses. One can imagine when an apparatus is composed of $O(10^{23})$
measurement witnesses (i.e. particles), it is easy to lose track of them. As we saw in chapter 3, losing track of a particle corresponds to tracing over subsystems of the total Hilbert space, which in turn decoheres the system.

The preliminary part of this part of the experiment has been started. The difficult part has been to introduce a measurement witness, which requires additional degrees of freedom. However, we cannot simply introduce new paths as we also need to be able to easily ‘ignore’ of this degree of freedom, which is difficult to do with paths. One obvious method is to use the time degree of freedom, the pointer is the temporal distribution, and the shifts are implemented with delay lines. Losing track of this degree of freedom is accomplished because the camera is slow, and cannot resolve these differences in time.

2. We would also like to implement the experiment using single photons instead of a laser beam. While the results are not expected to change, the experimental data will be perhaps more convincing as there is no avenue for coherence to potentially propagate using some unknown means.

3. To make the states reconstructed from the method introduced in chapter 5 physical, a likelihood algorithm is needed. Popular likelihood algorithms are available for public use. However, these are written in terms of coincidence counts of single photon detectors. As such, a maximum likelihood parameter estimation program would need to be written from the ground up to accommodate the presented method.

4. Working with the von Neumann model has made it clear that photons have frustratingly few degrees of freedom that are easy to work with. Spatial, polarization and time are common degrees of freedom, however, if one wants to do longer sequences of measurements, more degrees of freedom are needed. Energy is another degree of freedom, but it is notoriously difficult to work with. As such, I am always on the look out for new methods of utilizing the different internal or external degrees of freedom of photons. For example, a few proposals have looked at utilizing the number statistics of the photons as a possible pointer (e.g. (88)).
Supplementary Information

8.1 Mixed State Generation

Each of the above projects required the generation of mixed states. Here I discuss how we produce the statistical mixture states. In order to do this, we place a rapidly spinning half wave plate, sandwiched between two quarter waveplates set 90 degrees apart from one another. The first quarter waveplate is at 45 degrees. This can, and the second is 90 degrees away. This is placed after the initial state preparation, which produces the state $\psi$. The rate at which the half-wave plate spins ($\omega$), is made to be much much greater than the rate of collection of the camera ($\Omega$).

A waveplate adds a phase $\phi$ to a state perpendicular to its fast axis. Representing the waveplate as an operator $U_{\phi}$, the operator leaves states aligned with its fast axis, denoted as $|\theta\rangle = \cos \theta |H\rangle + \sin \theta |V\rangle$ unchanged, and adds a phase $e^{i\phi}$ to the perpendicular state $|\theta^\perp\rangle = |\theta + \pi/2\rangle$. As such the waveplate operator can be written as

$$U_{\phi}(\theta) = |\theta\rangle \langle \theta| + e^{i\phi} |\theta^\perp\rangle \langle \theta^\perp|.$$  \hspace{1cm} (8.1)

Therefore, a half waveplate, with its fast axis orientated at $\theta$ with respect to the horizontal, $U_{\lambda/2}(\theta) = U_{\phi=\pi}(\theta)$ can be written as

$$U_{\lambda/2}(\theta) = |\theta\rangle \langle \theta| - |\theta^\perp\rangle \langle \theta^\perp|.$$  

Similarly, a quarter waveplate, with its fast axis orientated at $\theta$ with respect to the horizontal, $U_{\lambda/4}(\theta) = U_{\phi=\pi/2}(\theta)$ can be written as

$$U_{\lambda/4}(\theta) = |\theta\rangle \langle \theta| + i |\theta^\perp\rangle \langle \theta^\perp|.$$
8.1 Mixed State Generation

Denoting $U^{(1)}_{\lambda/4}$ and $U^{(2)}_{\lambda/4}$ as the first and second quarter waveplates, and $U_{\lambda/2}(\omega t)$ as the spinning waveplate, we get that the final state is related to the initial state $\rho = |\theta\rangle \langle \theta|$ by

$$\rho_f = \frac{\Omega}{2\pi} \int_0^{2\pi} U^{(2)}_{\frac{\pi}{2}}(5\frac{\pi}{4}) U^{(1)}_{\frac{\pi}{2}}(\omega t) \rho U^{(1)}_{\frac{\pi}{2}}(\pi/4) \rho U^{(2)}_{\frac{\pi}{2}}(5\frac{\pi}{4})^\dagger \rho U^{(2)}_{\frac{\pi}{2}}(\omega t) \rho U^{(1)}_{\frac{\pi}{2}}(\pi/4)^\dagger dt.$$  

Written in the $H,V$ basis, the result is

$$\rho_f = \begin{pmatrix} \sin^2 \theta & \frac{\Omega}{\omega} C \cos \theta^2 \\ C^* \frac{\Omega}{\omega} \cos \theta^2 & \cos^2 \theta \end{pmatrix},$$

where $C$ is some complex number such that $|C|\Omega/\omega \leq \sin \theta \cos \theta$, by positive-definitivity of $\rho$. We see that the faster the waveplate spins, the smaller the off-diagonal terms become, while the diagonal terms are only effected by the angle of the first waveplate.
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