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Abstract

Urban areas are currently facing challenges in terms of traffic congestion due to city expansion and population increase. In some cases, physical solutions are limited. For example, in certain areas it is not possible to expand roads or build a new bridge. Therefore, making public transpiration (PT) affordable, more attractive and intelligent could be a potential solution for these challenges. Accuracy in bus running time and bus arrival time is a key component of making PT attractive to ridership. In this thesis, a dynamic model based on Kalman filter (KF) has been developed to predict bus running time and dwell time while taking into account real-time road incidents. The model uses historical data collected by Automatic Vehicle Location system (AVL) and Automatic Passenger Counters (APC) system. To predict the bus travel time, the model has two components of running time prediction (long and short distance prediction) and dwell time prediction. When the bus closes its doors before leaving a bus stop, the model predicts the travel time to all downstream bus stops. This is long distance prediction. The model will then update the prediction between the bus’s current position and the upcoming bus stop based on real-time data from AVL. This is short distance prediction. Also, the model predicts the dwell time at each coming bus stop. As a result, the model reduces the difference between the predicted arrival time and the actual arrival time and provides a better understanding for the transit network which allows lead to have a good traffic management.
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Chapter 1

1 Introduction

1.1 Overview

One of the main infrastructures of today’s smart city, a current hot topic, is intelligent transportation system (ITS). Therefore, the modes of transport are improving day by day to become safer, less expensive, and more powerful. Revolutions in technology adapt new features to the transportation field. As a result of these revolutions, new connections between cities and nations have an impact on lifestyles, the global economy, and the environment[1][2][3][4].

In modern societies, transportation is the lifeblood of human daily needs; however, in most cities the transportation systems have become increasingly complicated due to the increasing number of vehicles on the roads[5]. While transportation infrastructures cannot meet the requirements of the daily commute, basic road infrastructures are limited in some areas. As a result of these limitations, the lives of people are at risk with World Health Organization (WHO) considering road injury to be one of the top ten causes of death and the leading cause of death for
young people aged 15-29 worldwide [6][7]. In this problem cannot be solved by physical expansion of the transportation systems network such as by building new bridges or roads or expanding existing roads, especially in busy cities or downtown areas. Instead, incorporating new technologies to reduce the traffic problems and to increase the efficiency of the transportation systems network could lead to alternative solutions. One such technology is intelligent transportation system (ITS). According to Intelligent Transportation Systems Society of Canada (ITS Canada), ITS is defined as incorporating new technologies, such as computer application, surveillance, sensors, and communication systems, into transportation systems for the purpose of reducing commute time, lowering costs, expending less energy, and reducing the number of traffic accidents [8][9].

In the 1990s, ITS was first introduced in the United States. In recent years, ITS has become an attractive topic for researchers and developers [6][10]. Advanced Public Transportation Systems (APTS), also called Intelligent Public Transportation Systems (IPTS), is one branch of ITS which aims to make public transportation (PT) systems more reliable. To achieve this reliability, the networks of public transportation are controlled, the performance of the network is kept in good condition, the scheduling of public transportation is improved, and users are updated with the information they need to plan their trips. Also, IPTS aims to assist operators in maintaining control over the transit network [11][12][13][14][15]. To ensure that APTS performs at a high level of quality, five categories of different technologies are used [12]:

i. Automatic Vehicle Location Systems (AVL) provide the control unit with real-time information about the vehicles such as location, direction, speed, and delay. This information helps the operators and the ridership to make better decisions. More details are provided in section 2.2.
ii. Traveler Information Systems (TIS) allow the ridership to have access to PT information such as bus arrival, departure, and travel time and scheduled timetable. Therefore, riders can plan their trips.

iii. Automatic Passenger Counters (APC) are used to count the number of passengers who are boarding the bus. More details are provided in section 2.2.

iv. Geographic Information Systems (GIS) allow passengers and operators to track buses or trains on the map by knowing their location and time[16].

v. Decision Support Systems (DSS) assist public transportation operators in making good decisions when there are unexpected situations or abnormal events. It also reduces the time that needed by the operators to take the decision [17][18].

1.2 Thesis Motivation

In recent years, as more people move to urban areas, city expansion has been causing commuting calamity. United Nations Economic and Social Commission for Asia and the Pacific (ESCAP) expects that urban growth in Asia will increase from 48 percent to 64 percent by 2050. On other report from United Nations (UN), the world’s urban population is going to increase by 2.5 billion people by 2050, with 2.9 billion extra vehicles. With this growth in population, public transportation’s (PT) ridership will also increase each year. For example, a transit system for a big city like Toronto, which has the third largest ridership in North America, served 538.1 million passengers in 2016; in other words, it served more than 1.7 million passengers each weekday. In 2003, TTC served only 405.4 million passengers. Therefore, over 13 years, the number of TTC passengers increased by 32.8%. Correspondingly, traffic congestion in Toronto has worsened. A report from City of Toronto shows that in 2006 for Greater Toronto and
Hamilton Area (GTHA), the annual cost of traffic congestion to commuters was $3.3 billion. This cost is compounded by the average commuter in GTHA facing an average of 81 hours of delay yearly. Increased traffic congestion and ridership affects the quality of life for residents. One solution to this problem is to develop a PT system that has a high quality of service (QoS) in order to decrease the number of cars in the streets. A reliable PT system will attract ridership and instill confidence in its value for daily use [19][20][21][22].

QoS is measured by many parameters, including accuracy of the bus’s running time. If the bus’s real running time is close to the time provided by the TIS, then the ridership is more likely to be satisfied. Riders become frustrated when the bus or the train does not arrive on time, and then they start looking for alternative ways of commuting such as car sharing, owning personal vehicles, and taking taxis. An experiment in Okayama, Japan reduced 63% of the average bus stop wait time by applying an arrival time prediction system. This system reduced the passengers’ wait time at the bus stop by six minutes because the passengers knew the bus’s predicted arrival time. The results of this experiment show that more than 60% of Okayama’s residents believe that the running time prediction system has made them more willing to use PT instated of private cars. Therefore, adapting an accurate system to predict travel time is a key component of attracting ridership, instilling confidence in passengers, and improving PT’s QoS. Also, an accurate system encourages people to use PT as their first choice for commuting as long as it respects their time [23][24][25].

Making PT highly reliable and efficient not only benefits the ridership but also has a positive impact on the economy, the environment, and energy. First, when PT is running well, the economy benefits in direct and indirect ways such as increased sales of PT tickets, more job positions, better wages for PT workers, and increased value of properties that are located next to
PT stations. Second, PT positively impacts the environment in many ways as shown by the following example: the Federal Transit Administration (FTA) indicates that the average single-occupancy vehicle (SOV) produces more greenhouse gas emissions per passenger mile than that produced by PT fleets. Third, another study shows some of the impact of PT on saving energy. It has been proven that increasing the PT ridership in the top five U.S. cities by 10% would save over 85 million gallons of gas per year [26][27][28].

By recognizing the value of internet of things (IoT) and the need for smart cities, PT companies should augment the intelligence of their infrastructures and develop the ability to interact with the ridership. Accurate prediction of running and dwell time are features that need improvement and attention to ensure that PT networks meet the requirements of future lifestyles as societies move toward smart cites. Finally, it is unfortunate that some PT companies have not yet installed Global Positioning System (GPS) in their fleet.

1.3 Thesis Objective

The thesis aims to develop a model that predicts the running and arrival times of the bus in order to manage the PT traffic and to reduce the difference between the predicted and actual travel time. This model benefits the following:

- Network planners, who update and review the route plans and create bus scheduling, are helped by the model to know which areas of the network need improvement or where they should add a new route. If the running time measurement is accurate, then network planners can identify the busiest stops and where delays occur.
• Decision-makers, who monitor the PT network, are helped by the model to perform the right actions at the right time in order to keep the PT network on track. For example, since the model predicts the arrival time of the buses at any bus stop, decision-makers know when and where they can add a new bus along the route to reduce the delay time.

• The ridership have more accurate knowledge of bus arrival time so that they do not need to depend on the bus’s scheduled time and wait so long for the bus. Also, the model helps the riders to plan their trip according to the bus’s real time so that they can arrive at their destination on time.

1.4 Thesis Contribution

This thesis aims to provide a dynamic model that predicts the running and arrival times of buses. The model, which is based on Kalman filter, is comprised of two main parts: bus running time prediction and bus dwell time prediction. The main contributions of the model proposed in this thesis are as follows:

• The model predicts the bus’s total running time to the downstream stops every time the bus departs a bus stop. This means that the predictions are always updated based on the most recent data that arrives through AVL/APC systems.

• To produce a more accurate arrival time, the model continuously predicts the running time while the bus is moving between the bus stops. Based on these predictions, the model adjusts the long-distance prediction. Therefore, the system can react to any incidents that occur and incorporate new data into the running time prediction.
• The model not only considers the boarding passengers when it predicts the dwell time at a bus stop, but it also considers the number of alighting passengers and the number of passengers with wheelchairs. The model also takes into account how many passengers are on board and how many passengers are boarding and alighting. Then, the model shows how much space is left on the bus and how many passengers are left behind at the bus stop because the bus is too full.

1.5 Thesis Outline

The thesis is organized as follows: Chapter 1 introduces the thesis and presents the motivation, objective, and contribution of this work. Chapter 2 presents a literature review with three main sections. Section 1 is an introduction to the chapter, section 2 contains a survey on the technologies that are used to predict the travel time of the bus, section 3 presents a survey on models that predict the travel time of the bus, and section 4 reviews models that have been developed to predict the bus dwell time. The last section is a conclusion for Chapter 2. Chapter 3 outlines the system model. Section 1 provides an overview of Kalman filter, section 2 presents the proposed model’s algorithms, and section 3 shows how these algorithms work. Chapter 4 presents the simulations results. Section 1 is an introduction to the chapter, section 2 provides the sublimation sittings and assumptions, section 3 shows the performance results, and section 4 presents the model performance evaluation. Finally, section 5 concludes the chapter. Chapter 5 is the thesis conclusion and the future research.
Chapter 2

2 Literature Review

2.1 Introduction

PT companies, like other companies, seek their customers’ trust, confidence, and satisfaction. Therefore, one aspect that makes the PT system network more reliable and the first choice of ridership is an accurate real-time information system to provide ridership with predicted arrival time, departure time, and travel time of buses and trains. In fact, travellers want to plan their trip according to real-time information, not a scheduled timetable, because of incidents that affect the bus’s scheduled time (e.g. bad weather conditions, construction on the road, unexpected collisions, etc.) [29]. The causes of frequent bus travel-time changes can be categorized into two groups of demand and capacity (see Figure 2.1) [30][31].

Predicting the bus travel time is the key component of Real Time Passenger Information System (RTPIS/TIS). RTPIS is a system that provides passengers with the real time of the bus’s or train’s arrival or departure via text messages, smart phone application, or social media. Also,
RTPIS provides PT systems with the live location of the bus through GPS. This information is not only useful to ridership; it also helps operators, planners, and drivers. In addition, this information is important in planning upgrades to the PT network [32].

![Diagram showing demand and capacity-related determinants of bus travel-time variability]

**Figure 2.1 Demand and capacity-related determinants of bus travel-time variability**

This chapter surveys three main topics of interest in this thesis. Section 2 contains an overview of the technologies that are used to predict the travel time of the bus, namely Automatic Vehicle Location Systems (AVLS/AVL) and Automatic Passenger Counters (APC). Understanding these technologies is necessary to comprehend how predictive travel time models and algorithms work to collect the data. Section 3 presents a survey of the research studies that have been conducted to develop models and algorithms that are used to predict the travel time of the bus. Dwell time models and algorithms are reviewed in section 4. Finally, section 5 concludes the chapter.
2.2 Technologies Integrated with Bus Travel Time Prediction

Models

2.2.1 Automatic Vehicle Location (AVL)

Automatic Vehicle Location system (AVL), which is also referred to as Automatic Vehicle Monitoring (AVM), Exploitation Aid System (EAS), or Exploitation Support System (ESS), is used to track the location and the speed of the vehicle automatically so that the vehicle’s activities can be computerized to facilitate the operators’ duties of analyzing the system network. AVL systems are commonly used by transit agencies and delivery companies to track their fleet at any time on any route so that the time of arrival or delivery can be estimated [12][33][34][35][36].

There is more than one way in which AVL systems can work according to the technologies that are used to operate AVL system. Nowadays, GPS-based and signpost “active/passive” are the most common technologies used on AVL. There are other technologies that are less common, such as Ground-Based Radio and Dead-Reckoning. Specifically, GPS-based AVL depends upon orbiting satellites that transmit a signal down to the GPS receiver located in vehicles. The receiver equipment must receive signals from at least three different satellites before determining the vehicle’s location by triangulation. Then, the receiver sends the vehicle’s location and the other information to the control centre through wireless communication medium as shown in Figure 2.2 [37][38][39].

The advantages of AVL GPS-based are as follows[38]:

- It can operate anywhere as long as there are satellite signals;
- No roadside infrastructures need to be installed or maintained; and
- It determines the location very accurately.

However, the disadvantage of GPS-based AVL is that the satellites’ signals can be blocked by tunnels, high-rise buildings, or trees.

**Figure 2.2 GPS-based automatic vehicle location system**

Signpost-based AVL system, on the other hand, tracks the location of a vehicle by the two different methods of active and passive. The active method works based on signposts (beacons) along the route that transmit a unique signal. Then, the vehicle (i.e. bus, train) reads the signal when it passes by the signpost. After that, the vehicle transmits the information to the control centre, as shown in Figure 2.3 [40]. In contrast, the passive method works based on the vehicle sending a unique signal while it moves along the route. Then, signposts that are located along the route receive the signal when the vehicle passes by them. After that, the signpost transfers the information to the control centre, as shown in Figure 2.4 [40][41].

Signpost-based AVL system has the following advantages:
- This well-established technology works well in tunnels; and
- Fewer dedicated radio frequencies are required.

**Figure 2.3 Communication processes of signpost "active"**

**Figure 2.4 Communication processes of signpost "passive"**
The disadvantages of it are as follows:

- Signposts have to be installed where AVL has been designed to work;
- The vehicle’s location is tracked only when it passes by a signpost, not before or after; and
- Signpost-based AVL system is not an effective option when a fleet does not follow a specific route or when the route is blocked and the vehicles take a temporary route.

AVL system has several benefits that have encouraged its application by transit agencies to manage their fleet on the ground. These benefits are as follows:

- AVL helps transit agencies to collect real-time information about the fleet which helps to manage the fleet network;
- AVL helps ridership to receive updated information of the bus’s arrival, departure, and travel time;
- AVL decreases the overall cost of the operation; and
- In cases of emergency, AVL helps to ensure a better and faster response.

2.2.2 Automatic Passenger Counters (APC)

Automatic Passenger Counting (APC) system provides an important source of data that can improve the service quality of the public transportation (PT) system network. APC system counts the number of passengers on board buses or trains by recording boarding and alighting passengers’ data without human intervention. In the past, the number of boarding and alighting
passengers were not counted automatically; instead, collecting the ridership data was a manual process [12][35][36].

In general, APC technologies can be divided into two main categories of static and on-board systems. For the static systems, the equipment is installed in stations to count ridership. For the on-board systems, the equipment is installed inside the vehicles (i.e. buses and trains) [42]. Specifically, on-board APC systems contain three main components: sensors on the vehicle doors, on-board computer, and wireless communication antenna (see Figure 2.5) [43].

Two sensors at each door have infrared beams to count on-board passengers. When the beam breaks, this indicates that a passenger is boarding or alighting the bus depending on the order of the beam breaking. Another passenger-counting technique measures the weight of the vehicle and then estimates the number of passengers [44].

![Figure 2.5 Communication process of on-board APC system](image-url)
One of APC-static system’s ways to count passengers is by using image processing. The authors of [45] proposed an algorithm to count the passengers. The algorithm has an input of images taken from the bus station. For each image, the algorithm detects the passengers’ heads with an accuracy of 85%. However, the algorithm has difficulty detecting the head if the passenger wears a hat or clothing that is a colour similar to the head’s colour.

The benefits of the APC system are as follows:

- Knowing the exact number of riders assists the operators in identifying which bus stops of the networks are most in demand;
- PT agencies can satisfy their customers by increasing the service at high-demand bus stops; and
- PT agencies can estimate their revenue.

2.3 Models and Algorithms to Predict Bus Travel Time

This section presents a review of travel time prediction models. The aim is to provide an overview of the existing models and technologies that predict the travel and arrival time of a bus and to identify which variables and factors have an effect on the travel time prediction. Initially, the variables and factors that affect prediction can be classified into five groups: 

- passengers, such as the length of time that passengers take to board and alight the bus;
- infrastructure, such as number of stops on the route, distance between stops, number of traffic lights, and number of intersections;
- environment, such as weather, traffic patterns, and traffic accidents;
- driver’s behaviour, such as driver’s schedule and driving habits; and
- operation and management, such as travel time.

The relationship between these variables and the bus’s travel and arrival times can be explained by several models that have been developed for this purpose [46].
A variety of models have been developed and utilized in the past years to predict the travel and arrival times for ITS. These models can be classified into three categories, as shown in Figure 2.6 [47] [48]. Although many models and methods have been used to predict travel time, they are less popular than historical average models, regression models, Artificial Neural Network (ANN) models, and Kalman filter (KF). Less popular models include Markov chains, k-nearest neighbour model, and support vector machines. KF has been proven to be perform better than other prediction techniques.[49][50][51]

### 2.3.1 Statistical Historical Average Models

Historical average models use the basic and uncomplicated method of predicting the bus’s travel time from one point to another point. Travel times are predicted based on the historical data of that same day and same time period; therefore, the traffic conditions are
assumed to be the same for every period in the day. The authors of [52][53] have recognized the phenomenon that the traffic conditions follow the same daily and weekly patterns. This leads to the assumption that historical average data of any traffic conditions in the past can provide a reasonable prediction for the same traffic on the same day and time in the future. Thus, an historical average model can give good results in areas that do not have busy traffic [24][54]. In fact, an extensive collection of historical data is required [55]. On the other hand, the ridership does not usually worry about the arrival time and the travel time of the bus under normal traffic conditions like they do when the traffic is unusual [56]. The authors of [57] proposed a model that depends upon the APC historical data. The model has two major components: to predict the travel time between two bus stops that are next to each other, and to search for the next bus’s arrival time by using an algorithm.

The authors of [58] proposed a model based on historical data by using vehicle location and timestamp as an input for the model. The arrival time for a bus at a bus stop is based on the arrival time at the previous bus stop and the historical data for the particular stop and time. The model has three modules of data collection, data analysis, and pre-processing. Specifically, data collection collects the data to build a historical data bank, data analysis searches historical data for incomplete data, and pre-processing adds the missing data. Since the model is completely dependent on past data, it does not respond to emergency incidents that may occur on the bus route.

Historical average models are used in combination with many other models as in [49][59][50].
2.3.2 Regression Models

Regression models depend upon a mathematical relationship between a set of independent variables and a single dependent variable, for example bus arrival, travel time, and distance between two bus stops [60][61]. Despite the ability of regression models to anticipate the effect of independent variables on the dependent variable, a set of independent variables is required that are not correlated. This requirement limits the application of regression models due to the difficulties of coming up with correlated variables [31].

In [62], the authors used a Bayesian regression approach to develop a travel time prediction model for the purpose of estimating the travel time in central business districts (CBDs). The authors installed video cameras in four different types of streets: a) two-way street with two lanes in each direction and permitted parking; b) two-way street with one lane in each direction and no parking; c) one-way street that has three lanes and no parking; and d) one-way street that has three lanes for all kinds of traffic, one lane for transit vehicles only, and no parking. The proposed model of [62] estimates the travel time based on the movement of vehicles that flow through, turn right, and turn left. Also, the model estimates the number of intersections in each kilometre, percentage of stopped vehicles at each link, percentage of heavy vehicles, and flow of transit buses. As a result of their development, the predicted travel time of one-way streets has the smallest error value. These models are expensive because cameras must be installed in every route; furthermore, these cameras require maintenance. As well, the need to install cameras in every route makes it difficult to establish a new route. This slows the expansion of the PT network.

A nonlinear regression model was developed by the authors of [63] to predict bus delays. The authors divided each bus’s route into links and then determined the variables that cause the
delay. These variables are link length, number of bus stops in the link, number of buses in the link, bus efficiency ratio estimates, number of stops made by a bus on the link, traffic density on the link, traffic flow, heavy vehicle density, number of passengers on each link, and number of traffic signals in each kilometre. The authors of [63] concluded that the length of link, number of bus stops, and bus efficiency ratio estimates are the independent variables that have the most significant effect on bus travel time. Moreover, the other independent variables have a somewhat lesser effect upon the travel time of the bus.

A multivariate linear regression model was developed by [64] to predict the travel time between two bus stops. The authors considered the following variables as independent: number of stops, number of boarding and alighting passengers, dwell times, distance, and weather conditions. Since the model uses APC data as an input to predict the travel time and the dwell time, APC was installed on the buses. However, the APC data is only transferred to the data centre for analysis after the bus has completed the run and returned to the garage. As result, the passenger will not receive a real-time update of the bus’s arrival time. This makes this model less efficient. Therefore, the model does not provide the ridership with real-time information. The model does not respond to cases of emergency by updating the passengers about the delay.

### 2.3.3 Artificial Neural Network (ANN) Models

Artificial Neural Network (ANN) models have the ability to solve complex nonlinear relationships; moreover, their variable inputs are not required to be independent. The authors of [65] developed two ANN models, link-based and stop-based, to predict the real-time bus’s arrival. In the link-based ANN, the distance between two bus stops is divided into links; therefore, the model predicts travel time to any stop by adding the travel times of the links between bus stops. On the other hand, stop-based ANN predicts the travel time by aggregating certain data, such as
the means and standard deviations of volumes, speeds, and delays on the links that are located between the two bus stops. The authors of [66] conclude that stop-based ANN model gives more accurate results when there are multiple intersections between stops. Meanwhile, link-based ANN model’s results become more accurate when the intersections between stops are few.

The authors of compared three prediction models: historical, regression, and ANN. The authors used AVL data in their study and found that ANN outperformed the historical and regression models. The factors that they considered in their model are arrival time of the bus at the previous bus stop, traffic congestion, and dwell time at the previous bus stop. Similarly, the authors of [67] used ANN model with GPS data only and found that ANN model produces more accurate results than historical model. A model that uses only AVL or GPS has less accuracy than a model that uses extra technologies such as APC.

2.3.4 Kalman Filtering-based Models

In 1960, R. E. Kalman proposed an algorithm [68] that uses a series of data collected over time to estimate the current state of the system and to predict the future state of the system by using observed and historical data [69]. In other words, this algorithm predicts what is going to happen based on what has been observed [70]. This ability is one of the strengths of Kalman filter (KF). One application of KF is its use in transit systems to predict the bus’s travel time. In PT systems, KF uses historical data and/or real-time data collected by technologies, such as AVL and APC, to predict the travel and arrival times of the bus and the passengers’ rate of arrival to the station or the bus stop.

In [59], the authors proposed an algorithm that aims to present real-time departure information to help inform riders who are waiting at any transit station. The authors used AVL
data and historical data to predict the arrival time of the bus. Their algorithm has two main components of tracking and prediction, as shown in Figure 2.7 [59]. The first component tracks the current location of the vehicles by using KF model. This component has two inputs: AVL data and control input. AVL data provides the location of the bus and the control input represents the relationship between the vehicle and the driver. The second component predicts the bus’s arrival time through statistical estimation technique. This component relies on three inputs of vehicle location, current clock time, and historical data. The algorithm calculates the predicted arrival time by adding predicted travel time to the current time. As a result of the proposal, the algorithm could predict the arrival time of the bus with an error rate of 12% at 15 minutes before the bus arrives. However, this algorithm considers the dwell time as an independent variable. In fact, it is not an accurate assumption to consider the bus’s dwell time an independent variable because the dwell time affects the bus’s headway, which leads to more passengers waiting for the bus at the next bus stop.

Figure 2.7 Block Diagram of the Wall and Dailey's prediction algorithm
The authors of [71] developed a system by using KF instead of static averaging algorithm. The authors called this new system Countdown. This system, which measures the arrival time estimations, was tested on the bus system of London city. Specifically, the bus route is divided into links. Each link has a number of bus stops and between every two links there is a radio beacon. The buses are also equipped with an on-board radio. Every 30 seconds, buses send data such as their location and completed links to the central computer. The central computer uses an algorithm based on KF to track the bus’s location. Next, the ridership is provided with information about whether or not the bus will be late and the estimated arrival time. The model of [71] shows the error distribution improving by up to 7% and a significant decrease on the maximum absolute error. This model’s need for infrastructure, such as a radio beacon, makes it costly; however, the model can be reapplied by using new technologies (i.e. AVL, APC, and GPS).

KF was used on [50] to develop a model that could predict the bus’s arrival time by using data collected by AVL and APC. The model takes into account the impact of the bus operators’ efforts to make a schedule recovery. The data that comes from AVL, APC, and historical trips helps to simplify the recovery of the schedule. The model initially uses time table data and then continues making predictions based on observed data. At the current stop, the model predicts the arrival time at all stops to the downstream stop. When there is updated data, the prediction is adjusted according to these updates. This process repeats itself until the bus reaches the final stop. Therefore, the prediction error is higher at the final stops because these stops are farther away from the bus’s starting location. However, the difference between the predicted arrival time and the actual arrival time at the final destination decreases as the bus comes closer to the final
The model of [50] is not computationally intensive which makes it easier to apply to the real world transit system. Moreover, driver behaviour is one of the factors that affect travel time.

The authors of [72] used KF in the second element of their model. Their aim is to develop a dynamic model to predict bus arrival time, take into account various factors that affect the bus’s travel time, and add real-time information to make the prediction more accurate. The model has two main elements: ANN and KF. KF is used to adjust the arrival time prediction that has already been predicted by ANN by using real-time information. Moreover, ANN requires time to complete the process training. At the same time there is a stream of information that adds to the database while the bus is running, and this information is transferred from APC. The fact that ANN does not have a dynamic feature to adjust the prediction according to new information from the trip means that the model does not consider unexpected incidents that may occur on the bus route, such as construction and accidents that have an impact on the arrival time prediction. Therefore, KF-based algorithm is used to improve ANN’s prediction by considering the impacts of such incidents. The authors of [72] conclude that the dynamic algorithm, KF, always outperforms the comparable ANN model.

The authors of [49] improved the algorithm of [71] by replacing the previous predicted running time in the KF prediction equation with the observed (actual) running time [73]. The authors of [49] developed a model to predict the bus travel time by using KF technique. The input data was collected by AVL and APC. The model consisted of two KFs: one to predict the running time, and the other to predict the dwell time at the bus stop. The authors divided the route into five links with each link having two to eight bus stops. The link starts and ends by consecutive time point stops (checkpoints). Predictions of running time and dwell time are only made at checkpoints. One feature of this model is that the bus’s dwell time is predicted
separately from the prediction of the bus’s running time, which helps to detect the effects of the bus’s earliness or lateness at the bus stop. The authors used historical data and real-time data to predict the running time. The historical data consisted of the running time records of the bus for the same period of time in the last three days. For real-time data, the authors use the observed running time data of the previous bus that just been received from AVL. On the other hand, the dwell time is predicted first by using KF to predict the passengers’ arrival rate. Specifically, the model uses the historical passengers’ arrival rate for the last three days and the observed passengers’ arrival rate of the previous bus that had just been provided by APC. Then, the passengers’ predicted arrival rate is multiplied by the predicted headway (the time between the arrival of two buses at the bus stop) and the passenger boarding time (2.5 sec/passenger was assumed). The authors of [49] also developed an historical average model, a regression model, and a time lag recurrent neural network model; however, the dwell time in each of these models is included in the link travel time. The authors concluded that the KF technique performs better than historical average model, regression model, and time lag recurrent neural network model in terms of accuracy and the dynamic ability of the KF technique to update itself based on new data.

2.3.5 Other Models to Predict the Bus’s Travel Time

Predicting the travel time is not limited to the previous models’ techniques; in fact, some researchers have used other mathematical ways to develop algorithms. In [74], the authors developed a model to predict the travel time. The authors divided the model into two main parts: arrival time at the next station from the bus’s current position, and arrival time at the following two or more stations from the bus’s current position. For the first part, the model estimates the arrival time at the next station from the bus’s velocity. For the second part, the model divides the
bus’s travel time into three components: a) bus’s running time, b) bus’s dwell time at bus stops, and c) delay caused by traffic lights. The travel time from the bus’s current position to the targeted bus stop is divided into symmetric subsections. For each subsection, the running time, dwell time, and traffic lights’ delay are estimated. The model estimates the running time of the bus by measuring the average speed of traffic every five minutes. Then, the average travel time for each subsection is calculated. The bus’s location is identified through GPS; therefore, the bus’s travel time through each subsection is predicted based on the average speed of traffic and the bus’s location. Next, the total travel time is predicted by adding the average travel time of these subsections. The bus’s travel time is calculated depending on the average speed of traffic with new updates every five minutes. The accuracy of this model in downtown areas or other busy areas is not as good as it is in areas that have stable traffic. For example, if any incident occurs on the bus’s route, the model will only detect the delay after the GPS update which could take up to five minutes.

The model presented in [75] shares some similarities with the previous model. The model has two main parts. The first part, short-distance prediction, predicts the bus’s arrival time up to the next three bus stations from the current bus’s position. This arrival time is estimated, as in the second part of the previous model. However, the second part, long-distance prediction, predicts the bus’s arrival time at the stations that are located after the next three stations. For long-distance prediction, the authors of [75] estimated the bus’s arrival time based on real-time information of road condition and historical data. The historical data was classified into groups according to the travel time period of the day and week. The model works as follows: To calculate the arrival time of the bus, for instance at the seventh station, the model first estimates the bus’s travel time to the first three stations as if it is a short-distance prediction. Then, the
model adds this travel time to the historical bus’s travel time data from the fourth station to the seventh station. Like the other models that depend heavily on historical data, this model is not ideal for busy areas or for a city that has changeable weather because it does not take into account the factors that affect road conditions at the time of the current day. Indeed, the ridership always needs to have the travel time updated, especially when the traffic is abnormal.

The authors of [76] proposed a model to predict the bus’s arrival time based on historical data and real-time data. The model has two algorithms: short-distance prediction based on the real-time traffic conditions, and long-distance prediction based on k-Nearest Neighbors (KNN). The short-distance prediction algorithm predicts the arrival time at the bus stops that are located in the next three kilometres. The total running time of the line is divided into link travel time and dwell time. The average speed of the same link for the last ten minutes is calculated and updated every two minutes. Therefore, the arrival time can be predicted from real-time data and delay time. On the other hand, long-distance prediction is made for bus stops that are more than three kilometres away from the bus’s current location based on KNN. The model outperforms ANN and KNN alone with no real-time data in terms of the algorithm accuracy and efficiency.

2.4 Dwell Time Prediction Models

Dwell time plays a key role in the bus’s total travel time prediction which is defined as the length of time that the transit vehicle takes at the bus stop or station in order to service the passengers who board or alight the transit vehicle. The time extends from when the doors are opened until when they are closed [77] [78][79]. Some models do not predict dwell time separately from the running time when they predict the total travel time or the arrival time, so they just ignore the effectiveness of the dwell time. Indeed, the dwell time consumes up to 26%
of the bus’s total travel time, especially at busy bus stops or during the rush hour [80]. The factors that have an effect on dwell time are listed in the *Transit Capacity and Quality of Service Manual* as follows: the volume of boarding and alighting passengers, method of fare payment, in-vehicle passengers’ movement, and the space of the bus stop [81]. Other factors which affect the dwell time are time of day, type of route, and type of vehicle [82].

In [80], the authors developed four linear and nonlinear models to estimate the bus’s dwell time by using APC. Model A, which is a simple linear model, considers dwell time as the dependent variable and the total number of boarding and alighting passengers as the independent variables. Model B, which is a multivariate linear model, considers dwell time as the dependent variable and the number of boarding and alighting passengers separately as the independent variables. This model needs the passengers to be defined as either boarding or alighting, and it assumes that the rates of boarding and alighting are independent. Model C, which is a multivariate nonlinear model, treats the number of boarding, alighting, and standee passengers as independent variables. Also, it looks at the relation between the boarding and alighting rates and crowding level as inverse. Model D, which is a nonlinear model, counts the relation between the dwell time and total number of passengers as nonlinear. In conclusion, model C generally outperformed the other models.

The authors of [75] predicted the dwell time for the next three coming stops by calculating the average dwell time of the bus at any one of these three stations for the past hour. They calculated the average dwell time as follows: the summation of departure times of the bus at any station minus the arrival times of the same bus for the buses that pass by the station in the last hour divided by the number of buses that pass by the station. The dwell time prediction in this model depends on the last hour’s data; therefore, if an incident occurs on the route for only
one hour, it will affect the dwell time for the next hour. That means that the predicted dwell time will be affected for two hours. Also, the model does not take into account the number of boarding and alighting passengers which changes from hour to hour.

The author of [83] used six multiple regression models to estimate the difference between bus’s dwell time when different payment methods are used and other factors such as the age of the passenger and the effects of interactions between the boarding, alighting, and standing passengers. Also, the author measured the effect of the bus having a high floor level, a low floor level, and steps by its doors. At each tested bus stop, the following information was recorded: the time when the doors opened and closed, the number of boarding passengers and their payment methods (i.e. prepaid card, cash, cash with change back, student pass, or tickets that need to be stamped by the driver), and the number of alighting passengers and their age (i.e. students, adults, or seniors). The study shows three scenarios for the dwell time of a bus to board 100 passengers: it takes 4.4 minutes if the passengers pay outside the vehicle such as at the station entrance; it takes 7.7 minutes if the passengers pay by cash or prepaid card with magnetic strip; and it takes 19.8 minutes if the passengers pay by cash. Therefore, this shows the effect of passengers’ payment methods on dwell time. When payment method is upgraded, then dwell time decreases by more than 22%. Also, the study proves that the buses with steps require longer dwell times than those which do not have steps. As well, the study shows that senior passengers take a longer time to board and to alight the bus than younger passengers. Finally, friction between boarding, alighting, and standing passengers causes a longer dwell time. This was the first study to compare the effects of fare payment methods and passenger age on bus dwell time.

The authors of [84] proposed a model to estimate the bus dwell time that contains an algorithm to predict boarding and alighting passengers and an algorithm to estimate bus dwell
time. The first algorithm uses historical data and information about the previous bus on the current day to predict the number of boarding and alighting passengers. Also, the algorithm considers the bus’s capacity by counting alighting passengers, boarding passengers, and passengers who could not find space on the bus. The second algorithm considers two situations: boarding from the front door and alighting from the rear door; and boarding and alighting from all doors. The algorithm also considers the crowding affect. In comparison to previous models used for the same route, the model provides better estimation — especially in areas with a high occupancy of vehicles.

In [85], the authors developed a model to estimate bus dwell time by using four different time series-based methods of random walk, exponential smoothing, moving average, and autoregressive integrated moving average. AVL system was used to collect the historical data. The historical data was classified based on three categories of time of day: morning peak, morning inter peak, and evening peak. For the bus stops that were chosen to be in the study, some are located in CBD and others are located in non-CBD areas. The four models were ranked according to their accuracy, simplicity, and robustness. Overall, the moving average model outperformed the other three methods for bus stops that are located in CBD areas. Overall, exponential smoothing model shows better results than other models in terms of robustness. For non-CBD bus stops, autoregressive integrated moving average model outperforms other models overall; however, moving average model shows the worst performance for non-CBD bus stops.

In [78], the authors defined a new variable that affects the dwell time. The total bus stop time (TBST) is the time from when the bus manoeuvres into the bus stop until the bus leaves the bus stop and successfully merges to the traffic stream. The TBST includes the dwell time. For this study the authors selected 30 bus stops that are located near intersections and another 30 bus stops...
stops that are located at mid-blocks in order to prove the effect of the new variable. The data was collected manually on weekdays during three periods: 7:00 a.m. to 10:00 a.m., 12:00 p.m. to 2:30 p.m., and 4:00 p.m. to 6:00 p.m. The data that was collected includes bus stop ID number, bus route number, arrival time of the bus at the bus pad, number of passengers alighting and boarding, time for the doors to open and close, length of time for the bus to leave the bus pad after the doors have closed, whether the parking next to the bus stop is permissible or not, number of lanes in the street, and bus pad’s length. The data was collected under normal weather conditions. The authors developed a regression model based on the time of day and the type of bus stop. TBST was defined based on the following parameters: dwell time, number of boarding passengers, parking allowance in the street, number of approach lanes, bus pad’s length, and number of alighting passengers. According to the study’s results, the bus’s dwell time was between 20 and 29 seconds at bus stops at intersections and TBST was between 42 and 67 seconds. On the other hand, the dwell time at bus stops mid-block was between 17 and 19 seconds and TBST was between 31 and 36 seconds. This study depends on manually recorded data because there are differences between AVL/APC data and field data. This makes the calculation and estimation of TBST not practical for the operators. However, this approach would be more beneficial if it depended on automatic recording of data without human interference.

The authors of [86] proposed a model to predict bus dwell time at a bus station based on KNN algorithm. The authors took into account two main factors that affect bus dwell time: passengers’ demands and traffic conditions. Passengers’ demands make the bus spend a longer time at the bus station serving passengers, and traffic conditions affect the bus’s headway which leads to more passengers waiting for the bus at the bus station. The authors assumed that there is
a similarity between the current dwell time at a bus station and the previous day’s dwell time at the same bus station at the same time of day. The model uses the dwell time of the bus at the upstream as an input to the KNN algorithm, and this was estimated first. Also, the model uses historical data divided into four groups: morning peak on weekdays, off-peak on weekdays, evening peak on weekdays, and weekends. Finally, the model predicts bus dwell time at downstream stations as follows: a) find the historical data recorded by GPS, b) find the upstream data, and c) calculate the dwell time by using KNN. The model performs better than average dwell time method and KNN method based on total data. When the GPS data is processed, any data with a speed of zero and within 50 metres from the bus station is considered to be dwell time data. Therefore, the stations that are located next to traffic lights or intersection are less accurate in their historical dwell time data because the time the bus stops at the intersection might be considered a part of the bus station’s dwell time if the intersection is less than 50 metres away.

In [87], a model was developed to estimate the bus’s dwell time and time lost serving the stop. The model defined three factors that have an effect on the dwell time and cause the serving stop to lose time. These factors are bus’s acceleration and deceleration times, serving boarding and alighting passengers, and bus’s dead time at bus stop. Specifically, the model assumed that the bus deceleration rate is 1.2m/s² and the acceleration rate is 1.0m/s². The authors used a polynomial model incorporating kinematics to estimate the bus’s acceleration starting from the second its doors are closed. Then, the model predicts the time to serve boarding and alighting passengers by assuming that the doors’ opening and closing takes two to five seconds. After that, the model defines the door/doors as being used for boarding, alighting, or both. Then, the serving time for each boarding or alighting passenger is multiplied by the number of boarding or
alighting passengers. The busiest door, which takes a longer time to serve passengers, is taken into account while the rest of the door/doors are ignored. The third part, which is the bus’s dead time at the bus stop, has four components. These components are average delay for re-entering the traffic, bus stop failure time, boarding lost time, and traffic signal delay. The model considers re-entering the traffic as a function of capacity and the degree of saturation. The total estimated bus’s dwell time and time lost serving stop is the summation of the three factors. This model does not depend on technologies such as AVL and APC that can help with real-time information in a dynamic model.

2.5 Summary

This chapter presents a review of AVL/APC systems’ technologies used in APTS to provide real-time data information to the control centre. Section 2.3 offers a literature review of the models that predict bus’s travel, running, and arrival times. This section also presents an overview of the most common models that are used to predict travel time, namely historical average models, regression models, Artificial Neural Network (ANN), and Kalman filtering (KF). In addition, the chapter presents a literature review on bus travel time prediction models that do not follow these techniques. According to this literature review, historical average models are not accurate when the traffic conditions are not normal. Also, for short-term prediction, KF model outperforms regression models and ANN models because it is dynamic with simple calculation. KF model performs very well as a dynamic model, because it does not take a long time to make predictions and it does not go through learning and training stages. The last section in Chapter 2 outlines a survey of the models that are used to predict bus’s dwell time. The next chapter, Chapter 3, presents the methodology of the thesis’s proposed model.
Chapter 3

3 System Model

3.1 Kalman Filter Overview

Kalman filter (KF) is an optimal estimator method that aims to remove information that is known to have error, noise, or uncertainty from useful information. In fact, KF is one of the greatest discoveries of the twentieth century in the field of statistical estimation theory. KF helps to control any dynamic system by estimating what will happen. First, from the observed data, KF understands what the system has done in the past. Next, based on this information, KF predicts the future stages for the system. One feature of KF is that it does not require the entire data to be
input in order to initiate the estimation. Instead, KF starts estimating by using the data that is available at that time. Essentially, KF estimates by understanding the variation or the uncertainty of these data inputs, and KF continues to update the estimation as new data arrives. Another feature of KF is its fast estimation process due to its simple equations. Therefore, KF is a good option for tracking a dynamic system such as ITS or IPTS. In fact, KF has many applications. These include locating a mobile station in mobile communication [88]; in a power system in harmonic distortion and voltage events [89]; in robot vision [90]; in a navigation system [91][92]; and in finance[93] [70][94][95].

KF is comprised of three necessary calculations: Kalman gain, current estimate, and new error in the estimate. Figure 3.1 illustrates how KF works [94].

Figure 3.1 General block diagram of Kalman Filter [94]

3.1.1 Kalman Filter Equations

At any time, KF model assumes that the state of a system at time $t$ has evolved from the previous state at time $t-1$ according to the following equation (3.1)[96]:
\[ x_t = F_t x_{t-1} + B_t u_t + w_t \]  

(3.1)

Where:

\( x_t \) is the state vector of the estimation (e.g., position, velocity, heading) at time \( t \);

\( u_t \) is any control input (e.g. in case of tracking a vehicle speed, \( u_t \) is steering angle, throttle setting, braking force) at time \( t \);

\( F_t \) is the state transition matrix of the process from the state at \( t-1 \) to the state at \( t \);

\( B_t \) is the control input parameters matrix that affect vector \( u_t \);

\( w_t \) is the process’s white noise for each parameter in the state vector with known covariance; and

\( t \) is time indices with \( t = 0, 1, 2… \)

Alternatively, the measurements or observations of the system can be modelled according to the following form:

\[ z_t = H_t x_t + v_t \]  

(3.2)

Where:

\( z_t \) is the actual measurement of \( x \) at time \( t \);

\( H \) is the transformation matrix from state vector of the estimation into the measurement domain;

and

\( v_t \) is the measurement noise that is assumed to be with zero mean and known covariance.

Figure 3.2 which shows the dynamics and observation (measurement) model, represents equations (3.1) and (3.2).
Like any system, the system presented in Figure 3.3 has an input $u_t$, an output $z_t$, and the state that needs to be estimated $x_t$. While equations (3.1) and (3.2) represent this model, they do not reflect the true value $x_t$ because they are measurement noise $v_t$ and process noise $w_t$. Since this does not reflect the true value of $x_t$, the mathematical model of the system (prediction) might help to estimate $x_t$. $u_t$ can be used as the input of the system’s mathematical model to give an estimation of the system’s output; therefore, the predicted state estimate $\hat{x}_t$ can be calculated. In fact, the estimation is imperfect — not because of the mathematical shortage, but because of the process noise $w_t$. At this point, KF can play a role in obtaining an estimation of $x_t$, even if the measurement and process noise are there. By combining $z_t$ and $\hat{x}_t$, this estimation is close to perfect. The optimal estimate is found by multiplying the prediction $\hat{x}_t$ and the measurement $z_t$ probability. The equation (3.3) is the result of this multiplication [96][97].
\[ x_t = F_t x_{t-1} + B_t u_t + w_t \]
\[ z_t = H_t x_t + v_t \]
\[ \hat{x}_t = F_t \hat{x}_{t-1} + B_t u_t \]
\[ \hat{z}_t = H_t \hat{x}_t \]

Figure 3.3 Prediction state and measurement state block diagram

The first part of equation (3.3) \( F_t \hat{x}_{t-1} + B_t u_t \) predicts the current state by using the state estimation from the previous time step and the current input. This is called the priori estimate because it is calculated before the current measurement is taken. The priori estimate is denoted as \( \hat{x}_t \). Therefore, equation (3.3) can be rewritten in a new form as in equation (3.4). The second part of equation (3.3) \( G(z_t - H_t(F\hat{x}_t + B_t u_t)) \) uses the measurement combined with the prediction to update the priori estimate. The result, which is called posteriori estimate, is equation (3.4).

\[ \hat{x}_t = \hat{x}_t + G(z_t - H_t \hat{x}_t) \]  \hspace{1cm} (3.4)

The process of KF basically consists of the two following parts:

1. Predictions (time update): Predictions are responsible for estimating the a priori state estimate and the covariance of the prior error estimates for the next time step (t) from the previous time step (t-1). The time update can be formulated as:
\[
\hat{x}_t = F_t \hat{x}_{t-1} + B_t u_t \tag{3.5}
\]
\[
\bar{P}_t = F_t P_{t-1} F^T + Q \tag{3.6}
\]

Where:

\(\bar{P}_t\) is the variance of the a priori estimate;

\(P_t\) is the estimated state error covariance matrix at time \(t\); and

\(Q\) is the process noise covariance associated with control input noise.

2. Measurements update (correction): Measurements improve the prediction process by updating the computed Kalman gain, posteriori state estimate, and posteriori state error covariance. The measurement process step uses the priori estimates from equation (3.5) and then updates these estimates by using equation (3.7) to find a posteriori estimation of the state and the error covariance. The equations of the measurements update are as follows:

\[
G_t = \frac{\bar{P}_t H^T H_t^T}{H_t \bar{P}_t H_t^T + R_t} \tag{3.7}
\]
\[
\hat{x}_t = \hat{x}_t + G_t (z_t - H_t \hat{x}_t) \tag{3.8}
\]
\[
P_t = \bar{P}_t - K_t H_t \bar{P}_t \tag{3.9}
\]

Where:

\(G_t\) is Kalman filter gain; and

\(R_t\) is the covariance of the measurement noise.

Therefore, the time update forecasts the future state estimate, and then the forecasted estimate is adjusted by actual measurements. In equation (3.8), if the gain is high, KF place more weight on the measurements. In contrast, if the gain is low, KF place more weight on prediction. Figure 3.4 shows the KF model block diagram. In this diagram the upper part is the filter model and the lower part is the filter process [98].
3.2 The Proposed Travel Time Prediction Model

The bus’s total travel time is the summation of the bus’s running time between bus stops and the bus’s dwell time at these bus stops. To obtain a more accurate travel time prediction, the proposed model predicts the running time and the dwell time separately because the dwell time consumes a significant amount of the bus’s travel time. Thus, three algorithms are proposed in this thesis to predict the bus’s total travel time. The long-distance prediction algorithm and short-distance prediction algorithm are used to predict the running time. The dwell time algorithm is used to predict the amount of time that the bus spends at each bus stop. Furthermore, these algorithms are KF-based which is reliant on historical data and AVL and APC systems’ real-time data. In fact, KF is widely used in many research areas, particularly in the autonomous and navigation fields. KF is advantageous because of its ability to make predictions and adjustments for the model with each new measurement and for its ease of use in terms of computational
algorithms. AVL and APC systems keep the model dynamic while strengthening the system to react to any incidents that may occur on the bus route such as bad weather conditions, road construction, and accidents. We assumed, wireless communication means are perfect.

### 3.2.1 Historical Data

As mentioned above, historical data is one of two sources that the model relies on. When the data centre receives the bus’s data through AVL and APC systems, this data is stored in different categories for efficient use. The data that is recorded from AVL systems includes the bus’s location, speed, and arrival and departure times at bus stops. On the other hand, the APC system provides data about the number of boarding and alighting passengers and the number of times that the bus wheelchair ramp is used.

It is assumed that the traffic patterns differ from day-to-day during the week; however, the traffic pattern of a day is similar to the traffic pattern of the same day of the previous week. Therefore, the data centre classifies AVL/APC data in the historical database where it is stored in categories. Each category contains the data for one day (i.e. Mondays, Tuesdays, Wednesdays…etc.) and the data of that day is divided into subcategories. Each subcategory represents a period of time on that day. For example, the data for Mondays is organized into hourly subcategories (e.g., from 01:00 p.m. to 02:00 p.m.). This continues for the rest of the day’s time periods and for all of the days of the week.

### 3.2.2 Bus Running Time Prediction Algorithms

To predict the bus’s running time, the model has two algorithms. These are long- and short-distance prediction algorithms. The following two subsections explain these two algorithms.
3.2.2.1 Long-Distance Prediction Algorithm

The moment when a bus, for example bus \((B)\), closes its doors at bus stop \((i+1)\) and departs, the long-distance prediction algorithm predicts the running time. The running time is the time the bus takes to travel from one stop to the next stop. This does not include the dwell time of the bus up to the downstream stop. This algorithm uses the historical average speed data for each link \((l+(n-1))\) and the observed speed of the previous bus \((B-1)\) for the same link on the same day. The link is the interval between two bus stops that are located next to each other as Figure 3.5 illustrates. The KF equations for the running time prediction algorithm have been structured as follows [49],[71] and[99]:

\[
\begin{align*}
g_{l+1} &= \frac{e_l + VAR_{out}}{VAR_{in} + VAR_{out} + e_l} \\
\alpha_{l+1} &= 1 - g_{l+1} \\
e_{l+1} &= VAR_{in} \times g_{l+1} \\
PS_{t+1} &= \alpha_{l+1} \times obs_{B-1, l+1} + g_{l+1} \times HAS_{l+1}
\end{align*}
\]

Where:

\(g\) is the filter-gain;

\(e\) is the filter-error;

\(VAR_{out}\) is the prediction variance;
VAR$_{in}$ is the historical data variance;

$a$ is the loop-gain;

$PS_{l+1}$ is the predicted speed for the link ($l+1$);

$obs_{B-1,l+1}$ is the observed “actual” speed of bus ($B-1$) at link ($l+1$);

$HAS_{l+1}$ is the average speed of the historical data (for the same day and time period) for the link ($l+1$); and

$n$ is the number of the bus stops on the route.

Since each link has its own historical bus speed data which differs from any other link, $VAR_{in}$ must be calculated for each link by using the data of the previous days.

\[
VAR_{in} = VAR \left[ hs_1, hs_2, hs_3, \ldots, hs_N \right]
\]  \hspace{1cm} (3.14)

Where:

$hs$ is the observed speed for the link from the previous days; and

$N$ is the number of historical days.

For a random variable, the variance is defined as follows:

\[
E(X) = E[(X - E[X])^2]
\]  \hspace{1cm} (3.15)

\[
E(X) = HAS = \frac{hs_1 + hs_2 + hs_3 + \cdots + hs_N}{N}
\]  \hspace{1cm} (3.16)

In order to calculate $VAR_{in}$, the $\Delta$ for each historical day’s speed $N$ must be calculated as follows:

\[
\Delta_1 = (hs_1 - HAS)^2
\]  \hspace{1cm} (3.17)

\[
\Delta_2 = (hs_2 - HAS)^2
\]  \hspace{1cm} (3.18)

\[\vdots\]

\[
\Delta_N = (hs_N - HAS)^2
\]  \hspace{1cm} (3.19)

Now $VAR_{in}$ is calculated as in the following equation:
\[ VAR_{in} = \frac{\Delta_1 + \Delta_2 + \Delta_3 + \cdots + \Delta_N}{N} \]  \hspace{1cm} (3.20)

Now, \( VAR_{out} \) is the only one left without calculation because \( VAR_{out} \) depends on the variance of the prediction and the corresponding future observation which are not yet available. To obtain these data, both the prediction and the trip must be made. However, once they have been made, then there is no need to predict the running time. Thus, if the prediction is a good prediction, then the \( VAR_{out} \) equals the \( VAR_{out} \) and they are equal to \( VAR \). Therefore, equations (3.10) and (3.12) can be formulated as:

\[ g_{l+1} = \frac{e_l + VAR}{e_l + 2 \times VAR} \]  \hspace{1cm} (3.21)

\[ e_{l+1} = VAR \times g_{l+1} \]  \hspace{1cm} (3.22)

Now, when the bus closes its doors before departing a bus stop, the long-distance prediction algorithm predicts the running time between each coming link to the downstream stop by using equations (3.21), (3.11),(3.22) and (3.13) respectively as follows:

\[ PRT_{B,(i+1,i+2)} = \frac{Dis_{l+1}}{PS_{l+1}} \]  \hspace{1cm} (3.23)

Where:

\( PRT_{B,(i+1,i+2)} \) is the predicted running time from bus stop \((i+1)\) to \((i+2)\) for bus \( B \); and

\( Dis_{l+1} \) is the fixed distance between two bus stops \((i+1)\) and bus stop \((i+2)\).

Thus, the bus’s predicted arrival time at the next bus stop depends on the actual departure time of the bus from the previous bus stop which AVL system provides. The following equation calculates the bus’s predicted arrival time at the next bus stop:

\[ PAT_{B,(i+2)} = ADT_{B,(i+1)} + PRT_{B,(i+1,i+2)} \]  \hspace{1cm} (3.24)

Where:
$PAT_{B,(i+2)}$ is the predicted arrival time of bus $B$ at bus stop $(i+2)$; and

$ADT_{B,(i+1)}$ is the actual departure time of bus $B$ from bus stop $(i+1)$.

### 3.2.2.2 Short-Distance Prediction Algorithm

The short-distance prediction algorithm predicts the bus’s running time from its current location to the upcoming bus stop. Specifically, the AVL systems that are installed in every bus frequently send updated data on the bus’s location to the control centre (i.e. every 15 or 20 seconds) and this time denotes $t_{update}$. The interval period between two updates is called a mini link ($ml$), as shown in Figure 3.6, so every link ($l$) has many ($ml$). Then, the KF-based algorithm predicts the time remaining before reaching the next bus stop.

After $t_{update}$ of the bus leaving a bus stop, the AVL system sends an update ($NAVL$ update) of the bus’s location to the control centre. The algorithm calculates the past distance which is the distance from the last bus stop ($i$) or the bus’s location at the time of the last update to the bus’s location when it sends the update. At this moment the last mini link’s average speed (observed average speed of the last mini link) can be calculated. Also, the observed average speed of the past mini link/links can be calculated. The algorithm uses the last mini link’s observed speed as the observed speed and the average speed/speeds of the past mini link/links as the historical average speed. After that, the model predicts the remaining time for the link’s remaining distance. The follow equations show how the algorithm works (assuming that the bus is at the 2nd AVL update heading toward bus stop $i+1$).
\[ g_{rd} = \frac{e_{ml+1} + VAR}{e_{ml+1} + 2 \times VAR} \]  

\[ e_{ml+1} = VAR \times g_{rd} \]  

\[ a_{rd} = 1 - g_{rd} \]  

\[ PS_{rd} = a_{rd} \times obs_{ml+1} + g_{rd} \times OAS \]  

Where:

- \( PS_{rd} \) is the predicted speed of the remaining distance to the next bus stop (from 2\(^{nd} \) AVL update to the \((i+1)\));
- \( obs_{ml+1} \) is the observed average speed of the last mini link \((ml+1)\); and
OAS is the average speed of the entire past mini link/links (ml & ml+1) speed.

The observed average speed for the last mini link (obs_{ml+1}) can be calculated in the following steps. The AVL system provides the past distance from the last bus stop to the bus’s current location (Pdis_{2nd AVL update}). The distance of the last mini link can be formulated as follows:

\[ dis_{ml+1} = Pdis_{2nd AVL update} - Pdis_{1st AVL update} \]  \hspace{1cm} (3.29)

Where:

dis_{ml+1} is the distance of (ml+1).

Thus,

\[ obs_{ml+1} = \frac{dis_{ml+1}}{t_{update}} \]  \hspace{1cm} (3.30)

Where:

t_{update} is the frequent time that AVL sends an update to the control centre.

Then, the variance (VAR) can be calculated as follows:

\[ VAR = VAR \left[ obs_{ml}, obs_{ml+1}, obs_{ml+2}, \ldots, obs_{ml+N AVL update} \right] \]  \hspace{1cm} (3.31)

The average speed for all past mini links is calculated as:

\[ OAS = \frac{obs_{ml} + obs_{ml+1} + obs_{ml+2} + \cdots + obs_{ml+N AVL update}}{N AVL update} \]  \hspace{1cm} (3.32)

To calculate VAR, the \( \Delta \) for each past mini link/links has to be calculated as in equations (3.33) to (3.36). However, \( \Delta_1 \) will equal zero because the observed speed at (obs_{ml}) equals OAS at the 1st AVL update. Therefore, obs_{ml} will be equal to the average of obs_{ml} and the historical average speed of the entire link (HAS).
\[ \Delta_1 = \left( \frac{HAS + obs_{ml} - OAS}{2} \right)^2 \]  
(3.33) 

\[ \Delta_2 = (obs_{ml+1} - OAS)^2 \]  
(3.34) 

\[ \Delta_3 = (obs_{ml+2} - OAS)^2 \]  
(3.35) 

\[ \vdots \]  

\[ \Delta_{N_{AVL\,update}} = (obs_{ml+N_{AVL\,update}} - OAS)^2 \]  
(3.36) 

Thus, 

\[ VAR = \frac{\Delta_1 + \Delta_2 + \Delta_3 + \cdots + \Delta_{N_{AVL\,update}}}{N_{AVL\,update}} \]  
(3.37) 

Now, the speed for the remaining distance \( PS_{rd} \) from the bus’s current location to the next stop can be predicted by using equation (3.28). This means that the predicted running time to the next bus stop can be also calculated. However, the algorithm first checks the remaining distance \( Rdis \) to the next bus stop \((i+1)\) equation (3.38). If the remaining distance is greater than zero, then the algorithm predicts the running times for the remaining distance \( PRT \). Otherwise, the bus has already arrived at the next bus stop. The algorithm also checks the \( N_{AVL\,update} \times t_{update} \). If \( N_{AVL\,update} \times t_{update} \) becomes greater than the bus’s headway, then the algorithm considers the bus’s status to be out of control.

\[ Rdis_{N_{AVL\,update},i+1} = Dist_1 - Pdis_{2nd_{AVL\,update}} \]  
(3.38) 

\[ PRT_{N_{AVL\,update},i+1} = \frac{Rdis_{N_{AVL\,update},i+1}}{PS_{rd}} \]  
(3.39) 

When the bus arrives at the next stop, the summation of \( obs_{ml+N_{AVL\,update}} \) is the observed speed for the link \((l)\). This speed is recorded on the database as historical to be used as \( h_{SN} \) in next week’s prediction for the same day and time period.
3.2.3 Bus Dwell Time Prediction Algorithm

The dwell times for a bus at the upcoming bus stops are predicted every time the bus closes its doors and departs a bus stop. The algorithm predicts the number of boarding and alighting passengers and the number of passengers with wheelchairs. The algorithms use the historical data from the same day and time period from the previous weeks and the data from the last trip on the same day to predict the dwell time. The following equations show how the dwell time prediction algorithm works:

\[ g_{i+1} = \frac{e_i + VAR}{e_i + 2 \times VAR} \]  
(3.40)

\[ e_{i+1} = VAR \times g_{i+1} \]  
(3.41)

\[ a_{i+1} = 1 - g_{i+1} \]  
(3.42)

\[ PPAR_{i+1} = a_{i+1} \times obs_{B-a.t+1} + g_{i+1} \times HAP_{i+1} \]  
(3.43)

Where:

- \( PPAR_{i+1} \) is the predicted passenger arrival rate to the bus stop;
- \( obs_{B-a.t+1} \) is the actual passenger arrival rate for the previous bus \((B-1)\) at bus stop \((i+1)\); and
- \( HAP_{i+1} \) is the historical average passenger arrival rate (for the same day and time period) at bus stop \((i+1)\).

Now that the passenger arrival rate to the bus stop has been predicted, it is possible to estimate the number of boarding passenger after knowing the bus’s headway. The following equation, (3.44), is used to predict the bus’s headway:

\[ PH_{B-1,B} = PAT_{B,(i+2)} - AAT_{B-1,(i+2)} \]  
(3.44)

Where:

- \( PH_{B-1,B} \) is the predicted headway between bus \( B-1 \) and \( B \) at bus stop \((i+2)\); and
\( AAT_{B-1,(i+2)} \) is the actual arrival time of the previous bus \( B-I \) at the bus stop \((i+2)\).

The predicted number of passengers that board \( PPN_{i+2} \) at bus stop \((i+2)\) is expressed in the following equation:

\[
PPN_{i+2} = PPAR_{i+2} \times PH_{B-1,B} 
\]

(3.45)

Thus, predicting the arrival rate of passengers who use wheelchairs follows the same method that is used to predict the arrival rate of other passengers but with a change in the input of the algorithm. The input data of wheelchair passengers’ arrival rate prediction \( (Pw) \) consists of the historical data of the wheelchair passengers’ arrival rate to the bus stop and the observed wheelchair passengers’ arrival rate data on the last trip. Moreover, every time the bus’s wheelchair ramp is used, the APC system records a passenger with a wheelchair boarding or alighting the bus.

The prediction for boarding passengers with wheelchairs \( PPNw_{i+2} \) at bus stop \((i+2)\) is calculated by the following equation:

\[
PPNw_{i+2} = Pw_{i+2} \times PH_{B-1,B} 
\]

(3.46)

Also, the prediction for alighting passengers without wheelchairs is calculated by the following equations:

\[
g_{i+1} = \frac{e_i + VAR}{e_i + 2 \times VAR} 
\]

(3.47)

\[
e_{i+1} = VAR \times g_{i+1} 
\]

(3.48)

\[
a_{i+1} = 1 - g_{i+1} 
\]

(3.49)

\[
PAP_{i+1} = a_{i+1} \times obs_{B-a_i+1} + g_{i+1} \times HAAP_{i+1} 
\]

(3.50)

Where:

\( PAP_{i+1} \) is the predicted number of alighting passengers at bus stop \((i+1)\);
obs_{B-a,i+1} \) is the observed number of alighting passengers at bus stop \((i+1)\) from the previous bus \((B-1)\); and

\( HAAP_{i+1} \) is the historical average number of alighting passengers at bus stop \((i+1)\).

To calculate the predicted number of alighting passengers who use wheelchairs \( AP_w \), the same equations are used by changing the input data.

Due to the bus’s limited capacity, the bus may eventually run out of space. The model calculates the capacity of the bus as follows, assuming that each wheelchair is equal to 3 passengers:

\[
S_{B,(i+2)} = S_{B,(i+1)} - (PAP_{i+2} + 3 \times AP_w_{i+2}) + (PPN_{i+2} + 3 \times PPNw_{i+2})
\]

(3.51)

\[
Pass_{left\,(i+2)} = \begin{cases} 
0, & S_{B,(i+2)} \leq C_B \\
S_{B,(i+2)} - C_B, & S_{B,(i+2)} > C_B 
\end{cases}
\]

(3.52)

Where:

\( S_{B,(i+1)} \) is the bus’s \( B \) actual number of passengers when it leaves the bus stop \((i+1)\);

\( C_B \) is the bus’s \( B \) maximum capacity; and

\( Pass_{left} \) is the number of passengers that are left behind at the bus stop due to the bus being at full capacity.

Then, when the bus departs the bus stop, the actual number of passengers \((i+2)\) is:

\[
S_{B,(i+2)} = \begin{cases} 
S_{B,(i+2)}, & S_{B,(i+2)} \leq C_B \\
C_B, & S_{B,(i+2)} > C_B 
\end{cases}
\]

(3.53)

Now, the dwell time prediction is the summation of the service time at the busiest door for the alighting and boarding passengers. At each door, the alighting serving time is calculated as follows:

\[
AST_{m,(i+2)} = (PAP_{i+2} \times \beta) + (APw_{i+2} \times \beta_w)
\]

(3.54)

Where:
$m$ is the door number;

$AST_{m,(i+2)}$ is the alighting serving time for passengers at door $m$ at bus stop $(i+2);$

$\beta$ is the alighting serving time for passengers; and

$\beta_w$ is the alighting serving time for passengers with wheelchairs.

Then, the serving time for boarding passengers at each door is calculated as follows:

$$BST_{m,(i+2)} = \left( (PPN_{i+2} - Pass_{left}) \times \rho \right) + (PPN_{i+2} \times \rho_w) \quad (3.55)$$

Where:

$BST_{m,(i+2)}$ is the boarding serving time for passengers at door $m$ at bus stop $(i+2);$

$\rho$ is the boarding serving time for passengers; and

$\rho_w$ is the boarding serving time for passengers with wheelchairs.

The dwell time $DT_{B,(i+2)}$ for bus $B$ at bus stop $(i+2)$ is:

$$DT_{B,(i+2)} = \sigma + \max_{1-m}\{BST_{m,(i+2)} + AST_{m,(i+2)}\} \quad (3.56)$$

Where:

$\sigma$ is the length of time for the door to open and close.

### 3.3 How the Model Works

This section shows how previous algorithms work together to predict the bus’s total running time to the downstream stop and how the model adjusts the prediction.

Now, from the two previous sections, the predicted running time and the dwell time are predicted, so the total running time $TRT_{B,(i+1,i+2)}$ from a bus stop (i.e. $(i+1)$) to when the bus closes its doors and departs from the next bus stop $(i+2)$ can be calculated. The total running
time is the summation of the predicted running time between the two stops $PRT_{B,(i+1,i+2)}$ and the dwell time at the stop $DT_{B,(i+2)}$.

$$T_{RTB,(i+1,i+2)} = PRT_{B,(i+1,i+2)} + DT_{B,(i+2)} \quad (3.57)$$

Next, the predicted departure time $P DT_{B,(i+2)}$ for bus $B$ from bus stop $(i+2)$ can be predicted by the following equation:

$$PDT_{B,(i+2)} = PAT_{B,(i+2)} + DT_{B,(i+2)} \quad (3.58)$$

The model follows the same process for the upcoming bus stops. In other words, the model predicts the running time for the link $(l)$ and the dwell time at the bus stop $(i+1)$ that is located at the end of the link. Next, the model calculates the next link $(l+1)$ and the dwell time at the bus stop that is located at the end of this link. This process continues for all of the upcoming links and stops. The model repeats this process every time the bus departs a bus stop. While the bus is running from one bus stop to the next bus stop, the model keeps adjusting the running time prediction to the next stop using short-distance prediction algorithm. The total running time is then updated.
Chapter 4

4 Simulation Results

4.1 Introduction

Using the model proposed in Chapter 3, this chapter presents the prediction of the travel time’s results. The simulation environment was built using MATLAB. Section 4.2 presents the simulation setting and assumptions, section 4.3 presents the performance results, and section 4.4 presents the results’ validation.

4.2 Simulation Setting and Assumptions

The bus simulated route is shown in Figure 4.1. The length and the maximum speed of each link are presented in Table 4.1. The route is assumed to be located in a busy area (i.e. downtown) and the bus is assumed to be running during peak time (07:45:00 AM). The bus headway is also assumed to be five minutes (300 seconds). The assumptions are based on a publish data from the bus service provider. The incidents that might occur on the bus’s route are assumed to follow Poisson distribution.
**Figure 4.1 Map of the bus route**

<table>
<thead>
<tr>
<th>Link</th>
<th>Length (m)</th>
<th>Maximum speed (km/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link 1 (from bus stop 1 to bus stop 2)</td>
<td>650</td>
<td>40</td>
</tr>
<tr>
<td>Link 2 (from bus stop 2 to bus stop 3)</td>
<td>700</td>
<td>60</td>
</tr>
<tr>
<td>Link 3 (from bus stop 3 to bus stop 4)</td>
<td>2100</td>
<td>80</td>
</tr>
<tr>
<td>Link 4 (from bus stop 4 to bus stop 5)</td>
<td>800</td>
<td>60</td>
</tr>
<tr>
<td>Link 5 (from bus stop 5 to bus stop 6)</td>
<td>980</td>
<td>60</td>
</tr>
<tr>
<td>Link 6 (from bus stop 6 to bus stop 7)</td>
<td>870</td>
<td>60</td>
</tr>
<tr>
<td>Link 7 (from bus stop 7 to bus stop 8)</td>
<td>500</td>
<td>40</td>
</tr>
<tr>
<td>Link 8 (from bus stop 8 to bus stop 9)</td>
<td>790</td>
<td>40</td>
</tr>
</tbody>
</table>
Based on *Transit Capacity and Quality of Service Manual*, the parameters presented in Table 4.2 were used in the simulation.

**Table 4.2 Simulation Parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bus Capacity</strong></td>
<td>Bus length 60 ft., low floor level, 3 passenger doors, 64 seated passengers, and 24 standees</td>
</tr>
<tr>
<td><strong>Alighting passengers</strong></td>
<td>25% of alighting passengers leave the bus from the front door and the remainder of alighting passengers leave the bus from the two rear doors equally.</td>
</tr>
<tr>
<td><strong>Boarding passengers</strong></td>
<td>Passengers board equally from all doors.</td>
</tr>
<tr>
<td><strong>Serving time for alighting passengers</strong></td>
<td>2.5 seconds per passenger alighting from the front door, and 1.75 seconds per passenger alighting from the rear doors</td>
</tr>
<tr>
<td><strong>Serving time for boarding passenger</strong></td>
<td>2.75 seconds per passenger for all doors</td>
</tr>
<tr>
<td><strong>Serving time for alighting and boarding passengers with wheelchairs</strong></td>
<td>30 to 45 seconds</td>
</tr>
<tr>
<td><strong>Time for the doors to open and close</strong></td>
<td>4 seconds</td>
</tr>
</tbody>
</table>

**4.3 Performance Results**

The model is comprised of two main parts, namely long- and short-distance predictions. The model starts with the long-distance prediction which is then adjusted by the short-distance prediction. Therefore, the long-distance prediction is presented here first followed by the short-distance prediction. As the long-distance prediction is a combination of the running time and the dwell time, the running time prediction results are presented as long- and short-distance predictions.
4.3.1 Running Time Prediction

The running time is the length of time it takes the bus to travel from one bus stop to another. The dwell time is temporarily ignored and the bus’s headway is assumed to be 5 minutes (300 seconds). Table 4.3 shows the length of time that the bus takes to arrive at each downstream bus stop (i.e. bus stop 2 or bus stop 3) when the bus is at bus stop 1. The running time to any bus stop on the downstream is the accumulated running time of the links that are located between the bus’s location and the destination bus stop. For example, the predicted running time for the bus to travel from bus stop 1 to bus stop 4, as shown in Table 4.3, is 206.23 seconds which is the summation of the running time of link 1 (61.45 seconds), link 2 (104.80 – 61.45 seconds), and link 3 (206.23 – 104.80 seconds). Table 4.4, Table 4.5, Table 4.6, Table 4.7, Table 4.8, Table 4.9 and Table 4.10 show also the running times from bus stops 2, 3, 4, 5, 6, 7 and 8 to downstream bus stops/stop.

<table>
<thead>
<tr>
<th>Running time from bus stop 1</th>
<th>Running time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>to bus stop 2</td>
<td>61.45</td>
</tr>
<tr>
<td>to bus stop 3</td>
<td>104.80</td>
</tr>
<tr>
<td>to bus stop 4</td>
<td>206.23</td>
</tr>
<tr>
<td>to bus stop 5</td>
<td>259.46</td>
</tr>
<tr>
<td>to bus stop 6</td>
<td>322.29</td>
</tr>
<tr>
<td>to bus stop 7</td>
<td>378.94</td>
</tr>
<tr>
<td>to bus stop 8</td>
<td>427.31</td>
</tr>
<tr>
<td>to bus stop 9</td>
<td>511.19</td>
</tr>
</tbody>
</table>

To predict the running time from bus stop 2 to the downstream bus stops, the same data that are used to predict the running time from bus stop 1 to the downstream bus stops are used again because there are no changes between the historical data and the observed data.
However, the data changes at some point due to the arrival of new data (the observed data of the previous bus). The links and bus stops that were located more than the headway (300 seconds) from the bus’s location are now located less than 300 seconds from the bus’s location. The data of this link has been changed because of the newly arrived data of the previous bus. Therefore, the model must predict the running time in that link.

The bus’s predicted running time from bus stop 1 (Table 4.3) to bus stop 6 is 322.29 seconds (more than the bus’s headway). The predicted running time becomes 265.93 seconds (less than the bus’s headway) when the bus is at bus stop 2 (Table 4.4). Due to the change in data, the running time for link 5 is change from 62.83 seconds (322.29 – 259.46) to 67.93 seconds (265.93 – 198).

The running time for link 6 is 56.66 seconds (322.59 – 265.93) when the bus is at bus stop 2 (Table 4.4) When the newly observed data arrives, the running time of the link is updated to become 59.66 seconds (282.24 – 222.58) as shown in Table 4.5.

### Table 4.4 Running time from bus stop 2 to the downstream bus stops

<table>
<thead>
<tr>
<th>Running time from bus stop 2</th>
<th>Running time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>to bus stop 3</td>
<td>43.35</td>
</tr>
<tr>
<td>to bus stop 4</td>
<td>144.78</td>
</tr>
<tr>
<td>to bus stop 5</td>
<td>198.00</td>
</tr>
<tr>
<td>to bus stop 6</td>
<td>265.93</td>
</tr>
<tr>
<td>to bus stop 7</td>
<td>322.59</td>
</tr>
<tr>
<td>to bus stop 8</td>
<td>370.96</td>
</tr>
<tr>
<td>to bus stop 9</td>
<td>454.84</td>
</tr>
<tr>
<td>Running time from bus stop 3</td>
<td>Running time (seconds)</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>to bus stop 4</td>
<td>101.43</td>
</tr>
<tr>
<td>to bus stop 5</td>
<td>154.66</td>
</tr>
<tr>
<td>to bus stop 6</td>
<td>222.58</td>
</tr>
<tr>
<td>to bus stop 7</td>
<td>282.24</td>
</tr>
<tr>
<td>to bus stop 8</td>
<td>330.62</td>
</tr>
<tr>
<td>to bus stop 9</td>
<td>414.49</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Running time from bus stop 4</th>
<th>Running time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>to bus stop 5</td>
<td>53.23</td>
</tr>
<tr>
<td>to bus stop 6</td>
<td>121.16</td>
</tr>
<tr>
<td>to bus stop 7</td>
<td>180.82</td>
</tr>
<tr>
<td>to bus stop 8</td>
<td>235.07</td>
</tr>
<tr>
<td>to bus stop 9</td>
<td>318.95</td>
</tr>
</tbody>
</table>

The running time for link 7 is 48.38 seconds (330.62 – 282.24) when the bus is at bus stop 3 (Table 4.5). When the newly observed data arrives, the running time of the link is updated to become 54.25 seconds (235.07 – 180.82) as shown in Table 4.6.

<table>
<thead>
<tr>
<th>Running time from bus stop 5</th>
<th>Running time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>to bus stop 6</td>
<td>67.93</td>
</tr>
<tr>
<td>to bus stop 7</td>
<td>127.59</td>
</tr>
<tr>
<td>to bus stop 8</td>
<td>181.84</td>
</tr>
<tr>
<td>to bus stop 9</td>
<td>262.25</td>
</tr>
</tbody>
</table>
The running time for link 8 is 83.88 seconds (318.95 – 235.07) when the bus is at bus stop 4 (Table 4.6). When the newly observed data arrives, the running time of the link is updated to become 80.41 seconds (262.25 – 181.84) as shown in Table 4.7.

<table>
<thead>
<tr>
<th>Running time from bus stop 6</th>
<th>Running time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>to bus stop 7</td>
<td>59.66</td>
</tr>
<tr>
<td>to bus stop 8</td>
<td>113.91</td>
</tr>
<tr>
<td>to bus stop 9</td>
<td>194.32</td>
</tr>
</tbody>
</table>

Table 4.8 Running time from bus stop 6 to the downstream bus stops

<table>
<thead>
<tr>
<th>Running time from bus stop 7</th>
<th>Running time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>to bus stop 8</td>
<td>54.25</td>
</tr>
<tr>
<td>to bus stop 9</td>
<td>134.66</td>
</tr>
</tbody>
</table>

Table 4.9 Running time from bus stop 7 to the downstream bus stops

<table>
<thead>
<tr>
<th>Running time from bus stop 8</th>
<th>Running time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>to bus stop 9</td>
<td>80.41</td>
</tr>
</tbody>
</table>

Table 4.10 Running time from bus stop 8 to the downstream bus stop

4.3.2 Long-Distance Prediction

Every time the bus departs a bus stop, the long-distance prediction predicts the travel time to the downstream stops. The following scenario is used in the simulation to obtain the results. The bus’s headway is five minutes (300 seconds), which means that every five minutes a bus starts running on the route. The bus (B) starts running at 07:50:00 AM and the model predicts its travel time to the downstream stop (bus stop 6). The previous bus (B-1), which is the bus that is ahead of B, starts running at 07:45:00 AM.
Table 4.11 Long-distance prediction for bus B when it departs bus stop 1

<table>
<thead>
<tr>
<th>Bus B at stop 1</th>
<th>Bus B’s predicted travel time to the downstream stop</th>
<th>Previous bus’s (B-1) observed travel time to the downstream stop</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Departure from stop 1 “observed”</strong></td>
<td>7:50:37</td>
<td>7:45:26</td>
</tr>
<tr>
<td><strong>Arrival at stop 2</strong></td>
<td>7:51:40</td>
<td>7:46:37</td>
</tr>
<tr>
<td><strong>Departure from stop 2</strong></td>
<td>7:52:21</td>
<td>7:47:12</td>
</tr>
<tr>
<td><strong>Arrival at stop 3</strong></td>
<td>7:53:06</td>
<td>7:47:55</td>
</tr>
<tr>
<td><strong>Departure from stop 3</strong></td>
<td>7:53:41</td>
<td>7:48:22</td>
</tr>
<tr>
<td><strong>Arrival at stop 4</strong></td>
<td>7:55:39</td>
<td>7:50:47</td>
</tr>
<tr>
<td><strong>Departure from stop 4</strong></td>
<td>7:55:52</td>
<td>7:51:17</td>
</tr>
<tr>
<td><strong>Arrival at stop 5</strong></td>
<td>7:56:45</td>
<td>7:52:10</td>
</tr>
<tr>
<td><strong>Departure from stop 5</strong></td>
<td>7:56:58</td>
<td>7:52:29</td>
</tr>
<tr>
<td><strong>Arrival at stop 6</strong></td>
<td>7:58:01</td>
<td>7:53:31</td>
</tr>
<tr>
<td><strong>Departure from stop 6</strong></td>
<td>7:58:14</td>
<td>7:53:44</td>
</tr>
</tbody>
</table>

Table 4.11 shows the predicted the travel time for bus (B) from the moment when it is ready to depart bus stop 1 to the moment when it departs the downstream bus stop (bus stop 6). Table 4.11 also shows the previous bus’s (B-1) travel time to the same stops. The departure time from bus stop 1 (7:50:37) is the observed time that is known by AVL/APC systems; however, the remaining arrival times and departure times are predicted times. On the other hand, the previous bus’s (B-1) travel times are observed times. It is evident that the previous bus’s data is actually from two buses. When bus B departs bus stop 1 at 7:50:37, the previous bus B-1 has not yet arrived at bus stop 4 as it is currently running on link 3. While the first part of the data (from departure from stop 1 to arrival at stop 3) is bus B-1’s data, the second part of the data (from bus
B-1’s arrival at stop 3 to departure from stop 6) is bus B-2’s data. In fact, these data are considered to be from the previous bus because B-2 is the last bus to have travelled there.

Table 4.12 Long-distance prediction for bus B when it departs bus stop 2

<table>
<thead>
<tr>
<th>Bus B at stop 2</th>
<th>Bus B’s predicted travel time to the downstream stop</th>
<th>Previous bus’s (B-1) observed travel time to the downstream stop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Departure from stop 2 “observed”</td>
<td>7:52:22</td>
<td>7:47:12</td>
</tr>
<tr>
<td>Arrival at stop 3</td>
<td>7:53:07</td>
<td>7:47:55</td>
</tr>
<tr>
<td>Departure from stop 3</td>
<td>7:53:42</td>
<td>7:48:22</td>
</tr>
<tr>
<td>Arrival at stop 4</td>
<td>7:55:24</td>
<td>7:50:04</td>
</tr>
<tr>
<td>Departure from stop 4</td>
<td>7:55:37</td>
<td>7:50:34</td>
</tr>
<tr>
<td>Arrival at stop 5</td>
<td>7:56:30</td>
<td>7:51:25</td>
</tr>
<tr>
<td>Departure from stop 5</td>
<td>7:56:43</td>
<td>7:51:44</td>
</tr>
<tr>
<td>Arrival at stop 6</td>
<td>7:57:46</td>
<td>7:52:46</td>
</tr>
<tr>
<td>Departure from stop 6</td>
<td>7:57:59</td>
<td>7:52:59</td>
</tr>
</tbody>
</table>

Table 4.12 presents the predicted travel time to all downstream bus stops when bus B departs bus stop 2, while (7:52:22) is its observed departure. In Table 4.11, the departure is predicted to be (7:52:21). The most recent last prediction was completed at (7:50:37) when the bus departed bus stop 1. Now the new prediction is processed. Meanwhile, some changes in the previous bus’s data between (7:50:37) and (7:52:22) are used in the prediction. In Table 4.11 the running times for link 3 are 145 seconds for the previous bus and 118 seconds for the predicted travel time. Due to the fact that the previous bus is still running, there is a change in the previous bus’s data: the running time of link 3 is 102 seconds. According to this change, the predicted
travel time becomes 102 seconds. The observed data that are received by AVL/APC systems shows that the bus B takes 107 seconds to run link 3 as it is shown in Table 4.13.

<table>
<thead>
<tr>
<th>Bus B at stop 3</th>
<th>Bus B’s predicted travel time to the downstream stop</th>
<th>Previous bus’s (B-1) observed travel time to the downstream stop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Departure from stop 3 “observed”</td>
<td>7:53:42</td>
<td>7:48:22</td>
</tr>
<tr>
<td>Arrival at stop 4</td>
<td>7:55:24</td>
<td>7:50:04</td>
</tr>
<tr>
<td>Departure from stop 4</td>
<td>7:55:37</td>
<td>7:50:34</td>
</tr>
<tr>
<td>Arrival at stop 5</td>
<td>7:56:30</td>
<td>7:51:25</td>
</tr>
<tr>
<td>Departure from stop 5</td>
<td>7:56:43</td>
<td>7:51:44</td>
</tr>
<tr>
<td>Arrival at stop 6</td>
<td>7:57:47</td>
<td>7:52:47</td>
</tr>
<tr>
<td>Departure from stop 6</td>
<td>7:58:02</td>
<td>7:53:00</td>
</tr>
</tbody>
</table>

The observed departure time for (7:53:42) bus B from bus stop 3, as shown in Table 4.13, followed the prediction presented in Table 4.12. The most recent prediction was made at (7:52:22) and the new prediction will be made at (7:53:42) if there is a change on the previous bus’s data. The running time of link 5 is changes, as does the dwell time at bus stop 6.

<table>
<thead>
<tr>
<th>Bus B at stop 4</th>
<th>Bus B’s predicted travel time to the downstream stop</th>
<th>Previous bus’s (B-1) observed travel time to the downstream stop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Departure from stop 4 “observed”</td>
<td>7:55:42</td>
<td>7:50:34</td>
</tr>
<tr>
<td>Arrival at stop 5</td>
<td>7:56:35</td>
<td>7:51:25</td>
</tr>
<tr>
<td>Departure from stop 5</td>
<td>7:56:48</td>
<td>7:51:44</td>
</tr>
<tr>
<td>Arrival at stop 6</td>
<td>7:57:52</td>
<td>7:52:47</td>
</tr>
</tbody>
</table>
When bus B departs bus stop 3, the previous bus B-1 has already passed bus stop 6 and so there is no change to the previous bus’s data. Hence, there is no change to the prediction made at bus stops 4 and 5 as presented in Table 4.14 and Table 4.15.

Table 4.15 Long-distance prediction for bus B when it departs bus stop 5

<table>
<thead>
<tr>
<th>Bus B at stop 5</th>
<th>Bus B’s predicted travel time to the downstream stop</th>
<th>Previous bus’s (B-1) observed travel time to the downstream stop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Departure from stop 5 “observed”</td>
<td>7:57:15</td>
<td>7:51:44</td>
</tr>
<tr>
<td>Arrival at stop 6</td>
<td>7:58:19</td>
<td>7:52:47</td>
</tr>
<tr>
<td>Departure from stop 6</td>
<td>7:58:34</td>
<td>7:53:00</td>
</tr>
</tbody>
</table>

Table 4.16 Long-distance prediction for bus B when it departs bus stop 6

<table>
<thead>
<tr>
<th>Bus B at stop 6</th>
<th>Bus B’s observed departure time from stop 6</th>
<th>Previous bus’s (B-1) observed departure time from stop 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Departure from stop 6</td>
<td>7:58:32</td>
<td>7:53:00</td>
</tr>
</tbody>
</table>

Figure 4.2 shows bus B’s predicted travel time for each prediction of the model. Figure 4.3 shows bus B’s predicted travel time from bus stop 1 to the downstream stop in comparison to the observed travel time for the same trip. The confidence interval (CI) is very small that it would be not seen clearly on the curve and the method for calculating the CIs is presented in Appendix A.
Figure 4.2 Bus B’s predicted travel time at all of the downstream bus stops
4.3.3 Short-Distance Prediction

While the bus is running on the links, the AVL system sends every period of time $t_{update}$ (assumed in the simulation to be 20 seconds). The model uses these data to predict the running time needed before arriving at the next bus stop. This adjusts the long-distance prediction.

To demonstrate the result of the long-distance prediction, the follow scenario is used. When the bus departs from bus stop 3, the model predicts the travel time to the downstream stop (as shown in Table 4.17). The bus, which is now running on link 3, is predicted to arrive at stop 4 at (7:55:33).

Table 4.17 Predicted travel time when the bus departs stop 3

<table>
<thead>
<tr>
<th>Bus B at stop 3</th>
<th>Bus B’s predicted travel time to the downstream stop</th>
</tr>
</thead>
</table>

Figure 4.3 Bus B's travel time from stop 1 to downstream stop (observed vs. predicted)
Arrival at stop 4 | 7:55:33
---|---
Departure from stop 4 | 7:55:52
Arrival at stop 5 | 7:56:43
Departure from stop 5 | 7:57:07
Arrival at stop 6 | 7:58:12
Departure from stop 6 | 7:58:30

Every 20 seconds, the AVL system sends an update with the bus’s current information.

Table 4.18 shows the first prediction while the bus is running.

*Table 4.18 First prediction update while the bus is running on link 3*

<table>
<thead>
<tr>
<th>Bus B running on link 3</th>
<th>Bus B’s predicted travel time to the downstream stop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrival at stop 4</td>
<td>7:55:33</td>
</tr>
<tr>
<td>Departure from stop 4</td>
<td>7:56:03</td>
</tr>
<tr>
<td>Arrival at stop 5</td>
<td>7:56:54</td>
</tr>
<tr>
<td>Departure from stop 5</td>
<td>7:57:18</td>
</tr>
<tr>
<td>Arrival at stop 6</td>
<td>7:58:23</td>
</tr>
<tr>
<td>Departure from stop 6</td>
<td>7:58:41</td>
</tr>
</tbody>
</table>

Table 4.19, Table 4.20, Table 4.21 and Table 4.22 show the updated predictions for the remaining running time of link 3 before arriving at stop 4.

*Table 4.19 Second prediction update while the bus is running on link 3*

<table>
<thead>
<tr>
<th>Bus B running on link 3</th>
<th>Bus B’s predicted travel time to the downstream stop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrival at stop 4</td>
<td>7:55:30</td>
</tr>
<tr>
<td>Departure from stop 4</td>
<td>7:56:00</td>
</tr>
<tr>
<td>Arrival at stop 5</td>
<td>7:56:51</td>
</tr>
<tr>
<td>Departure from stop 5</td>
<td>7:57:15</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td><strong>Arrival at stop 6</strong></td>
<td>7:58:20</td>
</tr>
<tr>
<td><strong>Departure from stop 6</strong></td>
<td>7:58:38</td>
</tr>
</tbody>
</table>

Table 4.20 Third prediction update while the bus is running on link 3

<table>
<thead>
<tr>
<th>Bus B running on link 3</th>
<th><strong>Bus B’s predicted travel time to the downstream stop</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arrival at stop 4</strong></td>
<td>7:55:27</td>
</tr>
<tr>
<td><strong>Departure from stop 4</strong></td>
<td>7:55:57</td>
</tr>
<tr>
<td><strong>Arrival at stop 5</strong></td>
<td>7:56:48</td>
</tr>
<tr>
<td><strong>Departure from stop 5</strong></td>
<td>7:57:12</td>
</tr>
<tr>
<td><strong>Arrival at stop 6</strong></td>
<td>7:58:17</td>
</tr>
<tr>
<td><strong>Departure from stop 6</strong></td>
<td>7:58:35</td>
</tr>
</tbody>
</table>

Table 4.21 Fourth prediction update while the bus is running on link 3

<table>
<thead>
<tr>
<th>Bus B running on link 3</th>
<th><strong>Bus B’s predicted travel time to the downstream stop</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arrival at stop 4</strong></td>
<td>7:55:29</td>
</tr>
<tr>
<td><strong>Departure from stop 4</strong></td>
<td>7:55:59</td>
</tr>
<tr>
<td><strong>Arrival at stop 5</strong></td>
<td>7:56:50</td>
</tr>
<tr>
<td><strong>Departure from stop 5</strong></td>
<td>7:57:14</td>
</tr>
<tr>
<td><strong>Arrival at stop 6</strong></td>
<td>7:58:19</td>
</tr>
<tr>
<td><strong>Departure from stop 6</strong></td>
<td>7:58:37</td>
</tr>
</tbody>
</table>

Table 4.22 Fifth prediction update while the bus is running on link 3

<table>
<thead>
<tr>
<th>Bus B running on link 3</th>
<th><strong>Bus B’s predicted travel time to the downstream stop</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arrival at stop 4</strong></td>
<td>7:55:30</td>
</tr>
<tr>
<td><strong>Departure from stop 4</strong></td>
<td>7:56:00</td>
</tr>
<tr>
<td><strong>Arrival at stop 5</strong></td>
<td>7:56:51</td>
</tr>
<tr>
<td><strong>Departure from stop 5</strong></td>
<td>7:57:15</td>
</tr>
<tr>
<td><strong>Arrival at stop 6</strong></td>
<td>7:58:20</td>
</tr>
<tr>
<td><strong>Departure from stop 6</strong></td>
<td>7:58:38</td>
</tr>
</tbody>
</table>
Table 4.23 shows the observe arriving time of bus B to stop 4

Table 4.23 Bus B arrived to stop 4 “observed arriving”

<table>
<thead>
<tr>
<th>Bus B arrived to stop 4</th>
<th>Bus B’s predicted travel time to the downstream stop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrival at stop 4 “observed”</td>
<td>7:55:29</td>
</tr>
<tr>
<td>Departure from stop 4</td>
<td>7:55:52</td>
</tr>
<tr>
<td>Arrival at stop 5</td>
<td>7:56:43</td>
</tr>
<tr>
<td>Departure from stop 5</td>
<td>7:57:07</td>
</tr>
<tr>
<td>Arrival at stop 6</td>
<td>7:58:12</td>
</tr>
<tr>
<td>Departure from stop 6</td>
<td>7:58:30</td>
</tr>
</tbody>
</table>

Figure 4.4 shows the predicted running time versus the observed running time for a link comprised of twenty-five mini links. It is clear that the KF prediction changes according to changes in the observed data changes in order to predict a more accurate time.
4.4 Model Performance Evaluation

The proposed model’s results are evaluated through comparison to two other models: the model proposed in [49] denoted as Model A; and the model proposed in [84] denoted as Model B. The model proposed in this thesis is denoted as Model C.

- Model A vs. Model C

The following prediction error measurements are used to evaluate the travel time prediction’s accuracy compared to observed travel time. The error indices are:
1. Mean relative error ($RE_{\text{mean}}$)

$$RE_{\text{mean}} = \frac{1}{N} \sum_{t} \left| \frac{X_{\text{true}}(t)-X_{\text{predicted}}(t)}{X_{\text{true}}(t)} \right|$$  \hspace{1cm} (4.1)

2. Root squared relative error ($RE_{rs}$)

$$RE_{rs} = \sqrt{\frac{1}{\sum_{t}X_{\text{true}}(t)} \sum_{t} \left( \frac{X_{\text{true}}(t)-X_{\text{predicted}}(t)}{X_{\text{true}}(t)} \right)^2 X_{\text{true}}(t)}$$  \hspace{1cm} (4.2)

3. Maximum relative error ($RE_{\text{max}}$)

$$RE_{\text{max}} = \max \left| \frac{X_{\text{true}}(t)-X_{\text{predicted}}(t)}{X_{\text{true}}(t)} \right|$$  \hspace{1cm} (4.3)

Where:

$N$ is the number of the sample;

$X_{\text{true}}(t)$ is the observed value at time $t$; and

$X_{\text{predicted}}(t)$ is the predicted value at time $t$.

| Table 4.24 Relative error results of travel time prediction from model A and model C |
|---------------------------------|----------------|----------------|--------------------|
| Model                          | $RE_{\text{mean}}$ | $RE_{rs}$     | $RE_{\text{max}}$ |
| Model A                        | 0.028           | 0.036         | 0.077              |
| Model C                        | 0.022           | 0.030         | 0.24               |

Model C shows better error for all results except for $RE_{\text{max}}$; however, two links on model A show higher $RE_{\text{max}}$ than model C.

- Model B vs. Model C
The dwell time prediction’s accuracy is evaluated for model C and compared to model B. The following prediction error measurements are used:

1. Mean absolute error (MAE)

\[
MAE = \frac{1}{N} \sum_t |X_{true}(t) - X_{predicted}(t)|
\]  

(4.4)

2. Root mean squared error (RMSE)

\[
RMSE = \sqrt{\frac{1}{N} \sum_t (X_{true}(t) - X_{predicted}(t))^2}
\]  

(4.5)

Table 4.25 Absolute error results of dwell time prediction for model B and model C

<table>
<thead>
<tr>
<th>Model</th>
<th>MAE</th>
<th>RMSE</th>
<th>RE_max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model B</td>
<td>3.96</td>
<td>5.98</td>
<td>20.4</td>
</tr>
<tr>
<td>Model C</td>
<td>3.60</td>
<td>5.61</td>
<td>76</td>
</tr>
</tbody>
</table>

Model C shows lower error than model B, with the exception of RE\_max. Maximum relative error (RE\_max) captures the maximum prediction error. For model C, wheelchair movement is considered when predicting the dwell time, and it is assumed the boarding or alighting time for the wheelchair is between 30 and 45 seconds. Therefore, model C always shows higher RE\_max.

4.5 Summary

This chapter presents the simulation setting, assumptions, and simulation performance results. The results of the model’s predicted bus travel time by using long-and short-distance
prediction are presented here. Finally, the prediction error measurements are used to compare the model with two other models.
Chapter 5

5 Conclusion and Future Research

5.1 Concluding Remarks

This thesis has focused on the travel time prediction for a public transportation system by adopting a dynamic model that uses both real-time data and historical data while relying on Kalman filter. Time prediction is an essential platform for having a reliable ITS, which is a main infrastructure of smart cities.

The thesis has discussed the enabling technologies, AVL and APC systems, that are used to help predict a bus’s travel time. Their advantages, weaknesses, and the way they work have been reviewed. It has been concluded that these technologies play a significant role in tracking a bus’s location and number of boarding and alighting passengers. Therefore, the tsarist agencies should consider installing these technologies in their fleets for real-time monitoring of their network.
Next, this thesis conducted a literature review of the models and algorithms that are used to predict a bus’s travel time, including statistical historical average model, regression models, artificial neural network (ANN) models, and Kalman filter model (KF). The thesis also reviewed other models that predict a bus’s travel time. After that, the models that are used to predict a bus’s dwell time at a bus stop were explored.

The proposed model is based on KF and it predicts the travel time by predicting the running time and the dwell time separately. The proposed model has two main parts: long-distance prediction and short-distance prediction. The long-distance prediction is made once every time the bus departs a bus stop. The model first predicts the running time for the coming link and then predicts the bus’s dwell time at the bus stop that is located at the end of that link. Next, the model predicts the running time of the link that comes after the bus stop and so on up to the end of the downstream stop. The summation of the links’ running time and bus stops’ dwell time is the total travel time. The proposed model has two sources of data that are used for the prediction process: the previous bus’s data as observed data and the average or mean of the historical data. The historical data is for the bus that has run the same link or waited at the same bus stop over the previous weeks for the same day and time period. On the other hand, the short-distance prediction works while the bus is running a link. Each time the AVL system sends the bus’s information, the model predicts the remaining running time and the arrival time at the upcoming bus stops. Therefore, the link is divided into smaller links which are called mini links, and the long-distance prediction is adjusted accordingly. The data used here is comprised of the observed data of the last mini link and the average or mean of the past mini links. The short-distance prediction reacts to any incidents that may occur while the bus is running and the total travel time is updated accordingly.
A simulated environment was chosen and the settings and assumptions for performance analysis of travel time prediction were assigned. The simulated environment covered a route that has six bus stops. The simulated results showed that KF filter is an estimation tool that is able to update its predictions quickly. Using the average of the historical data instead of the last day’s data lowers the risk of error, because abnormal data from the last day could affect the prediction.

The thesis introduced a model that predicts the travel model based on the most recent real-time data. The model reacts to incidents very quickly by updating its predictions at every bus stop departure and following every AVL update. The KF also uses the mean of the historical data instead of the last day’s data. For the bus stop dwell time, the proposed model considers boarding passengers, alighting passengers, and passengers who use wheelchairs.

According to the simulation results, the overall conclusion is that the proposed model shows a lower risk of error than other models for travel time prediction and dwell time prediction.

5.2 Future Research

While the results are encouraging, a number of endeavours should be made in consideration of certain issues and to extend the work.

- The proposed model does not consider the bus’s deceleration time that is needed to stop at a bus stop and the bus’s acceleration time when it departs the bus station. Deceleration time and acceleration time could be considered in future research to improve the accuracy of the prediction.
- The proposed model was simulated for a single route and two buses, and it showed promising results. However, the model needs to be applied to an entire public
transportation network. Therefore, more strategies need to be addressed and developed in order to control an entire transit fleet.

- As an extension of this work, the bus’s travel time prediction could be developed to control the charging schedule for electric buses (E-buses). To mitigate the concern of rising emission levels, E-buses have become a prime starting point to introducing electric vehicles (EV). An E-bus is a suitable solution for PT by using the features of both low energy consumption and long extending mileage [100][101][102][103]. Having an accurate prediction helps the system to determine when, where, and to what percentage the bus’s battery needs to be charged. Knowing the travel time, the bus’s consumption of energy and the charging stations that are planted along the bus’s route facilitates the process of building the charging schedule and balancing the power load on the grid.
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Appendix A

A. Confidence Interval

The confidence interval (CI) is used to provide a random interval to allow for the probability of estimated parameter in order to satisfy the requirement. Many methods can be used to calculate CI. Since the variance is known, the quantitative method to calculate CI is used here. A group of runs’ results were collected, then the CI was applied to determine whether or not they had passed. The confidence level is 95% and the reliability factor $Z_{a/2}$ is 1.96.

To calculate CI, the mean or average of all runs ($R_1, R_2, \ldots, R_i$) must be calculated through the following formula:

$$
\bar{R} = \frac{\sum_{i=1}^{n} R_n}{n}
$$

(A 1)

The following formula is used to calculate the population variance $\sigma^2$

$$
\sigma^2 = \frac{\sum_{i=1}^{n} (R_i - \bar{R})^2}{n}
$$

(A 2)
The standard deviation is calculated as follows:

\[ \sigma = \sqrt{\frac{\sum_{i=1}^{n} (R_i - \bar{R})^2}{n}} \]  \hspace{1cm} (A 3)

Equations A 4 and A 5 show how the upper and lower bounds of confidence interval can be calculated:

\[ \text{Confidence upper bounds} = \bar{R} + Z_{a/2} \cdot \frac{\sigma}{\sqrt{n}} \]  \hspace{1cm} (A 4)

\[ \text{Confidence lower bounds} = \bar{R} - Z_{a/2} \cdot \frac{\sigma}{\sqrt{n}} \]  \hspace{1cm} (A 5)

The following tables A.1, A.2, A.3, and A.4 show the CI for the travel time prediction and the dwell time prediction.

**Table A. 1 Relative error results of travel time prediction**

<table>
<thead>
<tr>
<th>Number of runs</th>
<th>( \text{RE}_{\text{mean}} )</th>
<th>( \text{RE}_{rs} )</th>
<th>( \text{RE}_{\text{max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0.023344</td>
<td>0.032253</td>
<td>0.15678</td>
</tr>
<tr>
<td>2500</td>
<td>0.022319</td>
<td>0.030194</td>
<td>0.251029</td>
</tr>
<tr>
<td>5000</td>
<td>0.023154</td>
<td>0.009509</td>
<td>0.190476</td>
</tr>
<tr>
<td>7500</td>
<td>0.023075</td>
<td>0.031528</td>
<td>0.289528</td>
</tr>
<tr>
<td>10000</td>
<td>0.022982</td>
<td>0.03139</td>
<td>0.31134</td>
</tr>
<tr>
<td>15000</td>
<td>0.022869</td>
<td>0.031149</td>
<td>0.22547</td>
</tr>
<tr>
<td>20000</td>
<td>0.022739</td>
<td>0.030732</td>
<td>0.322581</td>
</tr>
<tr>
<td>25000</td>
<td>0.022935</td>
<td>0.031319</td>
<td>0.28</td>
</tr>
<tr>
<td>35000</td>
<td>0.023068</td>
<td>0.031581</td>
<td>0.332627</td>
</tr>
<tr>
<td>45000</td>
<td>0.022865</td>
<td>0.03137</td>
<td>0.3147</td>
</tr>
</tbody>
</table>
Table A. 2 Confidence interval calculation for relative error

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\text{RE}_{\text{mean}}$</th>
<th>$\text{RE}_{rs}$</th>
<th>$\text{RE}_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{R}$</td>
<td>0.0229</td>
<td>0.0291</td>
<td>0.2675</td>
</tr>
<tr>
<td>$n$</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>CI lower bound</td>
<td>0.0228</td>
<td>0.0248</td>
<td>0.2303</td>
</tr>
<tr>
<td>CI upper bound</td>
<td>0.0231</td>
<td>0.0334</td>
<td>0.3046</td>
</tr>
</tbody>
</table>

Table A. 3 Absolute error results of dwell time prediction

<table>
<thead>
<tr>
<th>Number of runs</th>
<th>MAE</th>
<th>RMSE</th>
<th>$\text{RE}_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>3.061</td>
<td>5.599911</td>
<td>42</td>
</tr>
<tr>
<td>2500</td>
<td>3.5872</td>
<td>5.390139</td>
<td>37</td>
</tr>
<tr>
<td>5000</td>
<td>2.9996</td>
<td>5.443896</td>
<td>71</td>
</tr>
<tr>
<td>7500</td>
<td>3.939467</td>
<td>6.128948</td>
<td>70</td>
</tr>
<tr>
<td>10000</td>
<td>3.5576</td>
<td>5.469863</td>
<td>75</td>
</tr>
<tr>
<td>15000</td>
<td>3.104933</td>
<td>5.629588</td>
<td>110</td>
</tr>
<tr>
<td>20000</td>
<td>3.5642</td>
<td>5.415339</td>
<td>76</td>
</tr>
<tr>
<td>25000</td>
<td>3.5936</td>
<td>5.550279</td>
<td>76</td>
</tr>
<tr>
<td>35000</td>
<td>3.594194</td>
<td>5.600362</td>
<td>83</td>
</tr>
<tr>
<td>45000</td>
<td>3.559403</td>
<td>5.53839</td>
<td>75</td>
</tr>
</tbody>
</table>
Table A. 4 Confidence interval calculation for absolute error

<table>
<thead>
<tr>
<th>Variable</th>
<th>MAE</th>
<th>RMSE</th>
<th>RE_{max}</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{R} )</td>
<td>3.4561</td>
<td>5.5767</td>
<td>71.5</td>
</tr>
<tr>
<td>( n )</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>CI lower bound</td>
<td>3.2703</td>
<td>5.4459</td>
<td>58.8609</td>
</tr>
<tr>
<td>CI upper bound</td>
<td>3.6420</td>
<td>5.7075</td>
<td>84.1391</td>
</tr>
</tbody>
</table>