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Abstract

Accurate instruments and methods for measuring food and energy intake are crucial in the battle against obesity. Providing users and patients with convenient, intelligent solutions that help them measure their food intake and collect dietary information is valuable for long-term prevention and successful treatment programs. In this thesis, we propose an assistive calorie measurement system to help patients and doctors succeed in their fight against diet-related health conditions. Our proposed system runs as an application on smartphones that automatically measures the calorie intake based on a picture of the food taken by the user.

The key functions of our application involve image segmentation, image processing, and food classification and recognition. Client-side devices (e.g., smartphones, tablets) do have some limitations in their ability to handle the time-sensitive and computationally intensive algorithms required for our application. The image processing and classification algorithms used for food recognition and calorie measurement consume device batteries quickly, which is inconvenient for the user. It is also very challenging for client-side devices to scale the large amount of data and images that is needed for food recognition. The entire process is time consuming, inefficient, and frustrating for the users, and may deter them from using the application.

In this thesis, we address these challenges by proposing a cloud-assisted mobile food recognition system. Our results show that the accuracy of the recognition step within this cloud-assisted application, compared to Support Vector Machine (SVM), is increased in single food portions, non-mixed plates, and mixed plates of food. In addition, by applying a deep neural network, the accuracy of food recognition in single food portions is increased to 100%.

However, in real-life scenarios, it is common for a food image to contain more than one food item, which reduces recognition accuracy. To solve this problem, we propose a novel
method that detects both food item combinations and their locations in the image with minimal supervision. In our dataset, images with only one food item are used as the training dataset, while images with multiple food items are used as the test dataset. In the training stage, we began by using region proposal algorithms to generate candidate regions and extract the convolutional neural network (CNN) features of all regions. Second, we performed region mining to select positive regions for each food category using maximum cover in our proposed submodular optimization method. In the testing stage, we began by generating a set of candidate regions. For each region, a classification score was computed based on its extracted CNN features and the application predicted food names of the selected regions. Our experiments, conducted with the FooDD dataset, show an average recall rate of 90.98%, a precision rate of 93.05%, and an accuracy rate of 94.11%, compared to 50.8%–88% accuracy in other existing food recognition systems.

The analysis and implementation of the proposed system are described in the following chapters.
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# Glossary of Terms

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>Two Dimensional Space</td>
</tr>
<tr>
<td>3D</td>
<td>Three Dimensional Space</td>
</tr>
<tr>
<td>MCC</td>
<td>Mobile cloud-computing</td>
</tr>
<tr>
<td>NN</td>
<td>Neural Network</td>
</tr>
<tr>
<td>FIVR</td>
<td>Visual and Voice Recogniser</td>
</tr>
<tr>
<td>NIR</td>
<td>Near Infrared</td>
</tr>
<tr>
<td>PDA</td>
<td>personal digital assistive</td>
</tr>
<tr>
<td>ReLU</td>
<td>rectified linear unit</td>
</tr>
<tr>
<td>PDE</td>
<td>Partial Differential Equation</td>
</tr>
<tr>
<td>RFID</td>
<td>Radio Frequency Identification</td>
</tr>
<tr>
<td>RBF</td>
<td>Radial Basis Function</td>
</tr>
<tr>
<td>RGB</td>
<td>Red, Green and Blue Color Space</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organization</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional Neural Network CNN</td>
</tr>
<tr>
<td>BOF</td>
<td>Bag of Features</td>
</tr>
<tr>
<td>HOG</td>
<td>Histogram of Oriented Gradient</td>
</tr>
<tr>
<td>DBN</td>
<td>Deep Belief Networks</td>
</tr>
</tbody>
</table>
1.1 Motivation

Obesity in adults and children is considered a global epidemic [1]. Overweight and obesity are defined as abnormal or excessive fat accumulation that may impair health. Body mass index (BMI) is a simple index of weight-for-height that is commonly used to classify overweight and obesity in adults. For adults, WHO defines overweight and obesity as follows:

- Overweight is a BMI greater than or equal to 25.
- Obesity is a BMI greater than or equal to 30.

The main cause of obesity is a combination of excessive food consumption and a lack of physical exercise [2]. As people are becoming used to a sedentary lifestyle, they are involuntarily unaware of their food energy intake. There is overwhelming evidence that metabolic complications, which are caused by obesity, increase the risks for developing adverse health consequences, such as diabetes, high blood pressure, dyslipidemia, and hypertension [1]. People in general understand the links between diet and health. In fact, there is widespread nutritional information and guidelines available to patients at their fingertips. However, such information has not prevented diet-related illnesses or helped patients to eat healthily. In most cases, people find it difficult to examine all the information about nutrition and dietary choices. Furthermore, people are oblivious about measuring or controlling their daily calorie intake due to the lack of nutritional knowledge, regular eating patterns, or self-control. Empowering patients with an effective long-term solution requires novel mechanisms that help them make permanent changes to their dietary quality and calorie
intake.

Furthermore, the main cause of obesity is the imbalance between the amount of food and energy consumed by the individuals [3]. Therefore, to lose weight in a healthy way, as well as to maintain a healthy weight for normal people, daily food intake must be measured. In fact, all existing obesity treatment techniques require the patient to record all food consumed per day to compare food intake to consumed energy. However, in most cases, unfortunately, patients face difficulties in estimating and measuring food intake due to the self-denial of the problem, lack of nutritional information, the manual process of writing down this information (which is tiresome and can be forgotten), and other reasons. Hence, a semi-automatic monitoring system to record and measure the amount of calories consumed in a meal would be of great help to not only patients and dietitians in the treatment of obesity, but also the average calorie-conscious person. Indeed, a number of food intake measuring methods have been developed in the last few years. However, most of these systems have drawbacks, such as usage difficulties or large calculation errors.

1.2 Research Problem

The widespread availability of “smart” mobile telephones (“smart phones”), along with their improved memory capacity, network connectivity, and faster processors, enables these devices to be used in health care scenarios. A dietary assessment application for a mobile phone offers a unique mechanism for collecting dietary information. Measuring accurate dietary intake is considered an open research problem in the nutrition and health fields.

In this thesis, we will investigate the following problems:

1. Smart phones have limitations in handling time-sensitive and computationally demanding algorithms.
2. Different segmentation and algorithms used in food recognition and calorie measurement applications consume device batteries quickly.

3. It is difficult for smartphones to manage the large amount of data and images required for food recognition.

4. Detection and recognition of multiple food items is challenging for smartphones.

1.3 Proposed Solution

To resolve the drawbacks mentioned above, we propose a system in which we can automatically estimate the amount of food consumed at a meal based on images taken by a mobile device user. Each food item’s image is segmented and identified, and its number of calories is estimated. “Before” meal and “after” meal images can be used to estimate food intake. Using this information, the nutrients consumed can be determined using a food composition database. Our system uses more than 7000 images for food classification, image segmentation identification, and calorie measurement. Images are taken under different conditions, such as with different cameras, lighting, and angles. We also use a variety of foods, such as solid and liquid foods, and mixed and non-mixed foods. The proposed system first uses the SVM method for object classification. The SVM method is known for its robust and accurate classifications.

The processes of the segmentation and classification of food images are known to be complex and computationally intensive. Therefore, a high-power processor is needed to run some of the sophisticated segmentation methods, and to ensure that other SVM kernels achieve accurate results. Furthermore, our system is intended to be available to users anywhere they find themselves enjoying a meal, making an online-based system for food recognition crucial for users’ convenience. We use mobile cloud computing (MCC) for our proposed system, as it is targeted
mostly to mobile devices. MCC uses a combination of cloud computing and mobile networks to provide benefits to mobile users. Using MCC not only solves the computational complexity constraint of our system, but it also delivers more accurate results. In other words, since the cloud has access to all other client data, it can update its food database more easily, leading to results that are more accurate.

The details of our proposed cloud-based food recognition system and its implementation are presented in Chapter 4. The results of the experiments show that the proposed system surpasses existing studies in several aspects, such as food image segmentation, classification, identification, and calorie measurement.

In the next step, to develop a more accurate system for recognizing food portions, we focus on the implementation of deep learning as a means for providing food classification and recognition, which are imperative for calorie measurement systems. We demonstrate that this method provides a powerful instrument that significantly increases the accuracy of food classification and recognition in our system. We further increase the accuracy rate of food recognition by applying deep learning neural network algorithms. Deep learning is an emerging approach within the machine learning research community. Deep learning algorithms have been proposed in recent years to move machine learning systems toward the discovery of multiple levels of representation.

Also, we aim to solve the task of multiple food items recognition and detection using CNN features and weakly supervised learning.
1.4 Contributions

In our proposed system, we aim to use smart phones as monitoring tools, as they are widely accessible and easy to use. Our system makes the following contributions:

- For recognizing multiple food items, we perform region mining with submodular cover optimization to find the positive instances, which are represented by rectangular windows containing the target food category.

- We propose a deep neural network model for our application. Our proposed CNN serves as a backbone to the application, and handles the training and testing requests at the top layers without affecting the central layers. We customize the top layer of the deep neural network, which allows us to embed the functionality of the application easily and retain the top levels of the network to spot the relevant images, even in low-powered mobile devices.

- We propose a cloud-based SVM system for food categorization and calorie measurements.

- We have designed a mechanism by which we periodically update the MapReduce SVM model. In doing so, we ensure the system is periodically trained so that it can correct any inaccuracies that may have occurred during the classification phase.

- We have designed a method to apply a graph-cut segmentation for our method to counter food regions more precisely.

- We have designed a method for applying a Gabor filter to the texture segmentation of food images. To do this, a bank of Gabor filters with different desired orientations and wavelengths are applied to an image. Texture plays an important role in identifying different food portions.
• In our proposed system, we have designed a method that uses different methods of segmentation, which are mentioned in the thesis, to extract color, texture, size, and shape features.

• In our food image segmentation, classification, identification, and calorie measurement system, we use a variety of foods, such as solid or liquid foods, and mixed or non-mixed foods. Since there is not any complete food dataset already in existence, we created a dataset of food images that contains more than 7000 images. These images are captured under different conditions, such as with different cameras, lighting, and angles. This dataset is free to be used by public.

1.5 Publications Resulting from this Work

Journal paper:


1.6 Organization

The organization of the thesis is as follows. In chapter 2, some of the related works are explained. Technology Background of the system is explained in chapter 3. In chapter 4, the proposed system for food recognition is depicted. Chapter 5 represents the implementation and evaluation steps. Finally the conclusion and future work is described in chapter 6 and 7 respectively.
Chapter 2 Related Work

In this section, a review of some of the most popular dietary assessment methods is provided. The objective here is to describe the advantages and major drawbacks of those methods. This will demonstrate the significance of our mobile food recognition system, which can be used for population and clinical based studies to improve the understanding of diet. We have divided them to four different methods which are Traditional Clinical Methods, Smart Environment, Smartphone Based System, and Dedicated Portable System. Large portions of this chapter are almost verbatim based on the magazine paper [4].

2.1 Traditional Clinical Methods

In 24-hour dietary recall method, the respondent is asked to remember and report all food consumed in the previous 24 hours. The recall is normally prepared through an in person or telephone interview. The interview usually needs specific probes to help the respondent remember all foods consumed in the day. In this method, the interviewer investigates daily reports to help the patient getting a better program for the other days [5]. While helpful this method has a major drawback related to underreporting. In [6], Wang et al. has been shown that features such as obesity, gender, and education, seeming health status, age and ethnicity are underreported. In [7], Harnack et al. also found that important information about food portions are underreported. Underreporting of food intake is discussed in other studies such as [8]. It has been observed that portion sizes have grown considerably in the past 20 to 30 years [7][8], this may be a contributor to underreporting. Obviously, there is a need for methods to capture accurate portion sizes as well as to collect accurate dietary information.
2.2 Smart Environments

The idea of the smart kitchen has also appeared in Pei-Yu Chi et al. works [9]. In this approach, researchers designed a smart kitchen called the Calorie-Aware Kitchen, including cameras to increase the awareness of choosing healthy food and the amount of calories in prepared food. The kitchen includes a camera overhead to capture images of the food preparation process, while there are sensors connected to the counter and stove to measure all the ingredients and cover most of the places inside the kitchen. This will result in immediate feedback for the user with a suggestion for the suitable amount of calories intake. The major downsides to this approach are the limited usage, the smart kitchen being linked to a certain place and the inability for the smart kitchen to be used outside the home. Moreover, some configuration mistakes could happen, such as mistaking the types of cooking oil or meat due to the similarity between food categories.

Nishimura and Kuroda advanced a wearable sensor system by using a microphone [10]. On the other hand, because of applying intelligent technologies in the dietary intake assessments, Chang et al. in [11] created a dietary aware dining table for diary intake consumption. They used radio frequency identification (RFID) as a surface sensor to gauge the type of food eaten and integrated existing scales on a dining table to measure food weight. But there are many drawbacks related to this technique, including the difficulty in using it in several locations and the complexity of attaching the RFID tag to each served food.

2.3 Smartphone Based System

Recently, food intake measuring systems that rely on image capture and analysis became commonly used all over the world due to the great advances in cell-phone camera resolutions, computer programs, network connectivity and image processing analysis. Food recognition is a hard case in object recognition. The difficulty of this problem is mainly due to
the fact that food portions come in different sizes and shapes. Also, food portions can be single items, multiple items, or mixed food such as salad, soup, etc. Consequently, in some food an image taken from a whole plate of mixed food is impossible for traditional pattern recognition techniques to accurately discriminate among them with a high degree of success. Another issue is related to processing time since most recognition and segmentation algorithms are computationally intensive and require faster processors and higher memory. Generally, food portions recognition is divided into two main groups: Segmentation and Recognition.

The ideal output of the image segmentation operation is to group those pixels in the image which share certain visual characteristics that are perceptually meaningful to human observers. This is a difficult problem as humans use all sorts of tricks to perform this task. Various methods of segmentation were used in different food applications, such as: Color and Texture Segmentation, K-mean Clustering, Graph Cut Based Segmentation.

Also, in this stage, the extracted features are classified in order to recognize each food portion by applying different classification methods such as SVM, Neural Network, and Deep Neural Network. Also by using Cloud space and applying all these methods in the virtual space, the accuracy and time processing will have a huge increase in all food applications. Figure 2-1, shows the different methods of segmentation and recognition which are applied on food calorie measurement applications. In the following sections we will see applications with using each of these methods. Some related applications and methods will be described below.
2.3.1 Meal Snap – Calorie Counting Magic

Meal Snap [12], lets you take pictures of the meals you eat, and then magically tells you what food was in your meal. But, it seems like a person who stands behind the app and send the results. Because it takes long time and every time the result is the same as the previous one. In this application, Food detection method is manual and the disadvantage is latency varies. This means that some time it takes too long to receive the result on our cell phone (some times around 24 hours). Figure 2-2 shows the application.
2.3.2 Carbs & Cals

The Carbs and Cals app [13], doesn’t have image processing part. The latency is fast but the problem is, it doesn’t contain a vast range of food and only contains over 2,500 photos of popular food and drink items.

The application provides a very easy comparison of up to 6 portions of each food. Simply tap the one closest to the portion on your plate to reveal the larger photo, which is shown in Figure 2-3. For foods of which you are likely to eat several (e.g. biscuits, slices of pizza, etc.), there is a multiple wheel for entering the amount of the number of items you are consuming. Foods are added to a meal, and the total carbs and calories are automatically calculated and displayed at the bottom of the meal. The main weaknesses in this device is that users do not have the opportunity to measure different types of food rather than the types stored in the database. Moreover, the device does not count the amount of food intake which might be different from the amount of food already stored in the data.

Figure 2-3 Carbs and Cabs App.

2.3.3 Mobile Weight Loss Tracker & Carb Counter

Barcode scanners in smartphones are also used for the purpose of calorie measurement [14]. This Mobile application is one such tool which gets nutritional information on grocery
items, restaurant meals, and over 1,600 Atkins recipes and products. Search by keyword or scan the UPC label. The method covers only limited food database. The Menu is shown in Figure 2-4.

![Figure 2-4 Weight Loss Tracker App.](image)

### 2.3.4 Food Scanner [15]

Similarly, Food Scanner [15] allows you to use your iPhone's camera to scan UPC barcodes on the foods you eat, although it uses Daily Burn Tracker's nutrition database of about 200,000 food products, and powered by Red Laser technology (for scanning barcode). It suffers from the same problem as Mobile Weight Loss Tracker & Carb Counter; i.e., it cannot measure anything that doesn't have a barcode. Nevertheless, for situation where the food has barcode and the barcode is available in the mobile system’s database, it can be useful. It is shown in Figure 2-5.

![Figure 2-5 Food Scanner App.](image)

### 2.3.5 Other applications and methods

In [16], Jie Yand et al. created a computer program method to identify fast-food intake from video of eating by using a wearable camera. In this method, numbers of captured images
from a fast-food restaurant are compared to images stored in a computer database. Researchers applied the camera in three different locations with 101 food types. The idea is useful but it covers only some images from fast food and not more.

Related to this model, Jieun Kin in [17], proposed a method for automatically estimating the amount of a given nutrient contained in a commercial food. The method applies when no part of any ingredient is removed in the preparation process. First, the system automatically bound the amount of each ingredient used to prepare the food using the information provided on its label along with the nutrition information for at least some of the ingredients. Then utilize the Simplex algorithm to refine these bounds on the nutrient content.

By applying different methods of image processing and segmentation algorithms, food recognition applications were able to increase their accuracy and time processing. In [18], Young et al. used image processing techniques to measure and analyze large food portions. A similar approach is also reported in [19], where the idea is to take pictures of the food, and based on a calibration card located inside the picture as a measurement pattern, the size of the food portions is calculated. In this study, the food is manually identified with the help of nutritional information retrieved from a database. Then, the calories are calculated for each picture and finally the complete set of information is stored in different database in the research facility. In this case, based on the known size of the calibration card, the portions can be translated into real life size, and the calculations are closely related with the real caloric content of each food. Martin et al. [20], proposed a system where the user captures the images, with the calibration card also, then the images are sent to a research center to be analyzed. This will, of course, come with its own shortcoming of offline data processing.

In addition to the above mentioned studies, researchers apply classification and segmentation methods on food images to achieve higher recognition accuracy and lower processing time. For example, Takeda, F., et al. in [21] used the Neural Network (NN) to develop
a method to extract food intake from an image; in this approach, they captured a photo of several dishes in a tray before and after eating. Particularly, an image of the whole tray is captured first. Then this image will be converted to a binary image by using threshold values, and a small image of the food will be extracted from the tray image. Due to the previous procedures, the system will identify all information related to the image such as length, width and shape. All previous information will transfer to the NN. After getting the results, researchers applied them to a computer simulation program to compare the information and analyse the results. This method is also difficult for the user to follow. The user must capture the photo in a tray to extract the shape of the food. Moreover, the food image needs to be analysed by the computer, which is impractical for everyday usage.

In [22] Fengqing Zhu et.al. proposed a method for dietary assessment to automatically identify and locate food in a variety of images. Two concepts were combined in their algorithm. First, a set of segmented objects partitioned into similar object classes based on their features; for solving the idea they have applied different segmentation method, second, automatic segmented regions were classified using a multichannel feature classification system. They have used SVM as their classifier. The final decision is obtained by combining class decisions from individual feature, but the processing will run on the mobile device which is not affordable for users.

. Also Jay Baxter In [23], mentioned that Food recognition is a difficult problem, because unlike objects like cars, faces, or pedestrians, food is deformable and exhibits high intra-class variation. This paper considers the approach of analyzing a food item at the pixel level by classifying each pixel as a certain ingredient, and then using statistics and spatial relationships between those pixel ingredient labels as features in an SVM classifier. Results shows that using pixel ingredient labels to identify food greatly increases classification accuracy, but at the expense of higher computational cost.
In [24], Kawano et al. propose a mobile food recognition system. The purposes of which are estimating calorie and nutritious of foods and recording a user’s eating habits. Since all the processes on image recognition performed on a smartphone, the system does not need to send images to a server and runs on an ordinary smartphone in a real-time way. To recognize food items, a user draws bounding boxes by touching the screen first, and then the system starts food item recognition within the indicated bounding boxes. To recognize them more accurately, they segment each food item region by Gruph Cut, color histogram and SURFbased bag-of-features, and finally classify it into one of the fifty food categories with linear SVM and fast \( \chi^2 \) kernel. In addition, the system estimates the direction of food regions where the higher SVM output score is expected to be obtained, show it as an arrow on the screen in order to ask a user to move a smartphone camera. This recognition process is performed repeatedly about once a second. In the experiments, they have achieved the 81.55% classification rate for the top 5 category candidates when the ground-truth bounding boxes are given. But in their work they didn't show their datasets and didn't mention that this accuracy percentage is only for single food or both single and multiple food items and also the application is run on the mobile devices.

Yu Wang in [25] have developed a dietary assessment system that uses food images captured by a mobile device. Food identification is a crucial component of the system. Achieving a high classification rates is challenging due to the large number of food categories and variability in food appearance. They employ recursive Bayesian estimation to incrementally learn from a person’s eating history. Results show an improvement of food classification accuracy by 11%.
2.3.5.1 Cloud Examples

The above mentioned methods are computationally demanding and require processing resources beyond what a smart phone’s memory can handle. For this reason, several studies introduced cloud resources as a means for offloading the process of image segmentation and classification. The cloud resources not only allow for achieving higher accuracy, but also can lower the processing time while processing huge image datasets.

Some existing systems which used cloud computing models and machine learning are mentioned here. Low and et al. [26], extended Graph Lab framework to support dynamic and parallel computation of graphs on cloud. The study implements extensions to pipelined locking and data versioning to avoid network congestion and latency. Graph Lab framework successfully deployed on large Amazon EC2 cluster to run performance tests. In [27], Grzegorz et al., implemented an experimental Page Ranking system, called Pregel. The results show that Distributed Graph Lab performs better than Hadoop 20 to 60 times. Kraska et al. [28], introduced a new distributed machine learning system called MLBase. MLBase allows researchers to declare machine learning problems in very simple way and implements this algorithm in distributed and highly scalable manner without extensive systems knowledge. The optimizer in the framework converts ML jobs into an artificial learning plan and returns best answer to the user by improving result iteratively in the background. Alessandro Mazzei in [29], have used Cloud Computing and proposes a software architecture for automatic diet management and recipes analysis.

2.3.5.2 Deep Learning Examples

Convolutional Neural Network (CNN) or (Deep Learning) is also used to identify different food portions more accurately and easily. In [30], they apply a (CNN) to the tasks of detecting and recognizing food images. Because of the wide diversity of types of food, image recognition of
food items is generally very difficult. However, as deep learning has been shown recently to be a very powerful image recognition technique, and CNN is a state-of-the-art approach to deep learning. They applied CNN to the tasks of food detection and recognition through parameter optimization. They constructed a dataset of the most frequent food items in a publicly available food-logging system, and used it to evaluate recognition performance. CNN showed significantly higher accuracy than did traditional SVM based methods with handcrafted features. In [34], Christodoulidis et al. propose a method for the recognition of already segmented food items in meal images. The method uses a 6-layer deep convolutional neural network to classify food image patches. For each food item, overlapping patches are extracted and classified and the class with the majority of votes is assigned to it. Experiments on a manually annotated dataset with 573 food items justified the choice of the involved components and proved the effectiveness of the proposed system yielding an overall accuracy of 84.9%. Hokuto Kagaya in [31], investigate food classification of images. They used three different datasets of images: (1) images they collected from Instagram, (2) Food-101 and Caltech-256 dataset (3) dataset they used in [4]. They investigated the combinations of training and testing using the all three of them. As a result, they achieved high accuracy 96%, 95% and 99% in the three datasets respectively. The problem of this work is, it only can find the food item and doesn't calculate the calorie of the food. It means that it cannot calculate the size of the food portion which is needed for the calorie estimation.

In [32], system, also use food images taken with the built-in camera of a smartphone. But, authors go one step further by implementing graph cut segmentation and deep learning algorithms as a means of improving the accuracy of food classification and recognition system. Furthermore, the processing of the images and the calorie measurement results are provided to the user instantly. This means that the system is convenience to use and well suited to be a long-term solution for users. Furthermore, system uses cloud-based virtualization where an
emulation of the smartphone environment allows the application to run virtually on the remote server in the cloud. They have used dataset which is published in [33]. The comparison table of some food recognition system which is published in [4] has written below.
<table>
<thead>
<tr>
<th>Paper</th>
<th>Architecture</th>
<th>Acquisition</th>
<th>Segmentation Techniques</th>
<th>Classification Techniques</th>
<th>Accuracy</th>
<th>Analysis Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>[19]</td>
<td>Mobile</td>
<td>1- Picture, using calibration card located inside the picture</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>They need card everywhere, and the picture sent to a research center to be analyzed. This will, of course, come with its own shortcoming of offline data processing</td>
</tr>
<tr>
<td>[23]</td>
<td>Mobile</td>
<td>1 Picture</td>
<td>Bounding Box</td>
<td>Linear SVM</td>
<td>81.55%</td>
<td>Using only linear SVM segmentation.</td>
</tr>
<tr>
<td>[16]</td>
<td>Mobile</td>
<td>Video</td>
<td>SIFT package</td>
<td>-</td>
<td>73%</td>
<td>Focuses on recognizing foods not deciding food portions and only used database of 101 foods from 9food restaurants in USA</td>
</tr>
<tr>
<td>[24]</td>
<td>Mobile</td>
<td>1-Picture</td>
<td>Bounding Box</td>
<td>Linear SVM + Fisher Vector</td>
<td>79.2%</td>
<td>Using linear SVM and fisher vector together, but still the accuracy of the system needs to be increased.</td>
</tr>
<tr>
<td>[21]</td>
<td>Mobile</td>
<td>1-Picture, Dish Image in the tray</td>
<td>Information such as width, length, diameter and shape</td>
<td>NN</td>
<td>70%</td>
<td>Food sometimes causes mis-recognition of the correct position of the extracted dish image, It is good that they newly add food rejection algorithm to the dish extraction method</td>
</tr>
<tr>
<td>[22]</td>
<td>Mobile</td>
<td>Picture</td>
<td>Normalized cut, Salient Region Detection, Fast Rejection</td>
<td>KNN and SVM</td>
<td>Not Compared</td>
<td>Good segmentation and classification method, but Not using servers so the processing time will be too long</td>
</tr>
<tr>
<td>[25]</td>
<td>Mobile</td>
<td>Picture</td>
<td>Graph based segmentation</td>
<td>KNN and SVM</td>
<td>Improved 11% in average</td>
<td>They employ recursive Bayesian estimation to incrementally learn from a person’s eating history</td>
</tr>
<tr>
<td>[22]</td>
<td>Mobile-Server</td>
<td>1-Picture</td>
<td>color, texture and SIFT</td>
<td>SVM</td>
<td>61.34%</td>
<td>50 kinds of foods, but number of picture is not enough for good training and they achieve a low accuracy.</td>
</tr>
<tr>
<td>[35]</td>
<td>Mobile-Server</td>
<td>1-Picture</td>
<td>Bag-of-features (BoF), Color histogram, Gabor features and gradient histogram</td>
<td>MKL</td>
<td>62.5%</td>
<td>Complete and accurate segmentation part and they implemented a prototype system to recognize food images taken by cellular-phone cameras, but the accuracy of the system is not good enough.</td>
</tr>
<tr>
<td>[71][72][82][83]</td>
<td>Mobile-Server</td>
<td>2-Pictures, User Thumb</td>
<td>K-mean clustering, Color-Texture Segmentation</td>
<td>SVM+ RBF Kernel</td>
<td>92.21%</td>
<td>Complete and accurate segmentation steps and RBF SVM method and achieved reasonable accuracy which is good for the user.</td>
</tr>
</tbody>
</table>
2.3.5.3 Multiple Food Items

Unfortunately, few research projects have been conducted on multiple-food recognition. In [35], Matsuda et al. presented the first work ever done on multiple-food recognition. First, candidate regions generated by the whole image, deformable part model, circle detector and JSEG region segmentation were integrated to create a candidate set of bounding-box regions. Second, various kinds of image features—including a bag of features (BoF), a histogram of oriented gradient (HOG), Gabor texture features and color histograms—were computed for each bounding box region in the candidate set. The evaluation values of each region belonging to all the given classes were computed using trained SVM classifiers by multiple kernel learning. They trained the SVM models on their own dataset, which contained 9,132 food images of 100 different food categories; an accuracy rate of 65.6% was reported on their test set. In [36], Kawano and Yanai, developed a mobile application called FoodCam for real-time multiple food recognition. In this system, users needed to draw bounding circle over food items on the screen. This bounding circle was adjusted to the food region by a GrubCut-based segmentation method. For each segmented region within the bounding circle, Fisher Vector encoded feature vectors of color histograms, and histograms of gradients were computed and passed into SVM classifiers to predict the food item. An accuracy rate of 51.9% was reported on their test set.

Zhang et al. [37] developed a mobile application for multiple-food recognition of 15 food categories on the phone without any user intervention. First, the user took a photo of a food plate, and a cropped 400x400 food image was uploaded to the server for food recognition. On the server side, the food image was first segmented into possible salient regions, and these regions were further grouped based on the similarity of their color and their HOG and SIFT feature vectors. Normally, a typical food image yielded about 100 salient segment regions. They collected 2,000 training images for 15 classes with a mobile phone camera, since they had
discovered that the model trained with images downloaded from the Internet could not generalize well for images taken on mobile phones. They trained a linear multiple-class SVM classifier for each class using the Fisher vector encoded feature vectors (including SIFT and color features) of salient regions. They reported a top-1 accuracy rate of 85% when detecting 15 different kinds of foods in their experiments.

More recently, zhang et al [38] proposed a multi-task system that can identify dish types, food ingredients, and cooking methods from food images with deep convolutional neural networks. They built up a dataset of 360 classes of different foods. To reduce the noises of the data, which was collected from the Internet, outlier images were detected and eliminated through a one-class SVM trained with deep convolutional features. They simultaneously trained a dish identifier, a cooking method recognizer, and a multi-label ingredient detector. They share a few low-level layers in the deep network architecture. The proposed framework shows higher accuracy than traditional method with handcrafted features.

In [39], Akbari Fard et al. introduce an automatic way for detecting and recognizing the fruits in an image in order to enable keeping track of daily intake automatically using images taken by the user. The proposed method uses state of the art deep-learning techniques for feature extraction and classification. Deep learning methods, especially convolutional neural networks, have been widely used for a variety of classification problems and have achieved promising results. The model has achieved an accuracy of 75% in the task of classification of 43 different types of fruit.

In [40], Singla et.al. report experiments on food/non-food classification and food recognition using a GoogLeNet model based on deep convolutional neural network. The experiments were conducted on two image datasets, where the images were collected from existing image datasets, social media, and imaging devices such as smart phone and wearable cameras. Experimental results show 83.6% accuracy for the food category recognition. They
mention the main reason for not achieving a higher recognition accuracy on certain types of food images is the complex mixture of food items in the image and the high visual similarities between some images across categories.

Shimoda and Yanai, [41] propose an intermediate approach between the traditional proposal approach and the fully convolutional approach. Especially they propose a method which generates high food-ness regions by fully convolutional networks and back-propagation based approach with training food images gathered from the Web. In their work they achieved reduced computational cost while keeping high quality for food detection.

Finally, in [42], Dehais et al. propose a method to detect and segment the food dishes in an image. The method combines region growing and merging techniques with deep CNN-based food border detection. A semi-automatic version of the method is also presented that improves the result with minimal user input. The proposed methods are trained and tested on non-overlapping subsets of a food image database including 821 images, taken under challenging conditions and annotated manually. The automatic and semi-automatic dish segmentation methods reached average accuracies of 88% and 92%, respectively.

Another method in which authors have tried to increase the accuracy of the results is described in [43].Ruihan Xu et al explore leveraging geolocation and external information about restaurants to simplify the classification problem. They have collected a restaurant-oriented food dataset with food images, dish tags, and restaurant-level information, such as the menu and geolocation. Experiments on this dataset show that exploiting geolocation improves around 30% the recognition performance, and geolocalized models contribute with an additional 3–8% absolute gain, while they can be trained up to five times faster.
2.4 Dedicated Portable System

Other food calorie measurement type which we include them in dedicated portable systems. In [46] they have a system which automatically read calories consumed by using bioimpedance to measure reading the glucose in the user’s cells, although scientists seriously doubt the validity of its approach of using bioimpedance only, and the system has not been properly evaluated on a wide scale. Another clear disadvantage of this system is that it only measures the calories after the user has already eaten the food, which is too late for obesity patients who need to know the amount of calories before they eat the food.

Near infrared (NIR) spectroscopy has also been recently proposed to determine food’s composition, with [47] and Consumer [48], as commercial examples already available in the market. These systems can tell to the user, for example, the amount of saturated fats per 100 grams in the food, which, when coupled with a good quality lookup database of food ingredient spectra, can give information in terms of calories and nutrition. However, these tools cannot measure the weight and amount of each food ingredient. As such, going from the “fats per 100 grams” value to actual calories in the food is not trivial for the users. In addition, transparent liquids cannot be measured with NIR spectroscopy unless special containers are used.
Chapter 3 Background

In this chapter, we will briefly cover technologies behind our system, Different methods of Image segmentation and Classification. Furthermore, we briefly talk about Cloud, CloudSVM, Hadoop-MapReduce, which we have applied them in this thesis. Then, in chapter 4, we will show how we used these technologies in our proposed system.

3.1 Image Segmentation

The ideal output of the image segmentation operation is to group those pixels in the image which share certain visual characteristics that are perceptually meaningful to human observers. This is a difficult problem as humans use all sorts of tricks to perform this task. In this subsection we provide some of the most important segmentation tools that are used in our thesis.

3.1.1 Color and Texture Segmentation

Color and texture are fundamental characteristics of natural images, and play an important role in visual perception. Although color has been used in identifying objects for many years, texture is another active topic in segmentation. In the recent research into food recognition areas, different features of color and texture are combined together in order to measure food nutrition more accurately [49].

Defining what a texture is or how to differentiate between two textures is a complex task. A possible reason for this difficulty is that humans are not consciously aware of what their eyes or
minds do when they identify a texture; the visual system seems to do it automatically. This automatic feature of the visual system is called pre-attentive vision, and this is where texture segmentation occurs [50].

In the early days of the perception research field, it was thought that the human visual system is capable of computing the Fourier Transform of an image and identifying textures based on their power range. However, this view has been mostly ignored, and the texton-based theory of texture perception is more widely accepted.

The objective of texture segmentation is to identify different uniform textural regions in an image. A texture segmentation example is shown in Figure 3-1. The image on the left is the original image consisting of three uniform textural regions. The image on the right presents an “ideal” segmentation result. In other words, the segmentation process produces an image of the same size as the original textural image, in which different colors represent different uniform textural regions in the original image.

![Figure 3-1 Texture segmentation. Left: original image, right: ideal segmentation result](image)

There are several approaches for texture segmentation. Commonly, the segmentation process consists of two major steps, namely feature vector extraction and feature vector clustering. In feature vector extraction, several textural features are extracted from localized regions in the image. All features extracted from the same localized region comprise a single feature vector. In
feature vector clustering, the feature vectors extracted from all localized regions are grouped into several groups. Ideally, all vectors belonging to the same group should correspond to visually similar local texture regions. Later in this section we will introduce the Gabor filter which has been used by numerous researchers in texture analysis problems [51][52].

### 3.1.1.1 Gabor Filter

The Gabor function, which is mainly used for texture detection, can be defined as shown in formula (3-1) [53].

\[
G(x, y) = \frac{1}{2\pi\sigma_x\sigma_y} \exp\left\{-\frac{x^2}{2\sigma_x^2} - \frac{y^2}{2\sigma_y^2}\right\} \cos(2\pi f_0 + \varphi) \tag{3-1}
\]

The Gabor filter has some directional possessions, as an example when \(\sigma_x > \sigma_y\) the filter will look to be extended to the horizontal axis. The filter works as a band-pass filter by imagining the horizontal axis with a central frequency of \(f_0\). Similarly, by imagining the vertical axis, it works as a low-pass filter.

If the Gabor filter has an orientation of \(\theta\), the following transformations can be done:

\[
x' = x\cos\theta + y\sin\theta \tag{3-2}
\]

\[
y' = -x\sin\theta + y\cos\theta \tag{3-3}
\]

Some Gabor filter examples for different \(\sigma_x, \sigma_y\) and \(f_0\) parameters are shown in Figure 3-2.

The gray-level intensity of the surface plots is related to the value of the filter mask at the particular mask location (gray is 0, low and high intensities correspond to negative and positive mask values, respectively).
3.1.2 K-mean Clustering

The K-means algorithm is used for clustering data points or vectors into a number of clusters.

In other words, it categorizes the pixels into a number of clusters, where each cluster represents a specific texture. For example, assuming a total of \( R \) vectors, \( x_r = 1, 2, \ldots R \), for an image. The goal of the K-means algorithm is to group or cluster the \( R \) vectors into \( K \) groups. The algorithm of K-means is as follows:

1. Initialize \( K \)-cluster centroids \( \{C_k\} \) randomly.

A total of \( K \) vectors, \( C_k = 1, 2, 3 \ldots k \) are chosen randomly, \( x_r = x_{rL}, L = 1, 2, \ldots L \).
The vectors are called centroids. Each centroid is the typical vector of its own group.

2. Assign each sample to the nearest centroid.

Each vector $x_r$ is assigned to one of the $K$ groups. A usually used distance measure is the Euclidean distance which is shown in (3-4).

$$E^2\{x_r, C_k\} = (x_{r1} - c_{k1})^2 + (x_{r2} - c_{k2})^2 + \cdots + (x_{rL} - c_{kL})^2$$  \hspace{1cm} (3-4)

3. Calculate centroids (means) of $K$-clusters.

4. If centroids are unchanged, done. Otherwise, go to step 2.

3.1.3 Graph-Based Segmentation

In this section, we introduce the graph cut method, which is used to establish the graph with the given image for segmentation. Let $G=\langle V, E \rangle$ be an undirected graph where $V$ is a series of vertices and $E$ is the graph edge which connects every two neighboring vertices. The vertex $V$ is composed of two different kinds of nodes (vertices). The first kind of vertices is neighborhood nodes, which correspond to the pixels and the other kind of vertices are called terminal nodes, which consist of $s$ (source) and $t$ (sink). This type of graph is also called $s$-$t$ graph where, in the image $s$ node usually represents the object while $t$ node denotes the background. In this graph, there are also two types of edges. The first type of edges is called $n$-links, which connects the neighboring pixels within the image. And the second type of edges is called $t$-links, which connects the terminal nodes with the neighborhood nodes. Each edge is assigned with a non-negative weight denoted as $w_e$, which is also named as cost. A cut is a subset of edges $E$, which can be denoted as $C$ and expressed as $C \subseteq E$. The cost of the cut $|C|$ is the sum of the weights on edges $C$, which is expressed as follows.
A minimum cut is the cut that has the minimum cost called min-cut and it can be achieved by finding the maximum flow, which is verified in [54] to be equivalent to the max-flow. The max-flow/min-cut algorithm developed by [55] can be used to get the minimum cut for the s-t graph. Thus, the graph is divided by this cut and the nodes are separated into two disjoint subsets S and T where $s \in S$, $t \in T$ and $S \cup T = V$. The two subsets correspond to the foreground and background in the image segmentation. An illustration of this graph is depicted in Figure 3-3.

![Illustration of s-t graph](image)

Figure 3-3. Illustration of s-t graph. The image pixels correspond to the neighbor nodes in the graph. The solid lines in the graph n-links and the dotted lines are t-links.

Image segmentation can be regarded as pixel labeling problems. The label of the object (s-node) is set to be 1 while that of the background (t-node) is given to be 0 and this process can be achieved by minimizing the energy-function through minimum graph cut. In order to make the segmentation reasonable, the cut should be occurred at the boundary between the object and the background. Namely, at the object boundary, the energy (cut) should be minimized. Let $L = \{l_1, l_2, l_3, \ldots l_i, \ldots l_p\}$, where $p$ is the number of the pixels in the image and $l_i \in \{0,1\}$, thus, the set $L$ is divided into 2 parts and the pixels labeled with 1 belong to object while others are grouped into background. The energy function is defined in equation (2), which can be minimized by the min-cut in the s-t graph [55].

$$E(L) = \alpha R(L) + B(L)$$  \hspace{1cm} (3-6)

where, $R(L)$ is called regional term, which incorporates the regional information into the
segmentation and B(L) is called boundary term, which incorporates the boundary constraint into segmentation, E(L) is the relative importance factor between regional and boundary term. When $\alpha$ is set to be 0, it means that the regional information is ignored and only considering the boundary information. In the energy function in equation (3-6), the regional term is defined as follows:

$$R(L) = \sum_{p \in P} R_p(l_p)$$

(3-7)

Where, $R_p(l_p)$ is the penalty for assigning the label $l_p$ to pixel $p$. The weight of $R_p(l_p)$ can be obtained by comparing the intensity of pixel $p$ with the given histogram (intensity model) of the object and background. The weight of the t-links is defined in the following equations [54][55].

$$R_p(1) = -ln Pr(l_p | 'obj')$$

$$R_p(0) = -ln Pr(l_p | 'bkg')$$

(3-8) (3-9)

From equation (3-8), (3-9), we can see that when $Pr(l_p | 'obj')$ is larger than $Pr(l_p | 'bkg')$ will be smaller than $R_p(0)$. This means when the pixel is more likely to be the object, the penalty for grouping that pixel into object should be smaller which reduces the energy in equation (3-6). Thus, when all of the pixels are correctly separated into two subsets, the regional term is minimized. B (L) in equation (3-6) is the boundary term, which is defined in the following equation.

$$B(L) = \sum_{\{p,q\} \in N} B_{<p,q>} \cdot \delta(l_p, l_q)$$

(3-10)

Where $p, q$ is neighboring pixels and $\delta(l_p, l_q)$ is defined as:

$$\delta(l_p, l_q) = \begin{cases} 1 & \text{if } l_p = l_q \\ 0 & \text{if } l_p \neq l_q \end{cases}$$

(3-11)

For the regional constraint, it can be interpreted as assigning labels $l_p, l_q$ to neighboring pixels. When the neighboring pixels have the same labels, the penalty is 0 which means that the regional term would only sum the penalty at the segmented boundary. For the term $B_{<p,q>}$, it is
defined to be a non-increasing function of $|I_p - I_q|$ as follows:

$$B_{<p,q>} \propto \exp\left(-\frac{(I_p - I_q)^2}{2\sigma^2}\right)$$  \hspace{1cm} (3-12)

Where $\sigma$ can be viewed as camera noise. When the intensity of two neighboring pixel is very similar, the penalty is very high. Otherwise, it is low. Thus, when the energy function obtains a minimum value, it is more likely occurred at the object boundary. The study in [55] shows that the minimized energy value can be computed by the min-cut through max-flow. Consequently, the minimum energy problem is converted into the graph cut problem. In order to get a reasonable segmentation result, the assignment of the weight in the s-t graph is very important. The weight of the s-t graph is given as following.

$$Weight = \begin{cases} 
B_{<p,q>} & \text{Neiboring pixel} \\
\propto R_p(0) & \text{for edge } \{p,s]\\\n\propto R_p(1) & \text{for edge } \{p,T\} 
\end{cases}$$  \hspace{1cm} (3-13)

Equation (3-13) can also be explained as such, in the s-t graph, when the intensity of the pixel is inclined to be the object, the weight between this pixel and the s-node will be larger than that between the pixel and the t-node, which means that the cut is more likely occurred at the edge with smaller weight. For the neighboring pixels, when their intensity is very similar, the weight is very big, which is not likely to be separated by the cut. Thus, when the minimum cut is achieved from the s-t graph, the location of the cut is close to the object boundary. The implementation of the graph cut can be fulfilled by the max-flow/min-cut as described in [54][55]. In Figure 3-4, we illustrate the graph cut for a $3 \times 3$ image segmentation. The thickness of the edge denotes the magnitude of the weight.
3.2 Deep Learning

A neural network computes a differentiable function of its input. For example, our application computes the probability of the match of the input image with the corresponding label set,

\[ p(\text{label} \mid \text{an input image}) \]  \hspace{1cm} (3-14)

The standard way to model a neuron’s output \( f \) as an activation function of its input \( x \) is either a hyperbolic function

\[
\tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \quad \text{or} \\
sigmoid(x) = \frac{1}{1 + e^{-x}}
\]  \hspace{1cm} (3-15)

But we use the term rectified linear unit (ReLU) to refer to unit in a neural net that use the activation function \( \max(0; x) \). As compared to the above mentioned activation functions (hyperbolic or sigmoid), deep convolutional neural networks with ReLUs trains several times faster [56].

For understanding the deep neural network, we can refer to this example. Consider we choose the grayscale images which are 28 by 28 pixels in size as input. If we will use the notation \( x \) to denote the training input, then there would be \( 28 \times 28 = 784 \) input neurons. Each entry in the neuron represents the grey value for a single pixel in the image. We’ll denote the corresponding desired output by \( y = y(x) \). What we’d like is an algorithm which lets us find weights and biases so that the
output from the network approximates $y(x)$ for all training inputs $x$. So if we have a training image set of food images and we want to classify the food type to Apple during the learning phase, we could possibly achieve that by tweaking the weight and bias values. To quantify how well we're achieving this goal we define a cost function[57]:

$$C(w, b) \equiv \frac{1}{2} \sum_x \| y(x) - a \|^2$$

Here, $w$ denotes the collection of all weights in the network, and $b$ all the biases, $a$ is the vector of outputs from the network when $x$ is input, and the sum is over all training inputs, $x$. In other words, we want to find a set of weights and biases which make the cost as small as possible.

We'll do that using an algorithm known as stochastic gradient descent. By using a smooth cost function like the quadratic cost it turns out to be easy to figure out how to make small changes in the weights and biases so as to get an improvement in the cost[56][59]. Hence we will able to tweak the weights and bias to get the output closer to the desired output, during the learning phase. Hence our goal is to train the neural network is to find weights and biases which minimize the quadratic cost function $C(w,b)$.

The idea is to use gradient descent to find the weights $w_k$ and biases $b_l$ which minimize the cost $C$. The gradient vector $\nabla C$ has corresponding components $\partial C / \partial w_k$ and $\partial C / \partial b_l$. The stochastic gradient descent can be used to speed up learning by estimating the gradient $\nabla C$ by computing $\nabla C_x$ for a small sample of randomly chosen training inputs. By averaging over this small sample it turns out that we can quickly get a good estimate of the true gradient of $C$, and this helps speed up gradient descent, and thus learning.

The stochastic gradient descent works by randomly picking out a small number $m$ of randomly chosen training inputs (for example 10 images from the original set of 100 images). We'll
label those random training inputs $X_1, X_2, ..., X_m$. Then stochastic gradient descent works by picking out a randomly chosen mini-batch of training inputs, and training with those, where the weights and bias is computed by:

$$w_k \rightarrow w'_k = w_k - \frac{\eta}{m} \sum_j \left( \frac{\partial C}{\partial w_k} \right)$$

$$b_{bl} \rightarrow b'_{l} = b_{l} - \frac{\eta}{m} \sum_j \left( \frac{\partial C}{\partial b_{bl}} \right)$$

(3-17)

Where the sums are over all the training examples $X_i$ in the current mini-batch and $\eta$ is the learning rate. Then we pick out another randomly chosen mini-batch and train with those, until we've exhausted the training inputs. The back-propagation algorithm is the fast way of computing the gradient of the cost function.

Algorithm in [58], is a way of implementing stochastic gradient descent and the backward propagation to compute the weight and bias for smaller cost function. Training the deep neural network in this way, will allow us to make the necessary changes to the weight and bias, without majorly effecting the output of the network and giving us the desired results. For example, this algorithm will help us to weak the weights($w$) and bias($b$) during the learning phase, in a way we can finally determine the output as one of the two (apple or cherry), without effecting the rest of the food classes. Delta changes in either the weights or the bias will change the result from one food class to the other. As shown in the below diagram, considering we have taken the color feature into account, any changes in the weight of $w_1$ or bias $b$ would make the small changes to the final results, which in this case between apple and cherry (having almost same color features) will alter the eventual result. If the probability of the image ($p>0.5$ towards Apple), it would be classified as Apple and same is the case with any food type.
Algorithm implementing stochastic gradient descent[58]:

1. Input a set of training examples
2. For each training example \( x \): Set the corresponding input activation \( \alpha^l \), and perform the following steps:
   - **Feedforward**: For each \( l = 2,3,\ldots, L \) compute \( z^l = w^l \alpha^{l-1} + b^l \) and \( \alpha^l = \sigma(z^l) \).
   - **Output error, \( \delta^l \)**: Compute the vector \( \delta^l = \nabla_a^L \odot \sigma'(z^l) \).
   - **Backpropagate the error**: For each \( l = L-1, L-2, \ldots, 2 \) compute
     \[
     \delta^l \odot \sigma'(z^l).
     \]
3. Gradient descent: For each \( l=L, L-1, \ldots, 2 \), update the weight according to [58].

* Where \( L \) denoting the layer number, \( \delta^l \) being the output error, \( b_l \) being the bias, \( w^l \) being the weight and \( C \) being the cost.

3.3 Cloud

Cloud computing involves deploying groups of remote servers and software networks that allow data storage and online access to computer services or resources. Clouds can be classified as public, private or hybrid.

- **Private**: Private cloud services are delivered from a business data center to internal users.
  This model offers flexibility and convenience, while preserving management, control and security.
• **Public:** In the public cloud model, a third-party provider delivers the cloud service over the Internet. Public cloud services are sold on-demand, typically by the minute or the hour. Customers only pay for the CPU cycles, storage or bandwidth they consume. Leading public cloud providers include Amazon Web Services (AWS), Microsoft Azure, IBM/SoftLayer and Google Compute Engine.

• **Hybrid:** Hybrid cloud is a combination of public cloud services and on-premises private cloud with automation between the two. Companies can run workloads or sensitive applications on the private cloud while using the public cloud for bursty workloads that must scale on-demand. The goal of hybrid cloud is to create automated and scalable environment which takes advantage of all that a public cloud infrastructure can provide, while still maintaining control over mission-critical data.

Although cloud computing has changed over time, it has always been divided into three broad service categories:

• Infrastructure as a service (IaaS)

• Platform as a service (PaaS)

• Software as service (SaaS)

3.3.1 IaaS

IaaS providers such as AWS supply a virtual server instance and storage, as well as application program interfaces (APIs) that let users migrate workloads to a virtual machine (VM). Users have an allocated storage capacity and start, stop, access and configure the VM and storage
as desired. IaaS providers offer small, medium, large, extra-large, and memory- or compute-optimized instances, in addition to customized instances, for various workload needs.

3.3.2 PaaS

In the PaaS model, providers host development tools on their infrastructures. Users access those tools over the Internet using APIs, Web portals or gateway software. PaaS is used for general software development and many PaaS providers will host the software after it's developed. Common PaaS providers include Salesforce.com's Force.com, Amazon Elastic Beanstalk and Google App Engine.

3.3.3 SaaS

SaaS is a distribution model that delivers software applications over the Internet; these are often called Web services. Users can access SaaS applications and services from any location using a computer or mobile device that has Internet access.

3.4 Hadoop-MapReduce

Apache Hadoop is a set of algorithms for distributed storage and distributed processing of very large data sets (Big Data) on computer clusters built from hardware. All the modules in Hadoop are designed with a fundamental assumption that hardware failures of machines are common place and thus should be automatically handled in software by the framework.

The core of Apache Hadoop consists of a storage part (Hadoop Distributed File System (HDFS)) and a processing part (MapReduce). Hadoop splits files into large blocks (default 64MB or 128MB) and distributes the blocks amongst the nodes in the cluster. To process the data, Hadoop Map/Reduce transfers code to nodes that have the required data, which the nodes then process in parallel. This
approach takes advantage of data locality to allow the data to be processed faster and more efficiently via distributed processing.

A MapReduce program is collected of a Map that implements filtering and organizing and a Reduce that makes an immediate operation. The other name for MapReduce System nominated as framework that has the ability running the various tasks in parallel, managing all communications and data transfers between the various parts of the system. Also allows developers to write programs to process huge number of formless data in parallel across a distributed cluster of individual computers [60][61].

The model is inspired by the map and reduces functions usually used in functional programming. Basically a Map Reduce executes three basic operations as follows: The first task is Map function that processes in a parallel manner by each node without transferring any data to other nodes. In second operation, processed data by Map function is repartitioned across all nodes of the cluster. Lastly, Reduce task is executed in a parallel manner by each node with partitioned data [60]. An overview of the Map Reduce system is shows in Figure 3-6.

![Figure 3-6 Overview of Map Reduce System](image-url)


3.5 Detection Region Proposal Methods

To detect objects in an image, candidate regions where objects are expected to exist are usually extracted to guide the object detection. Region proposal methods can generate a small number of semantic regions where objects are most likely present, thus avoiding an exhaustive sliding window search across the whole image. Good region proposal methods can propose high quality regions, all of which contain potential target objects. Meanwhile, the number of generated regions is also relatively small so that we can mine the regions effectively. There are many region proposal methods. A method based on sliding window searches is a primitive way to propose regions, as this approach exhaustively searches across the whole image.

In multiple-scale detection, the number of proposed windows grows in order of magnitude based on the different sizes of detection windows.

Another approach to alleviating the computing burden is to propose regions only on objects of interest. We observe that objects of interest share common visual properties most of time. Based on this observation, a much smaller number of regions that have high probability to contain objects of interest can be proposed to be candidate regions. Current state-of-the-art object detectors often employ region proposal methods to speed up the search for objects. These approaches (multiple scale detection and object of interest detection) are more efficient than the sliding window approach, as fewer windows are examined. Currently, there are two categories of region proposal methods [62]. One category is window scoring, and the most popular method within this category is Objectness. The other category is grouping method, and the most popular algorithm within this category is known as SelectiveSearch [44].
Objectness was proposed by Alexe et al. [63] in 2010. It is among the earliest well-known region proposal methods. In this method, the salient locations in an image are used for initial proposals. Each of the salient regions are then scored based on the probability of containing an object[64]. The score estimation is based on a combination of multiple pieces of information such as color contrast, edge, location and size, saliency, and its overlap with superpixels.

SelectiveSearch was proposed by Uijlings et al. [44]. This method liberally merges similar regions together to generate candidate regions. Since the author designed similarity functions manually, there are no learned parameters. Because of its high recall rate and no customized parameters, it is the most widely-used region proposal method, and the most recent object detection methods use SelectiveSearch as the region proposal method.
Chapter 4 Proposed System

In this section, we will discuss our proposed system and categorized it into two parts: single and multiple food items.

4.1 Single Food Item

Single food item means the food image contained only one food item as shown in Figure 4-1.

![Figure 4-1 Single-item Food](image)

The algorithm for recognizing the food item is shown in Figure 4-2. To describe them precisely, we have divided them to subsections which are:
4.1.1 Pre-processing

First of all, in order to have accurate results for our segmentation, a simple transformation must be performed on the image to change the image size into standard format. To do so, the size of each image will be compared with standard size categories. If the image size is not compatible with any size category, some cropping or padding techniques will be applied to the image. We have defined one size category, i.e. $970 \times 720$ for simplicity. Larger images will be adjusted to this size, before performing any image processing technique.

4.1.2 Segmentation

In Figure 4-3, we provide a block diagram of the proposed system. The system consists of the following stages: Image acquisition and pre-processing, image segmentation, classification, and measurements.
At the high level, the system works as follows: The user captures three pictures of the food with his/her thumb on a suitable position on the dish so the picture will not only contain the food item, but also the user’s thumb, which is used for size calibration. The first two images are taken before the food consumption, one from the top view that will enable us to extract the portions and its corresponding areas, the other from the side of the dish, to analyze the height of the food items inside the dish is shown in Figure 4-4.

With these two measurements, we can obtain a better approximation for the volume, and its translation to calories and nutritional facts. The third picture must be taken at the end of food intake, to subtract from the calculations the food not consumed by the patient. The
technique of using the thumb in a photo captured has an important usage in our system, because the thumb is considered as a standard for calculating the dimensions of the food items. Compared to the previous measuring method such as PDAs and the calibration card, thumb is more flexible, controllable and stable standard, giving to the patient the freedom to use the application without the need to carry around uncommon equipment or in this case measurement patterns. As an alternative to the thumb (for disabled patients who might not have a thumb), the user can pace a coin inside the image, so the system will use this coin instead of the finger, to translate the portions of the food from the picture size into real life size. The system is designed to store the patient’s thumb size during its one-time calibration process. Once the food is recognized and the application suggests the type of food, the user is responsible to accept or correct the type of food from the application in the mobile device. In the following subsection we will explain each step in more detail.

At the segmentation step, each image is analyzed to extract various segments of the food portion. We paid significant attention to the segmentation mechanism design to ensure that images are processed appropriately. Particularly, we have used color segmentation, k-mean clustering, and texture segmentation tools. In this subsection, we show how these steps and the tools used lead to an accurate food separation scheme.

4.1.2.1 K-mean Clustering

There are many clustering algorithms in the open literature such as mean shift and k-means. The mean shift algorithm is a nonparametric clustering technique which does not require prior knowledge of the number of clusters, and does not constrain the shape of the clusters. The k-mean algorithm iteratively computes the mean of a set of clusters, until it converges to a stable set of cluster samples. In gray-scale images, areas are typically modeled as uniform intensity areas. Segmentation algorithms employ some form of Euclidean distance
measure to determine pixel similarity either on a spatially local basis or on a global color basis. For color image processing, the clustering algorithms operate in complex multidimensional spaces. Because of the added complexity of needing three variables to represent color pixels, the issue of region segmentation in color images is not as well defined as for gray-scale images.

In the segmentation step of this thesis, we focus more on creating regions of similar color. This means that the choice of distance measure becomes very important since similarity depends very much on how distances between colors are being measured. In this case, all approaches found in the literature use some form of Euclidean distance to determine similarity between two color pixels. Figure 4-5 shows the result of this clustering scheme on a sample food image. As the figure shows, different colors are clustered appropriately.

\[
\text{Figure 4-5 Color clustering results}
\]

4.1.2.2 Texture Segmentation

To obtain more accurate results in the segmentation stage, we added texture segmentation to the method. For texture features, we used a Gabor filter to measure local texture properties in the frequency domain. The Gabor filter describes properties related to the local power spectrum of a signal and has been used for texture analysis [65]. A Gabor impulse response in the spatial domain consists of a sinusoidal plane wave of some orientation and frequency modulated by a two-dimensional Gaussian envelope and is given by equation (4-1).
\[ h(x, y) = \exp \left[ -\frac{1}{2} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right) \right] \cos (2\pi x + \varphi) \] (4-1)

It is suitable for our use, where texture features are obtained by subjecting each image to a Gabor filtering operation in a window around each pixel and then estimating the mean and the standard deviation of the energy of the filtered image. A Gabor filter-bank consists of Gabor filters with Gaussians of several sizes modulated by sinusoidal plane waves of different orientations from the same Gabor-root filter as defined in (4-1). In our implementation, a bank of Gabor filters with six different desired orientations and five wavelengths are applied to the image. Furthermore, we have included the spatial coordinates of the pixels as two additional features that we have in our segmentation to get an accurate result in this part. The outcome of each of these Gabor filters is a two-dimensional array, with the same size of input image. The sum of all elements in one such array is a number that represents the matching orientation and spatial frequency of the input image. The results of applying a Gabor filter on food images are shown in Figure 4-6.

![Figure 4-6 Gabor filter results](image)
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4.1.2.3 **Graph Cut Segmentation**

Before performing the segmentation on the image, the user captures the picture of the food with her thumb on a suitable position on the dish so that the picture will not only contain the food item, but also the user’s thumb, which is used for size calibration. To use graph cut segmentation, it is important to determine the features of a good graph that will extracted from
an image. These three properties are most three steps of our graph cut based food image segmentation method.

First, it should be robust; i.e., if the image is somewhat distorted, the graph should not be deeply changed. In graph cut, each pixel of the image is mapped onto a vertex in a graph. Neighboring pixels are connected by weighted edges where the weight is determined based on a predefined energy function. In the normalized cut approach, the cut cost is determined by the fraction of the total edge connections to all the vertices in the graph. Second, it should also have good algorithmic properties. This means that the graph, when drawn, is actually a symbolic representation of the image; for instance, the boundaries between the regions should match with the edges of the graph. Third, we would like to be able to rebuild an image from the graph and for this new image to be a good compression of the initial image. In other terms, the loss due to the extraction process should be minimal. An example is shown in Figure 4-7.

![Original images](image1.jpg) ![Graph cut images](image2.jpg)

**Figure 4-7 Graph cut results**

### 4.1.3 Classification

In this stage, the extracted features are classified in order to recognize each food portion. For this purpose, we used two different classifiers: SVM and Deep learning neural network, which are popular techniques used for data classification. A classification task usually
involves training and testing data, which consist of some data instances. Each instance in the
training set contains one class label and several features.

4.1.3.1 SVM

Once the food items are segmented and their features are extracted, the next step is to
identify the food items using statistical pattern recognition techniques. Afterwards, the food item
has to be classified, using SVM mechanism [66][67]. SVM is one of the popular techniques used
for data classification. A classification task usually involves training and testing data which consist
of some data instances. Each instance in the training set contains one class label and several
features. The goal of SVM is to produce a model that predicts target value of data instances in
the testing set, which is given only by their attributes. In our model, we use the radial basis
function (RBF) kernel, which maps samples into a higher dimensional space in a non-linear
manner. Unlike the linear kernels, the RBF kernel is well suited for the cases in which the relation
between class labels and attributes is nonlinear. In our proposed method, the feature vectors of
SVM contain 5 texture features, 5 color features, 3 shape features, and 5 size features. The
feature vectors of each food item, extracted during the segmentation phase, will be used as the
training vectors of SVM. For increasing the accuracy, after the SVM module has determined each
food portion type, the system can optionally interact with the user to verify the kind of food
portions. For instance, it can show a picture of the food to the user, annotated with what it
believes are the portion types, such as chicken, meet, vegetable, etc. The user can then confirm
or change the food type. This changes the system from an automatic one into a semi-automatic
one; however, it will increase the accuracy of the system.
4.1.3.2 Deep Learning Neural Network

In this section, we provide the details of the deep neural network method used in our system. The first step in our approach is to generate a pre-trained model file with the help of CNN network. This is performed by initially capturing a set of images of one particular class (e.g. 50 images of apple class) and then labeling them with object name-set (object being apple). These images will be considered as the set of relevant (positive) images and are used to train the system. In the second step of the training, we re-train the system with the set of negative images (images that do not contain the relevant object). In our case, we trained the system with the background images, so it does not categorize them as part of the apple class. Once the model file is generated from the training, we load it into the application and test it against the images captured and submitted by the user. The system then performs the image recognition process and generates a list of probabilities against the label name. The label with the highest probability is prompted to the user in the dialog box, to confirm the object name. Once the object name is confirmed, the system performs the calorie computation part by calculating the size of the food item with respect to the finger in the frame. It finally prints the output to the user with the required calorie. Figure 4-8, illustrates the above mentioned process. We trained the system using the deep neural network model by [70], with various classes of food samples. Figure 4-9 shows an example for an apple class. The system is trained with the apple in the plate, from various angles and with different apples, so that the system gets trained with different models of the apple class. These would be the positive image frames or the relevant image frames.
Once the system is trained with the positive sample, we then re-train the system with the negative samples. By negative samples, we mean the objects that should not be recognized. In our scenario, we took frames of an empty plate, which should not be learned as part of the background image frame. Also, we used a different object (e.g. eggplant on the plate) and some other background image frames, as part of the negative samples. After training the system with negative samples, the system generates a model file, which is further used to recognize objects in the application. Figure 4-10 shows an example of training the system with negative samples.
4.1.4 Cloud

In this section, we describe the MapReduced SVM method for cloud based food recognition.

In order to design a Map Reduced SVM [68], we used the Elastic map reduce (Amazon EMR). The method further uses Hadoop, to distribute the data and process it across resizable size Amazon EC2 instances. Hadoop uses a distributed processing architecture called the Map Reduce in which a task is mapped to a set of servers for processing. The results of the computation performed by those servers were then reduced down to a single output set. One node, designated as the master node, controls the distribution of tasks to the slave nodes. The overview of the model is shown in Figure 4-11.
As shown in Figure 4-11, initially a request is sent to Amazon EMR to start the cluster. Once Amazon EMR creates the Hadoop cluster with a master instance group and core instance group, the master node is added to the master instance group. The slave node is then added to the core instance group. Our system deals with huge set of images and processes them to derive results in various formats. Managing such bulk of data can become a tedious job. To overcome such issue, we perform the processing and the storage in a cloud based platform. Using the cloud platform not only satisfies the computational complexity constraints of our system but also helps achieving higher accuracy for food classification. The data including the images, non-trained, trained and non-tested results, logs and the Map Reduce job are all stored in the Amazon S3 bucket. Amazon S3 is an Internet storage service. It is secure, reliable, scalable, fast and inexpensive storage platform, which makes it easier for us to manage the bulk data. Amazon S3 stores data as objects within buckets. An object is composed of a file and optionally metadata that describes the file. To store the file, one must upload the file to the bucket. In our system, we create a bucket named Food Recognition-test and made four subfolders in the bucket. The job folder contains the SVM Map Reduce jar file, the data folder contains the input file (svm_data.train) and logs folder saves the log info whenever the Map Reduce job is run. The implementation algorithm is shown in Figure 4-12.
As shown in the Figure 4-12, the Map Reduce implementation has 5 stages. In the first stage, we develop the SVM Map Reduce jar file. It includes the mapper class, the reduce class, the combiner class, and the main Map Reduce java class. Since the segmentation is done with the help of Support Vector Model, we have implemented it with SVM training and testing class, which we further call from the main Map Reduce class. In the second stage, we store the data and the jobs in the bucket. In the third step, we provision an Amazon EMR cluster, wherein the instance size of the node directly impacts the performance of the cluster. This further depends on the workload being CPU intensive or disk (I/O) intensive or memory intensive. For memory intensive jobs, m1.xlarge or one of the m2 family instance sizes have enough memory and CPU power to perform the work [69]. In our case, since we ran the job with fewer samples, we assumed that it would take lower memory and lower CPU. After the cluster is provisioned, we launch the job workflow, which further includes provisioning cluster, running bootstrap action, running the job flow and shutting down the cluster. In the fourth step, once the job flow is started, we can use the cluster monitoring interface in AWS (Amazon Web Services) to further monitor the cluster status, Map Reduce job, node status, IO and the hardware configuration. Finally, in fifth step, the results are stored in the results folder, and the logs are stored in the logs folder of the bucket. In the next section, we present the details of the implementation of our system.

4.1.4.1 Proposed Measurement Method

CloudSVM is built on the SVM and implemented using the Hadoop implementation of MapReduce. The implementation of Map Reduce for the SVM model can be categorized into the following steps: First, statistics computation for features (color, size, shape etc.) and class objects. Second, transform the sample by implementing the SVM model, after that, computing statistics for new feature space and finally distributing the new samples and training the model
in a random order with the reducer function. The SVM model is implemented in parallel with the help of Map Reduce mechanism wherein each instance is trained with a SVM model. The support vector of each subSVM are taken as input of next layer subSVM [69]. The non-support vectors are filtered with subSVMs. Furthermore, CloudSVM is a MapReduce based SVM training algorithm that runs in parallel on multiple computers with Hadoop.

![Figure 4-13 Cluster Configuration](image)

4.1.4.2 Building SVM in parallel and in batch from scratch

In order to classify input images into different food categories, we use a support vector machine based classifier. For building an SVM and for scaling the actual build task with increasing number of images, we utilize a cluster of workers mastered by one head node; the model is shown in Figure 4-13. Our cluster contains five Nodes. One of these nodes is called “Master” and the remaining nodes are called Workers. Each and every node in our cluster has the same resource configuration: 4 core CPU, 8 GB RAM memory and 100 GB disk space. Each machine runs Apache Hadoop version 1.0.4. Apache Hadoop is an actual implementation of MapReduce task execution framework [80], which is primarily used for efficiently processing very large datasets in parallel and offline. A Hadoop-based framework mainly consists of two main components: (1) Hadoop Distributed File System (HDFS) and (2) Hadoop MapReduce. HDFS is a distributed, fault-tolerant, and highly scalable file system. It requires a namenode that intercepts, accepts, and serve all file access requests. It commands an army of datanodes that
are used to store the actual data blocks. On the cluster, we installed an HDFS headed by the master as the namenode and the workers acting as the datanodes.

A MapReduce job consists of a map task and an accompanying reduce task. Tasks operate on data that is stored in the HDFS. For a given map task, a core responsible to execute the task at any of the workers independently processes a data partition of size equal to the HDFS block size. Each map task runs in serial in itself. Once all map tasks are finished, the interim results produced by the map tasks are co-located around a key identifier at a destination node, where they are to be reduced to a final result by a reduce task. In order to build an SVM on Hadoop, we used a cascade-SVM implementation. The image features are stored on our HDFS cluster. In order to test the scalability of building the final SVM, we ran a test on 250K, 500K, 750K, 1M and 1.5M images respectively. The results are shown in Table 4-1.

<table>
<thead>
<tr>
<th>Total number of images in the training dataset.</th>
<th>250K</th>
<th>500K</th>
<th>750K</th>
<th>1M</th>
<th>1.5M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time required to build SVM distributed (in min.)</td>
<td>3.5 mins</td>
<td>5.1 mins</td>
<td>19.3 mins</td>
<td>51.7 mins</td>
<td>66.4 mins</td>
</tr>
</tbody>
</table>

### 4.1.4.3 Maintaining an SVM online with incoming new images

Instead of building an SVM from scratch that takes more than an hour on 1.5M images, we defer the build task as long as the SVM accuracy is above a pre-determined threshold. This threshold dictates when it is acceptable to continue updating an already built SVM model with new image features and class labels online. The main algorithm that drives this aspect is outlined below in Algorithm 1.

**Algorithm 1**

*Let S denote the set of images S accrued so far in the HDFS. We use a certain percentage of S for training denoted by L and the remaining part is used for testing denoted by T. Note that S satisfies*
\( S = L + T. \)

A. Build a cascade-SVM denoted by \( M \) using the images in \( L \).
B. Test \( M \) on the set of images \( T \). Measure the classification accuracy, \( x \) as Benchmark.
C. With every new incoming image \( I \),

C.1. Add the image to the set of training images, i.e., \( L = L + I \)
C.2. Incrementally update \( M \) using \( I \) to obtain \( M' \).
C.3. Test \( M' \) on \( T \) again and measure its classification accuracy as \( y \).
C.4. If \( x > y \), then retrain a new SVM from scratch on \( L + I \), obtain model \( M'' \).
C.5. Test \( M'' \) on \( T \) again and measure its classification accuracy as \( z \).
C.5.1 If \( z > x \), use \( M'' \) else if \( z < x \), use \( M \) for predictions.
C.6 If \( x < y \), use \( M' \) for image classifications.

*In the above algorithm we assumed \( x \) to be the threshold for Degree of Inaccuracy (DoI), it can be adjusted based on the accuracy constraints of the system [75].*

4.2 Multiple Food Recognition

In real-life scenarios, a food image of a meal mostly includes multiple food items, as shown in Figure 4-14.
Recognizing multiple food items and categorizing them in a single food image is a challenging task. Our goal is to learn a detector for each food category from a set of training images with only binary labels indicating whether the image contains this food category or not. We model an image as a set of overlapping rectangular windows. The binary image label $y = 1$ specifies that the image contains at least one instance of the target category; the label $y = -1$ specifies that the image does not contain instances of the category. Since instance labels are not provided, we perform region mining with submodular cover optimization to find positive instances, which are rectangular windows containing the target food category. With these positive instances, we can train a classifier for each food category.

In this section, we propose an algorithm which jointly detects food item combinations in the plate. In this algorithm, each training image contains only a single food item, while the testing images may contain multiple food items. Our proposed algorithm will predict the labels of food items and estimate the calorie of the plate. The diagram of the algorithm is shown in Figure 4-15.
We describe each step of our proposed algorithm in detail and offer a brief motivation for why certain methods and parameters have been chosen.

4.2.1 Bounding Circle

In the first step, for having a more accurate system, after taking a picture with the mobile device, it is better to remove the background from the main objects as much as possible and then save the new image. To do so, we ask the user to draw a bounding circle around the plate of the food, shown in Figure 4-16, to make it simpler for the next processing steps.
4.2.2 Sending Data to Cloud

The process of sending data to cloud is the same as the one depicted in section 4.1.4, so we don’t repeat it here and refer the reader to that section for more information.

4.2.3 Region Selection

In this step, we used Selective Search [76] to generate region proposals for multiple-food detection, and the algorithm we chose is described below.

Selective Search has been broadly used as a detection proposal method by many object detectors. The idea of this method is grouping superpixels to generate a hierarchy of small to large regions. Usually, more than 1,000 regions can be produced for a single image by Selective Search. We further filter the candidate regions based on their size and aspect ratio. Regions that are either too small (area is less than $1/100$ of the original image) or the ratio of length to width is too large (greater than 20) or too small (less than $1/20$) are removed. With this simple and reasonable filtering, we successfully decrease the number of proposed regions per image from
about 1,000 to about 150. This significantly improves the speed and accuracy of the subsequent procedures.

The processing procedures of this algorithm are shown in Algorithm-1:

Algorithm-1: Region Selection

1. Generate initial regions.
2. Generate as many regions as possible and each of them belongs to one object.
3. Merge similar regions into larger ones, until only one region is left.
4. Merge criteria based on the color and texture similarities.
5. The similarities are measured by the similarity metric, which is defined as follows:
6. Choose the color space from RGB, HSV and Lab color spaces.
7. Compute the HOG-like features for texture similarity measurement.
8. Compute size component in the similarity metric.
9. Measures the similarity of shape between two regions.
10. The function of the similarity = linear combination of all above metrics.
11. Output regions contain candidate objects.
4.2.4 Region Representation

Extracting features to represent the regions in the featured space is an important component of object detection. In our experiments, we use the [70] deep learning framework to compute the feature vectors of the proposed regions. Then the pixel values of the region are subtracted from the mean and then normalized to reach between [0.0, 1.0]. The normalized pixel's values are then forward propagated through the neural network, and a 4,096-dimension feature is extracted by using the output of the last convolutional layer in the model. Since we decreased the number of proposed regions from about 1,000 to about 150 per image, after extracting features for all these regions, a feature matrix of 150 x 4,096 is computed for each image. This feature matrix is used as the input data for the region mining process.

4.2.5 Region Mining

Although the SelectiveSearch algorithm does propose many regions that contain objects, most of those regions do not contain the target objects we want to detect, or else they just contain part of the target objects. Region mining aims to find two types of regions from all the proposed regions of training images. For positive regions, based on the fact that different proposed regions have different kinds of discrimination toward the target object class, a region mining procedure evaluates the discrimination in order to discover the positive regions that would best differentiate the target object class from the backgrounds. Hard negative regions consist of two parts: the background regions from positive images belong to the same class, and the regions from negative images belong to other classes. Hard negative regions are samples that are similar to positive regions and are falsely detected by the classifiers.

After we get the scores of each region, we want to select a set of regions $S \subseteq R$, such that:
a. S can well represent the category.

b. S is small enough for fast training.

The most important problem with submodularity is how many regions are needed to represent one food category. The representation margin diminishes by adding one more region to set S compared to previously added regions. We define the function N(S) as the neighbors of a set of regions S \( \subseteq R \), shown in Figure 4-18.

A set function \( F: 2^\Omega \rightarrow R \) is submodular if it satisfies diminishing gains [77]. That is (4-2), for any \( S \subseteq T \subseteq \Omega \setminus \{v\} \), it holds in equation (4-2):

\[
F(T \cup \{v\}) - F(T) \leq F(S \cup \{v\}) - F(S), \quad \forall v \in \Omega
\]

![Figure 4-18 Submodular Set Function](image)

We define a covering score \( C_{lt}(S) \) for each image I. The score is determined by a covering threshold t and the number of regions from \( R_l \) that are in the set of neighbors of S, that is, \( N(S) \), which is described in equation (4-3).

\[
C_{lt}(S) = \min\{t, |N(S) \cap R_l|\}
\]

The covering score \( C_{lt}(S) \) measures how many regions in \( R_l \) are the near neighbors of S. If there are many regions in \( R_l \) which are the near neighbors of S, then set S can well represent the image I, and we say that set S covers image I. The covering score \( F(S) \) from equation (4-4) for the whole set S is then defined as sum of scores on all positive images P of that category.

\[
F(S) = \sum_{I \in P} C_{lt}(S)
\]

Our target is to find a set of regions S from R that minimizes equation (4-4), while having enough representation ability. We want regions in S to come from each of the positive images, and at
the same time to keep $S$ as small as possible. This is indirectly controlled by the threshold parameter. If $t$ is small, then regions in $S$ will come from regions from many different images and the set $S$ is relatively small. On the other hand, if $t$ is large, there will be many more regions in the set, which covers each image more.

To minimize $F(S)$, we want regions in $S$ with the most number of edges from positive images. An edge $e$ exists between $R$ and $I$ if the region $r_1$ from $R$ is the nearest neighbors of the region in $I$. That means the function $F(S)$ is a submodular function and can be optimized via a greedy algorithm. This is because function $2^\Omega \to R$ defined in Equation (4.4) is a submodular function.

A set function that satisfies decreasing gains is submodular. That is, for $v \in \Omega$ and $S \subseteq T \subseteq \Omega$ it holds $F(S \cup \{v\}) - F(S) \leq F(T \cup \{v\}) - F(T)$.

Let $\text{Cov} = |N(S) \cap R_t|$, then function $\text{Cov}$ is a covering function. For $S \subseteq T \subseteq \Omega \setminus r$, we can have equations (4.5) and (4.6).

$$\text{N}(S) \subseteq \text{N}(T)$$

$$|\text{N}(T \cup \{r\}) - \text{N}(T)| = |N(r) \setminus \text{N}(T)|$$

$$|\text{N}(T \cup \{r\}) - |\text{N}(T)| \leq |N(r) \setminus \text{N}(S)|$$

$$|\text{N}(T \cup \{r\}) - |\text{N}(T)| = |N(S) \cup \{r\} - |N(S)|$$

Thus function $\text{Cov}$ is a non-decreasing submodular function. Function $F(S)$ is the sum over $\text{Cov}$, thus also is a non-decreasing submodular function.

**Optimization:** Our goal is to select a representative minimum subset $S \subseteq R$, which can be stated as in equation (4.7):

$$\min |S| \ (\text{for } S \subseteq R), \ F(s) \leq \alpha F(R), \text{for } \alpha \in (0,1)$$

(4.7)

For this, we have used the algorithm discussed in [77]. Let $S_0 = 0$ and in each following iteration step $I$, add the region $r$ that can cover the largest number of uncovered regions. More formally, add the region that could maximize the marginal gain $F(S_i \cup \{r\} - F(S_i))$. 
Figure 4-19 shows the top-10 regions selected from the greedy algorithm for the burger training images with the $\alpha = 0.95$.

![Figure 4-19 The top-10 regions in set S for the training dataset of the burger category](image)

### 4.2.6 Deep Learning

As mentioned above, we discussed deep learning algorithm in section 4.1.3.2, but for having better accuracy in food recognition we created new model for our multiple food recognition. For food image feature extraction and classification, deep belief networks (DBN), which are based on the concept of deep learning, allow us to achieve higher accuracy and better generalization, even with small datasets. This is a well-known property of deep learning. It further gives us the flexibility to integrate its feature extraction model with other linear classifiers, including SVM. Hence, for food recognition part, we use DBN, wherein we initially perform unsupervised training without labelling the images, which further assist the deep learning network to find the suitable parameters (determines the hidden nodes and the edge parameters) that is further used as part of the supervised learning to achieve accurate results. The back-propagation algorithm as part of the supervised learning is used to compute the gradient of the cost function quickly [78]. Training the deep neural network in this way will allow us to make the necessary changes to the weight and bias, from which we obtain the desired results. We label these
random training inputs \( X_1, X_2, \ldots, X_m \). The stochastic gradient descent algorithm then selects a randomly chosen mini-batch of training inputs, and trains with those. As shown in Figure 4-20, DBN is a hierarchical model with many hidden layers in the network. Two hidden layers combine to form the RBM (Restricted Boltzmann Machine) which further form stack of RBMs. Each layer, including the hidden layers, contain a set of neurons, \( i^k \) being the input vectors, \( h^k \) being the hidden neuron and \( O^k \) being the output neuron of the \( k^{th} \) layer in the figure. As part of the feature extraction process, the unsupervised and supervised learning (backward propagation) together generate the desired feature vectors that are used by the classifiers (feed forward propagation). Hence, we derive the high level features from the low level features further. The prediction is based on the probabilistic model, where \( \text{p}(\text{label}|\text{n input image}) \) is the probability of the match with the corresponding label set.

![Figure 4-20 Deep Belief Network Model for Food Recognition](image)

### 4.2.7 Food Name Prediction and Calorie Extraction

The recognition step will generate a list of food items ordered in occurrence probability. This means that for each food item we may have 3 or 4 predicted tags. The proposed system will
choose the food item with the highest probability. After recognizing the food names, we can estimate the calories in the food plate as described in [79].
Chapter 5 Implementation and Results

In this chapter, we describe how we train and evaluate the proposed method on a manually collected food dataset. Detailed experiment setup is given in the following sections.

5.1 Food Dataset

The collection of the food images in our dataset, we divided the food images into two different collections; single food portions and mixed food portions. We took into consideration important factors that affect the accuracy of our results. Specifically, we used a variety of the following components:

- **Camera**
  The camera itself will have an effect on the results in terms of its lens, hardware, and software. As such, we used three different cameras for our experiments, consisting of Canon SD1400, iPhone 4, and Samsung S4 cameras.

- **Lighting**
  Lighting and illumination is one of the important parameters which affect the system outcome because illumination directly affects the image segmentation algorithm, which in turn affects the rest of the algorithms. To take this into account, we put the same plate in three different locations with different illuminations and we took pictures.

- **Shooting Angle**
  Another effective parameter is the angle of photography; we have chosen three different angles which are approximately 30, 90, and 150 degrees from the plate of food
for all pictures. This means that for each plate in 3 different lighting locations we have also taken 3 pictures from different angles.

- **White Plate**
  For all images we have considered a white plate to ignore the background of the images.
  
  By using white plate, food segmentation and food recognition will be easier to perform.

- **Thumb**
  The thumb of the user and its placement on the plate are also shown in Figure 5-1.
  
  There is a one-time calibration process for the thumb, which is used as a size reference to measure the real-life size of food portions. Compared to the calibration methods of similar systems, using the thumb is more flexible, controllable, and reliable. For users with thumb disability or amputated thumbs, another finger or a coin can be used instead, the latter still more ubiquitous than special plates or cards used in other systems.

![Figure 5-1 (a, b) Test images with food and thumb (c) Calculation of the thumb dimensions](image)

In the dataset, the images are divided into 6 categories considering the capturing device, background, and lighting condition. For example, images in category 1 are captured with a Samsung camera, within a light environment with a white background, and from different shooting angles.

<table>
<thead>
<tr>
<th>Category</th>
<th>Camera</th>
<th>Background</th>
<th>Lighting</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Samsung-S4</td>
<td>White</td>
<td>Light</td>
</tr>
<tr>
<td>2</td>
<td>Samsung-S4</td>
<td>White</td>
<td>Dark</td>
</tr>
<tr>
<td>3</td>
<td>IOS-4</td>
<td>White</td>
<td>Light</td>
</tr>
<tr>
<td>4</td>
<td>IOS-4</td>
<td>White</td>
<td>Dark</td>
</tr>
<tr>
<td>5</td>
<td>CanonSD1400</td>
<td>White</td>
<td>Light</td>
</tr>
<tr>
<td>6</td>
<td>CanonSD1400</td>
<td>White</td>
<td>Dark</td>
</tr>
</tbody>
</table>
The food dataset used for our experiments is composed of a training set and a test set. For training, we collected 7000 images of 30 categories of food. Each one of the training images only contains one food item which is shown in Figure 5-2.

Figure 5-2 Examples of training (left) images in the food dataset and testing (right) images. The training dataset contains images with only single food item and the testing dataset contains images with multiple food items.
5.2 Single Food Item

5.2.1 Applying Graph cut Segmentation and SVM classifier

In the first step, we applied color and texture segmentation in [71]-[73]. We applied our method to three different categories of food: single food, non-mixed food, and mixed food. We achieved better accuracy for non-mixed food, and our method had problems detecting some mixed foods. For example, the appearance of food portions in a mixed food may change as they get mixed, making it harder to extract different food portions. Furthermore, the size of food portions in different mixed foods are not similar, hence the method fails to segment food portions properly. To solve these problems, we have applied graph cut segmentation to improve our segmentation step. We also trained the system with more mixed food to get more accurate results.

We have chosen a data set that comprises of 15 different categories of food and fruits. These food and fruit images are divided into training and testing sets, in which around 50% of the fruit images from each group is used to train the system, and the remaining images serve as the testing set.

As Figure 5-3 shows, applying graph cut segmentation produces better region boundaries in our segmentation phase, which helps us to extract more accurate features from the segmentation phase.
The results of this step feed into our SVM model to recognize each food portion. As can be seen in Table 5-2, we have an approximately 3% increase in our single food classification accuracy.
in comparison to our previous model [73]. In addition to single foods, we applied our method to
two other categories of food: non-mixed food (e.g. steak and fries), and mixed food (e.g. curry or
soup). The resulting SVM’s accuracy is approximately 90% and 75%, respectively. In comparison
to our previous model [73], we achieved a 5% and 15% increase in accuracy for non-mixed and
mixed food, respectively.

Table 5-2 Food Recognition Accuracy for Single Food

<table>
<thead>
<tr>
<th>No.</th>
<th>Food items</th>
<th>Recognition Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Using color-texture</td>
</tr>
<tr>
<td></td>
<td></td>
<td>segmentation</td>
</tr>
<tr>
<td>1</td>
<td>Red Apple</td>
<td>97.64</td>
</tr>
<tr>
<td>2</td>
<td>Orange</td>
<td>95.59</td>
</tr>
<tr>
<td>3</td>
<td>Corn</td>
<td>94.85</td>
</tr>
<tr>
<td>4</td>
<td>Tomato</td>
<td>89.56</td>
</tr>
<tr>
<td>5</td>
<td>Carrot</td>
<td>99.79</td>
</tr>
<tr>
<td>6</td>
<td>Bread</td>
<td>98.39</td>
</tr>
<tr>
<td>7</td>
<td>Pasta</td>
<td>94.75</td>
</tr>
<tr>
<td>8</td>
<td>Sauce</td>
<td>88.78</td>
</tr>
<tr>
<td>9</td>
<td>Chicken</td>
<td>86.55</td>
</tr>
<tr>
<td>10</td>
<td>Egg</td>
<td>77.53</td>
</tr>
<tr>
<td>11</td>
<td>Cheese</td>
<td>97.47</td>
</tr>
<tr>
<td>12</td>
<td>Meat</td>
<td>95.73</td>
</tr>
<tr>
<td>13</td>
<td>Onion</td>
<td>89.99</td>
</tr>
<tr>
<td>14</td>
<td>Beans</td>
<td>98.68</td>
</tr>
<tr>
<td>15</td>
<td>Fish</td>
<td>77.7</td>
</tr>
<tr>
<td>16</td>
<td>Banana</td>
<td>97.65</td>
</tr>
<tr>
<td>17</td>
<td>Green Apple</td>
<td>97.99</td>
</tr>
<tr>
<td>18</td>
<td>Cucumber</td>
<td>97.65</td>
</tr>
<tr>
<td>19</td>
<td>Lettuce</td>
<td>77.55</td>
</tr>
<tr>
<td>20</td>
<td>Grapes</td>
<td>95.7</td>
</tr>
<tr>
<td>21</td>
<td>Potato</td>
<td>88.56</td>
</tr>
<tr>
<td>22</td>
<td>Tangerine</td>
<td>97.59</td>
</tr>
<tr>
<td>23</td>
<td>Chocolate Cake</td>
<td>88.19</td>
</tr>
<tr>
<td>24</td>
<td>Caramel Cake</td>
<td>85.29</td>
</tr>
<tr>
<td>25</td>
<td>Rice</td>
<td>94.85</td>
</tr>
<tr>
<td>26</td>
<td>Green Pepper</td>
<td>97.99</td>
</tr>
<tr>
<td>27</td>
<td>Strawberry</td>
<td>83.47</td>
</tr>
<tr>
<td>28</td>
<td>Cooked Vegetable</td>
<td>92.62</td>
</tr>
<tr>
<td>29</td>
<td>Cabbage</td>
<td>77.55</td>
</tr>
<tr>
<td>30</td>
<td>Blueberry</td>
<td>83.47</td>
</tr>
<tr>
<td></td>
<td><strong>Total average</strong></td>
<td><strong>92.21</strong></td>
</tr>
</tbody>
</table>
5.2.2 Applying Cloud Base SVM

A number of experiments were carried out to identify the accuracy and performance of the map reduced SVM on food classification and compares them with the SVM. We have applied these two methods on different categories of food, named single food portion and food plate. In the following sub-sections, we will explain our simulation settings and outcomes for each of these food categories.

5.2.2.1 Single food portion

First, we calculated the accuracy of our system performance on different single food portions, including various fruits and single pieces of food. For the SVM approach, we chose 100 images for the testing phase and 100 images for the training phase. The results of the LIBSVM method are shown in the third column of Table 5-3.

In another simulation, we applied the updating method by engaging the MapReduce SVM, which follows Algorithm 1 from Chapter 4, for updating purposes. The accuracy results of this method for single food portions are shown in fourth column of Table 5-3. The total average shows that we have increased the accuracy in different food portions, which are around 3% in a limited amount of food. In the following method, we will also see a huge increase in the accuracy of non-mixed and mixed food.
Table 5-3 Accuracy results of single food for LIBSVM and Map reduced SVM methods

<table>
<thead>
<tr>
<th>No.</th>
<th>Food items</th>
<th>Recognition Rate (%)</th>
<th>Using All Features (10 fold cross validation)</th>
<th>Using All Features (updating data-base periodically)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Red Apple</td>
<td>97.64</td>
<td>92.11</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Orange</td>
<td>95.59</td>
<td>91.32</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Corn</td>
<td>94.85</td>
<td>98.2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Tomato</td>
<td>89.56</td>
<td>93.82</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Carrot</td>
<td>99.79</td>
<td>93</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Bread</td>
<td>98.39</td>
<td>93.5</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Pasta</td>
<td>94.75</td>
<td>98.42</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Sauce</td>
<td>88.78</td>
<td>92.14</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Chicken</td>
<td>86.55</td>
<td>90.12</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Egg</td>
<td>77.53</td>
<td>92.53</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Cheese</td>
<td>97.47</td>
<td>93.43</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Meat</td>
<td>95.73</td>
<td>97.73</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Onion</td>
<td>89.99</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Beans</td>
<td>98.68</td>
<td>96.75</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Fish</td>
<td>77.7</td>
<td>83.13</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Banana</td>
<td>97.65</td>
<td>99.1</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Green Apple</td>
<td>97.99</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Cucumber</td>
<td>97.65</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Lettuce</td>
<td>77.55</td>
<td>92</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Grapes</td>
<td>95.7</td>
<td>97</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Potato</td>
<td>88.56</td>
<td>95</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Tangerine</td>
<td>97.59</td>
<td>98.58</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Chocolate Cake</td>
<td>88.19</td>
<td>94.22</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Caramel Cake</td>
<td>85.29</td>
<td>94.15</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Rice</td>
<td>94.85</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Green Pepper</td>
<td>97.99</td>
<td>98</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Strawberry</td>
<td>83.47</td>
<td>90.48</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Cooked Vegetable</td>
<td>92.62</td>
<td>96.5</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Cabbage</td>
<td>77.55</td>
<td>89</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Blueberry</td>
<td>83.47</td>
<td>92.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total Average</td>
<td>91.304</td>
<td>94.5</td>
<td></td>
</tr>
</tbody>
</table>

5.2.2.2 Food plate

In order to identify the accuracy of the afore-mentioned methods on food plates, we considered two different categories of food; mixed and non-mixed. Some examples are shown in Figure 5-4. In our database, we have around 3000 non-mixed and 500 mixed plates of food. For non-mixed food, we made three groups of images, containing 1000, 2000, and 3000 images,
respectively. Then, we kept 1000 images for testing purposes for each group. The system is trained with LIBSVM using half of the remaining images in each group.

The simulation results for non-mixed food are shown in Figure 5-5. As shown in this figure, the cloud SVM method outperforms the SVM method in all image categories. Furthermore, the accuracy increases as we acquire more images in the training phase. We have also evaluated SVM and cloud SVM methods on 500 mixed foods [75]. As the results in Figure 5-5 show, although the overall accuracy is lower than the non-mixed food category, we gained around 20% higher accuracy than the SVM approach.

![Figure 5-4 Non-mixed food (left) and mixed food (right)](image)

The measurement of the mass of the food needs to be improved to achieve higher accuracy. This can be achieved by:

- Better estimation of the area of each food portion, which can be improved using more accurate segmentation methods.
- Coming up with an approach to measure the depth of the food more accurately, instead of assuming that the depth is uniform throughout the food portion's area, which is what we assume now.
• All of our simulations are performed on white plates with a smooth texture. We need to expand our work to various plates with different shapes, textures and colors.

**Figure 5-5 Accuracy results of Non-mixed and Mixed food plate**

5.2.3 Applying Deep Neural Network

In this section, we combine the graph cut segmentation and deep neural network algorithms. The combination of these two methods allows us to improve the accuracy of our food classification and recognition. By recognizing the food portions with these two models and by knowing the size and shape of the food portions from the graph cut algorithm, we will have a chance to calculate the whole food portion calories.

Before the implementation of the image recognition algorithm in the Android application, the first step in our approach is to generate a pre-trained model file with the help of the CNN network. We performed this step by capturing a set of initial images of one particular class (e.g. 50 images of apple class), and then labeling them with the object name set (e.g. “apple”). These images are considered the set of relevant (positive) images. After the image sets are captured, the system is trained with these images, and then the system is re-trained with the set of negative images (images that do not contain the relevant objects). In our case, we trained the
system with the background images, so that it did not recognize them or categorize them as part of the image class. Once the model file is generated from the training, we load it into the Android application and test it against the images captured and submitted by the user.

The application works as follows: once the user clicks on the “Expected calorie intake” button in the Android application, it redirects the user to a new page. The user then captures the images twice; a top view, which enables the application to extract the food portions, and a side view, which enables the application to analyze the height of the food item in the dish (Figure 5-6-a). The thick beside the photographs indicates that the photos have been captured, and the user can now click the submit button (Figure 5-6-b). After the user clicks the submit button at the bottom of the screen, the application will initiate the image recognition algorithm, which is based on the deep neural network. The system then performs the image recognition process and generates the list of probabilities against the label name.

![Figure 5-6 User Interface of the Android Application](image)

The label with the highest probability is prompted to the user in a dialog box so that he or she can confirm the object name (Figure 5-6-c). The dialog box will also prompt the user to confirm the food type.
So far, our data set comprises of 30 different categories of food and fruits. As Table 5-4 and Figure 5-8 show, applying graph cut segmentation and the deep neural network algorithm produces better recognition. Our system could recognize the food portions very accurately in three seconds. The results of Table 5-4 show that we have 100% accuracy in our single food portions.

The application will select labels for food images based on the probability of occurrence. This means that for each food item, we may have three or four predicted tags. In this situation, the system will display the food item with the highest probability. Some results are shown in Figure 5-8. At the end of this process, the user will see the name and calories of the food on the monitor [74].
## Table 5-4 Accuracy of Recognition in Single Food

<table>
<thead>
<tr>
<th>No.</th>
<th>Food items</th>
<th>Using color-texture segmentation</th>
<th>Using graph-cut, color-texture segmentation</th>
<th>Using Deep Neural Network Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Red Apple</td>
<td>97.64</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>Orange</td>
<td>95.59</td>
<td>97.5</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>Corn</td>
<td>94.85</td>
<td>96</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>Tomato</td>
<td>89.56</td>
<td>95</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>Carrot</td>
<td>99.79</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>Bread</td>
<td>98.39</td>
<td>99</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>Pasta</td>
<td>94.75</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>Sauce</td>
<td>88.78</td>
<td>92</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>Chicken</td>
<td>86.55</td>
<td>89</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>Egg</td>
<td>77.53</td>
<td>83</td>
<td>100</td>
</tr>
<tr>
<td>11</td>
<td>Cheese</td>
<td>97.47</td>
<td>97</td>
<td>100</td>
</tr>
<tr>
<td>12</td>
<td>Meat</td>
<td>95.73</td>
<td>96</td>
<td>100</td>
</tr>
<tr>
<td>13</td>
<td>Onion</td>
<td>89.99</td>
<td>93</td>
<td>100</td>
</tr>
<tr>
<td>14</td>
<td>Beans</td>
<td>98.68</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td>15</td>
<td>Fish</td>
<td>77.7</td>
<td>85</td>
<td>100</td>
</tr>
<tr>
<td>16</td>
<td>Banana</td>
<td>97.65</td>
<td>97</td>
<td>100</td>
</tr>
<tr>
<td>17</td>
<td>Green Apple</td>
<td>97.99</td>
<td>97</td>
<td>100</td>
</tr>
<tr>
<td>18</td>
<td>Cucumber</td>
<td>97.65</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td>19</td>
<td>Lettuce</td>
<td>77.55</td>
<td>85</td>
<td>100</td>
</tr>
<tr>
<td>20</td>
<td>Grapes</td>
<td>95.7</td>
<td>95</td>
<td>100</td>
</tr>
<tr>
<td>21</td>
<td>Potato</td>
<td>88.56</td>
<td>89</td>
<td>100</td>
</tr>
<tr>
<td>22</td>
<td>Tangerine</td>
<td>97.59</td>
<td>99</td>
<td>100</td>
</tr>
<tr>
<td>23</td>
<td>Chocolate Cake</td>
<td>88.19</td>
<td>85</td>
<td>100</td>
</tr>
<tr>
<td>24</td>
<td>Caramel Cake</td>
<td>85.29</td>
<td>85</td>
<td>100</td>
</tr>
<tr>
<td>25</td>
<td>Rice</td>
<td>94.85</td>
<td>94</td>
<td>100</td>
</tr>
<tr>
<td>26</td>
<td>Green Pepper</td>
<td>97.99</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td>27</td>
<td>Strawberry</td>
<td>83.47</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td>28</td>
<td>Cooked Vegetable</td>
<td>92.62</td>
<td>96</td>
<td>100</td>
</tr>
<tr>
<td>29</td>
<td>Cabbage</td>
<td>77.55</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>30</td>
<td>Blueberry</td>
<td>83.47</td>
<td>95</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Total average</td>
<td>92.21</td>
<td>95</td>
<td>100</td>
</tr>
</tbody>
</table>
Figure 5-8 Result of food recognition
5.3 Multiple Food Item

5.3.1 Recognition Results

In pattern recognition and information retrieval with binary classification, precision (also called positive predictive value) is the fraction of retrieved instances that are relevant. Recall (also known as sensitivity) is the fraction of relevant instances that are retrieved. Both precision and recall are, therefore, based on an understanding and measure of relevance.

5.3.2 Average Recall and Precision

Recall rate measures the ability to detect food items and precision rate measures how accurate the detection is. Equation computes the recall rate (5-1), and the precision rate is computed by Equation (5-2) as follows:

\[
\text{Recall} = \frac{\text{num. of correctly detected items in the category}}{\text{ground truth num. of items in the category}} \quad (5-1)
\]

\[
\text{Precision} = \frac{\text{num. of correctly detected items in the category}}{\text{num. of predicted items in the category}} \quad (5-2)
\]

Following the proposed processing pipeline, we train multiple food detectors on the training images and test their performance on the test dataset. An average recall rate of 90.98 percent and a precision rate of 93.05 percent is obtained on the test dataset. Detailed recall rate and precision rate for each food category are listed in Table 5-5.
<table>
<thead>
<tr>
<th>N</th>
<th>Food items</th>
<th>Recall</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Red Apple</td>
<td>93.64</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>2</td>
<td>Orange</td>
<td>95.59</td>
<td>97.5</td>
<td>98</td>
</tr>
<tr>
<td>3</td>
<td>Corn</td>
<td>84.85</td>
<td>80</td>
<td>85</td>
</tr>
<tr>
<td>4</td>
<td>Tomato</td>
<td>89.56</td>
<td>97</td>
<td>96</td>
</tr>
<tr>
<td>5</td>
<td>Carrot</td>
<td>93.25</td>
<td>98</td>
<td>98</td>
</tr>
<tr>
<td>6</td>
<td>Bread</td>
<td>98.39</td>
<td>89</td>
<td>90</td>
</tr>
<tr>
<td>7</td>
<td>Pasta</td>
<td>94.75</td>
<td>98</td>
<td>98</td>
</tr>
<tr>
<td>8</td>
<td>Sauce</td>
<td>88.78</td>
<td>92</td>
<td>93</td>
</tr>
<tr>
<td>9</td>
<td>Chicken</td>
<td>86.55</td>
<td>89</td>
<td>88</td>
</tr>
<tr>
<td>10</td>
<td>Egg</td>
<td>81.22</td>
<td>87</td>
<td>90</td>
</tr>
<tr>
<td>11</td>
<td>Cheese</td>
<td>95.12</td>
<td>97</td>
<td>97</td>
</tr>
<tr>
<td>12</td>
<td>Meat</td>
<td>95.73</td>
<td>96</td>
<td>96.5</td>
</tr>
<tr>
<td>13</td>
<td>Onion</td>
<td>89.99</td>
<td>93</td>
<td>95</td>
</tr>
<tr>
<td>14</td>
<td>Beans</td>
<td>98.68</td>
<td>95</td>
<td>97</td>
</tr>
<tr>
<td>15</td>
<td>Fish</td>
<td>77.7</td>
<td>85</td>
<td>88</td>
</tr>
<tr>
<td>16</td>
<td>Banana</td>
<td>97.65</td>
<td>97</td>
<td>97</td>
</tr>
<tr>
<td>17</td>
<td>Green Apple</td>
<td>97.99</td>
<td>97</td>
<td>97</td>
</tr>
<tr>
<td>18</td>
<td>Cucumber</td>
<td>97.65</td>
<td>98</td>
<td>98</td>
</tr>
<tr>
<td>19</td>
<td>Lettuce</td>
<td>77.55</td>
<td>85</td>
<td>88</td>
</tr>
<tr>
<td>20</td>
<td>Grapes</td>
<td>95.7</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td>21</td>
<td>Potato</td>
<td>88.56</td>
<td>89</td>
<td>91</td>
</tr>
<tr>
<td>22</td>
<td>Tangerine</td>
<td>97.59</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>23</td>
<td>Chocolate Cake</td>
<td>88.19</td>
<td>85</td>
<td>90</td>
</tr>
<tr>
<td>24</td>
<td>Caramel Cake</td>
<td>85.29</td>
<td>85</td>
<td>88</td>
</tr>
<tr>
<td>25</td>
<td>Rice</td>
<td>94.85</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>26</td>
<td>Green Pepper</td>
<td>97.99</td>
<td>98</td>
<td>98</td>
</tr>
<tr>
<td>27</td>
<td>Strawberry</td>
<td>85</td>
<td>95</td>
<td>97</td>
</tr>
<tr>
<td>28</td>
<td>Cooked Vegetable</td>
<td>92.62</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>29</td>
<td>Cabbage</td>
<td>80</td>
<td>91</td>
<td>92</td>
</tr>
<tr>
<td>30</td>
<td>Blueberry</td>
<td>89</td>
<td>98</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>Total average</td>
<td>90.98</td>
<td>93.05</td>
<td>94.11</td>
</tr>
</tbody>
</table>

Also the comparison of precision, recall and accuracy of the model is shown in Figure 5-9. As the graph shows the accuracy of the system in each category is higher than two other methods.
Our experiments show that the proposed method described in section 4.2 works well in recognizing and predicting the food items in the image. Also, we have achieved a higher accuracy rate (94.11%) compared to the 50.8–88% accuracy rate of related systems that currently exist. Region mining is an important step in object detection; it discovers discriminative regions that help distinguish each type of food from the others. Regions that belong to the background or would possibly confuse the classifier were discarded.

Region mining is an important step in object detection. It discovers discriminative regions which help distinguish each type of food from the others. Regions that belong to the background or would possibly confuse the classifier are discarded.

Region mining improves the accuracy of classifiers for each food category because the classifiers are trained on carefully selected positive samples. On the other hand, when training classifiers by using the whole image as the positive region without region mining, the precision accuracy rate is very low. This is because the individual classifier for each category trained on the whole image is not accurate. Thus, there is much false positive detection at the testing phase.
Mining the hard negative regions is another important step in our proposed method. This processing step solves the problem of imbalanced positive and negative samples at training stage. Thus, it helps improve the recall rate of our detection. Classifiers trained with the data most of which are negative examples will predict “NO” most of the times, resulting in very low recall rate. The step of mining the hard negatives only selects the hardest samples from the negative sample set and thus can balance the positive/negative samples in the training set.

### 5.3.3 Comparison Experiment

To evaluate the significance of region mining procedure in object detection, we conduct a comparison experiment which uses the whole image region to train multiple food detectors without any region mining involved during training.

An average recall rate of 90.98% and precision rate of 93.05% is obtained by the comparison method. Compared to the results obtained with region mining, it has a lower precision rate. The classifiers trained without region mining produce low precision rate because many false predictions are computed.

### 5.3.4 Response Time

Mostly, it depends on the image whether it is single or multiple foods.

By proposing a dynamic cloud allocation mechanism [86] to handle parallel image processing requests from different users, the system is able to automatically add the cloud instance in real-time by gauging the system resource which are:

- Number of available cloud instances
- The total number of incoming parallel food processing requests
- By reallocating the cloud instances when not in use
The overall respond time will be less than 70 seconds. so, in order to ensure efficient utilization of cloud resources and at the same time ensure the overall response time of the processing the image remains less than 70 seconds, the cloud nodes had to be strategically increased and even decreased when not in use. It is shown in Figure 5-10 and Figure 5-11.

![Figure 5-10 parallel Images average time consumption](image1)

![Figure 5-11 comparison between the cloud nodes and parallel image request (Avg. time<70)](image2)

### 5.3.5 Difficulties

The biggest problem that the application may encounter is having too much variance in the food appearance. For example, the color, size and shape of cookies vary too much. In some images, cookies appear to have a round shape and a dark brown color, while others appear to have a square shape and a black chocolate color. The region mining procedure in our proposed pipeline is based on the assumption that object regions of images belonging to the same class will cluster closely together in feature space. If the appearance varies too much, it is difficult to obtain meaningful positive regions from region mining.
Figure 5-12 shows some successful recognition by our proposed method. Although food items vary a lot in appearance, size and occlusion, our proposed method correctly recognizes and localizes most of the samples. However, our proposed algorithm also generates inaccurate detection on some of the test images.
Figure 5-12 Detection Results
Chapter 6 Conclusion

In this thesis, we proposed a deep learning method for detecting single and multiple food items from food pictures taken with mobile devices. Our experiments were conducted with a dataset of 30 food categories, in which images containing only a single food item were used as the training set, and images containing single, multiple, and mixed food items were used as the test set. Our proposed method learns from single food item images using various techniques, including CNN features, region mining, and classifier training. We demonstrated that our system uses a combination of these methods to provide a powerful instrument for attaining a high level of food recognition accuracy.

We employed a rather unique combination of graph cut segmentation and deep learning neural networks as a means of accurately classifying and recognizing food items. We showed that the combination of those two methods can achieve 100% food recognition accuracy in our system. We implemented a virtualization approach in the application, which allows us to benefit from cloud-based resources. Also, by applying the region mining method on multiple food items, we achieved an average recall rate of 90.98%, precision rate of 93.05%, and accuracy rate of 94.11%.
Chapter 7 Future Work

In our research thus far, deep neural networks have been effectively applied to a single and multiple feature. Our plan in the future is

- Propose a mobile application and ask users to test it and apply their comments.
- Propose an application for single and multi-objects in videos.

7.1 Deep Learning on Video

From a practical view, videos are significantly more difficult to collect and store compared to images. Nonetheless, the issues that motivate us to go through this methodology include:

- From a user’s perspective, it would be boring and time consuming to take pictures of different food items one by one. Instead, the user can capture a video of everything he or she wants to eat or drink and see the number of calories in the whole meal.
- For mixed foods or in conditions when some ingredients are invisible or absorbed by other items after the cooking process (e.g. butter or oil), capturing a video would lead to a more accurate result. In other words, when the user wants to prepare food, he/she can take a video of all ingredients and identify the total number of calories instead of finding the number of calories after cooking. In this way, the system can achieve more accurate calorie results.

Therefore, we are collecting our datasets of food to prepare a dataset for our algorithm and prepare the test case for application. Different works that have been conducted regarding video
classification estimate the standard approach to video classification involves three major stages: first, local visual features that describe a region of the video must be extracted. The second stage involves the recognition of natural human actions in diverse and realistic video settings, including recognition of the video and the sharing of common problems with object recognition in images. Both tasks must deal with significant intra-class variations and background muddle [84]. Finally, a classifier such as SVM is trained on the words of the images to extract among the visual classes of interest.

CNNs [85] are a biologically inspired class of deep learning models that replace all three stages with a single neural network that is trained from raw pixel values to classifier outputs.

From a modeling viewpoint, we are interested in applying the CNN method to the video and trying to recognize the object. As thus far we have done much work on food recognition, we are going to apply the method of video capturing food to extract each food from different frames.

From a computational viewpoint, CNNs require long periods of training to optimize effectively the millions of parameters. This difficulty happens when extending the connectivity of the architecture in time, because the network must process not just one image but several frames of video at a time.

We must consider these parameters in video object recognition:

### 7.1.1 Time Information Fusion in CNNs

We must investigate several approaches to fusing information. We can first consider a baseline single frame CNN and then discuss its extensions in time according to different types of fusion.
7.1.2 Learning

We must take advantage of preprocessing to reduce the effect of over fitting and we must apply it to all frames of the same clips.
References


97


[70] https://www.jetpac.com/


