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Abstract

To solve the spectrum scarcity problem caused by the high number of wireless applications and users, the concept of cognitive radio (CR) was proposed in the past few years. Cognitive radio networks (CRNs) provide dynamic spectrum access (DSA), where the unlicensed users can access the spectrum without causing unacceptable level of interference to the primary user (PU). DSA was based on conventional spectrum sensing information or geolocation databases. Later, radio environment map (REM) as an improved geolocation database was introduced to enhance the DSA process. It is a comprehensive map consists of different integrated databases, and the interference field information is one of its databases.

In this thesis, a description of the REM concept and its construction methods will be presented. The focus will be for the indirect methods for constructing interference map, which represents a layer of the REM. Indirect method refers to the methods that utilize known model information, to first estimate the primary transmitter parameters and then generate REM. Two indirect methods under lognormal shadowing were presented and compared. The better of these two methods is further investigated in different scenarios. These scenarios include different number of sensors, varied size of measurements, several shadowing spread values, different percentages of error in path-loss exponent, and the effect of the number of moving sensors and their speeds to the REM quality. The performance is evaluated using these metrics: “localization error, signal power error and correct detection zone ratio (CDZR). The results show that performance is enhanced as the number of sensors and the size of measurements increase, whereas clear degradation in REM quality is shown when shadowing spread increases or the model parameters are not well calibrated. Also, as the number of moving sensors or their speeds increase, the REM performance becomes less effective.
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Chapter 1: Introduction

1.1 Concept of Cognitive Radio:

Development of communication technologies is one of the fundamental aspects of the modern societies. This is due to the large dependency of everyday life applications on data communication networks including education, shopping, entertainment and social interactions. This evolution has led to the software-defined radio (SDR) technology, where the communication system components and the process of signals are entirely implemented in software instead of typical implementation in hardware.

Although the ease and speed of software-defined radio systems have opened the door for plenty of communication applications, they are not capable of reconfiguring their operating parameters into the most effective form based on changing conditions and requirements. A newer improved version of SDR is the cognitive radio (CR), which was envisioned by Joseph Mitola III in 1999 [1]. He defined the (CR) term as “The point at which wireless personal digital assistants (PDAs) and the related networks are sufficiently computationally intelligent about radio resources and related computer-to-computer communications to: a) detect user communications needs as a function of use context, and b) to provide radio resources and wireless services most appropriate to those needs” [2].

Since Mitola’s dissertation, many research papers have been published to explore the capabilities of this new concept, and different definitions have been suggested. For example, Haykin conceived the CR as a smart system which is aware of its surroundings and can learn from the environment and adapt to the RF changes by corresponding changes in its operating parameters to achieve two goals: highly reliable communication and efficient
spectrum utilization [3]. FCC defines CR as “a radio that can change its transmitter parameters based on interaction with the environment in which it operates. This interaction may involve active negotiations with other spectrum users and/or passive sensing and decision making (smart radio) within the radio. The majority of CRs will probably be SDRs, but a CR does not necessarily use software, nor does it need to be field programmable”.

In spite of the differences between those definitions, two main features are common in CR definitions. They are smart cognition and re-configurability.

Smart cognition means the ability to learn about the surrounding environment and act accordingly. For example, it has the ability to analyze sensors data and, learns the interference levels, detects the spectrum holes and obtains the RF map. It is also capable of recognizing transmitter patterns and obtains their parameters (frequency, power, time, location).

Re-configurability means that CR has the flexibility of changing its operational parameters based on the new changes of the surrounding environment. It may change operating frequency, modulation scheme and transmitted power as the conditions and requirements change.

1.2 Dynamic spectrum access (DSA) in CR:

One of the main applications of CR networks is to solve the spectrum scarcity problem. This is caused by the increasing demand for bandwidth, due the excessive amount of wireless applications and users. The electromagnetic radio spectrum is a natural resource, whose usage is controlled by governmental licences. Instead of restricting the frequency band for licensed users, the idea of allowing unlicensed users (secondary users) to use the
spectrum without disturbing licensed users (primary users) is called \textit{dynamic spectrum access}.

Recent studies of spectrum occupancy measurements in different countries reveal that large bands of the spectrum have low utilization, either lightly used or totally unused \cite{4,5}. These bands can be considered as spectrum holes, which can be defined as “\textit{a band of frequencies assigned to a primary user, but, at a particular time and specific geographic location, the band is not being utilized by that user} [3]”. The spectrum hole is also called as a \textit{white space}. Cognitive radio networks (CRNs) are capable of utilizing these spectrum holes or white spaces to allow secondary users access the spectrum (Figure 1-1).

![Figure 1-1: Utilization of spectrum holes [6]](image)

There are four main steps in dynamic spectrum process. They are spectrum sensing, spectrum management, spectrum mobility, and spectrum sharing \cite{7}. They will be described briefly as follow:

1.2.1 \textbf{Spectrum sensing}

Spectrum sensing is the first step in DSA process, and its objective is to detect the primary users and find the possible opportunities in the spectrum for secondary users. Sensing the spectrum should be done frequently because a frequency band that was unoccupied at a certain time instant could be occupied at a subsequent time instant.
Detecting spectrum opportunities is done by detecting primary transmitters, and it is the responsibility of secondary users. Generally, detecting the primary transmitter can be classified in two categories, non-cooperative approaches and cooperative approaches.

Non-cooperative approaches refer to methods where no cooperation between secondary users to take decisions and they include these known methods: energy detector, cyclostationary detector, and matched filter. Energy detection is implemented by comparing the received signal energy with a predefined energy threshold to detect the presence of a primary user [8], while cyclostationary detection utilizes the periodic features of the received signals for better detection of primary signals under low signal-to-noise-ratio (SNR) conditions [9],[10]. Matched filter is the optimal detector when a complete prior knowledge of the primary user transmitted power is available and known to the secondary users [11]. Detailed comparisons between these detection techniques are discussed in various references [7],[12].

The performance of previous single detectors can be severely degraded because of fading, shadowing and errors in sensor measurements. An improved performance could be achieved if cooperation between secondary users is utilized [13]. There are two common methods of cooperative sensing detection: centralized and distributed cooperation [14]. However, generally cooperative sensing is implemented in three steps [15]. First, each secondary user or sensor node senses the spectrum independently to decide whether the frequency band of interest is used by a primary user or not. Second, the independent decision of each secondary user will be combined by a central decision maker which could be an access point (AP) in a wireless LAN or a base station (BS) in a cellular network.
Third, the decision maker will make a final decision based on a decision rule about the presence or absence of a primary user.

1.2.2 Spectrum management

After detecting the free bands for usage by secondary users, the second step is to select the best channel to meet user communication requirements. This selection is made by first analyzing the spectrum holes and defining their characteristics. These characteristics include: channel bandwidth, operating frequency, interference level, channel error rate and primary user activity periods. Then, after obtaining all the spectrum properties, based on a decision rule, the best spectrum band that meets the QoS requirements will be chosen for secondary users [7].

1.2.3 Spectrum mobility

The goal of this step is to provide seamless transition for secondary users to another channel when a primary user appears or current channel conditions become worse. When spectrum handoff and switching to another channel happens, the operating frequency will be changed and other parameters will be adapted to the new channel. This operation should be done smoothly and quickly.

1.2.4 Spectrum sharing

The purpose of this step is to coordinate between secondary users to access the available spectrum bands. Spectrum sharing techniques can be assorted in three categories. They can be classified based on the architecture, which can be characterized as distributed
spectrum sharing or centralized spectrum sharing. Also, they can be categorized according to spectrum allocation behavior as cooperative spectrum sharing or non-cooperative spectrum sharing. The third category for spectrum sharing techniques is based on the spectrum access technology, which can be overlay or underlay spectrum sharing [7].

1.3 Utilization of environment information to improve DSA

Much of the research on dynamic spectrum access in cognitive radio networks has been focused on obtaining the available spectrum opportunities and related environmental information only at the time of decision making. However, several recent studies show that acquiring relatively long-term knowledge of additional environmental information can enhance the performance of DSA. Examples of the acquired information include interference level, geographic terrain, access rights and transmitters’ behavior. Obtaining such information can be accomplished by a sort of cooperative sensing, which was briefly explained in Section 1.2.1 This information is supposed to be stored in a kind of a database system, which might be consulted when a secondary user wants to access the spectrum. Building such knowledge about the radio environment to improve DSA is called radio environment map (REM), which will be further explored throughout this thesis.

1.4 Thesis objectives and contributions

This thesis aims to explore the indirect methods for REM construction in CRNs. Direct REM construction methods refer to methods that utilize measured values of signal power at sensing nodes to generate an estimated interference map at the area of interest by using different interpolation techniques, whereas the indirect construction methods use the
sensing information to estimate the location of the transmitter and its associated parameters, and then by applying this information in a valid model, REM can be established.

Two indirect techniques will be explained in details and compared in terms of transmitter localizing the accuracy. In order to study the influential factors on REM performance using indirect methods, the technique that shows better results using localization metric will be further examined in different scenarios. These scenarios include different number of sensors and varied sample size of measurements. In addition, the effect of shadowing spread values and sensitivity of path-loss exponent values to the accuracy of generated REM will be investigated. Furthermore, the impact of sensors’ mobility feature and their speed to REM performance will be tested in two scenarios. The first one examines different numbers of moving sensors with constant speed, while the other one assesses the performance with different speeds of moving sensors.

The main contributions of this thesis are threefold:

- Comparing between two indirect methods for constructing REM in terms of transmitter localization error.

- Studying the important factors that affect the REM accuracy. The results show performance improvement as the number of sensors or size of measurements increases. But, if the environment is subjected to high shadow fading, the accuracy of the estimated REM will decrease. Also, considering mobility of the SUs affects the REM quality negatively.

- The direct interpolation techniques might be better than the indirect techniques when the model parameters have high tolerance percentages or if we do not have good estimation of the propagation model.
1.5 Thesis organization

The following is an overview of the remaining chapters of the thesis:

- *Chapter 2: Radio Environment Map (REM)* – This chapter starts by describing the REM concept, and explains the differences between geolocation database and REMs. It also clarifies the different classes of stored data in REMs and illustrates the two types of REMs local and global. In addition, a general description of approaches to acquire different REM information and the possible application scenarios for REMs in CRNs are presented. Moreover, this chapter explains the process for designing REM. It also describes two types of REM construction methods, (direct and indirect). For the direct methods, a brief commentary of some well-known direct techniques and some comparative studies between them will be presented. Since indirect methods are based on localization techniques, some common localization parameters are introduced. Also, several techniques and comparative studies of indirect construction methods are mentioned. The chapter is concluded by discussing the metrics used for evaluating the performance of constructed REMs.

- *Chapter 3: System Models* – This chapter presents two indirect techniques for constructing REM. The first technique is based on RSSD parameter while the second one is based on RSS. The chapter begins by describing the log-normal shadowing model, which represents the propagation model of the considered environment. Then, detailed mathematical analyses of these indirect techniques are explained.
• **Chapter 4: Simulation and Results** – The goal of this chapter is to discuss the performance of indirect methods under different circumstances. First, performance comparison between RSSD method and RSS method is conducted. Then, the RSS technique is selected for further investigations in different scenarios. These scenarios include different number of sensors, varied size of measurements, different shadowing spread values and various percentages of error in estimated path-loss exponent. Furthermore, the mobility feature of sensors is examined in two scenarios. The first one tests the performance of different number of moving sensors with constant speed, whereas the second one evaluates the performance for moving sensors with varied speeds.

• **Chapter 5: Conclusion** – This chapter summarizes the dissertation and outlines the main derived results. It also proposes some ideas for future research directions.
Chapter 2: Radio Environment Map (REM)

2.1 REM concept:

The Radio Environment Map (REM) concept can be considered as an extension to the available resource map (ARM) notion, which was described in [16] as a real time map of all radio activity in the network for cognitive radio applications in unlicensed wide area networks (UWANs). REM term is a newer advanced version that has more types of information and larger size of possible applications. It was first introduced by Zhao in his paper [17] and PhD thesis [18] as an approach to develop cognitive radios. It was envisioned as an abstraction of real-world radio environment, which sorts the multiple domains of cognitive radio networks, such as geographical features, regulation, policy, locations and activities of neighboring radios and radio frequency (RF) emissions, and stores it in an integrated database. The database information should be updated frequently to keep the REM information current, by taking frequent measurements and observations from the sensing nodes. The REM as an integrated database is depicted in Figure 2-1, where each layer of REM represents a different kind of database.

The REM can support cognition functionality, such as situation awareness, planning, reasoning and decision making. Furthermore, by using REM, the performance of CRNs can be remarkably enhanced in terms of adaption time, average packet delay and mitigation of hidden terminal problem [19].
Figure 2-1: REM as an integrated database [18]

### 2.2 Geolocation databases and REMs:

One of the methods to find spectrum opportunities for secondary users, is to consult a database that has a list of available frequencies at each location [13]. In fact, new rules require unlicensed users to contact authorized database to find a list of available channels for communication [20]. Nowadays, there are many websites that contain spectrum database and provide available channels in the TV band at any location in the US or Canada. By consulting

---

these databases, we can explore the location of transmitters, interference level, and available channels for secondary users.

However, conventional geolocation databases show some limitations in highly dynamic radio environment. REM is a sort of improved version, which combines geolocation databases with spectrum sensing methods. It uses the sensing techniques in a cooperative manner to build integrated databases which contain various useful types of information in order to find the available spectrum opportunities and make the DSA process more efficient. Moreover, REM scans the whole spectrum and detects any primary transmitters in the RF range, not necessarily TV transmitters in TV bands, as in most geolocation databases. Besides, REM contains different databases for different kinds of information, and one of them is the geolocation information [18]. In addition, REM is updated frequently to become more suitable for dynamic frequency map, which can capture the frequency bands that are only occasionally in use. Types of information contained in REM are described in the next section.

2.3 Classification of data in REM:

In the literature, the information contained in the REM is classified into three categories [21]. These categories are radio elements, radio scene and radio-environment characteristics. The type of the information stored within each category is summarized and depicted in Figure 2-2.

2.3.1 Radio elements:

This category keeps all the information related to the radio devices. The devices include transmitters, receivers and transceivers, and they cover a wide range of devices, from large base-stations to small cell phones or sensors. This category also contains information that describes
the Tx/Rx operation which includes the details of the transmitted and received signal wave. In addition, information related to the location and mobility of the devices in the area of interest is stored under this category.

2.3.2 Radio scene:

This category retains all the information that regulates the behavior of the radio devices in the interested area. This includes policies, network operators and security and access rights. This category contains also information about the protocols that organize the communication between users’ applications and services provided by REM.

2.3.3 Radio environment:

This category contains all the information related to the characteristics of radio environment. This includes the propagation models and the geographical terrain properties that affect the accuracy of the propagation models. Also, this category contains the most important information of the REM, which is the radio interference field estimation in a specific area.
2.4 Types of REM:

In cognitive radio networks (CRNs), there are two types of REM; local and global REMs. Both of them may exchange information in a collaborative manner in order to get better and efficient DSA [17]:

2.4.1 Local REM:

It can exist at the user’s terminal equipment and may be unique to each user’s device. Its scale is determined by the unit service area, e.g., a cell for a cellular network [22]. A local REM can be used by each cognitive radio device to keep a record of its past experience and current status. In addition, local REMs can be used in ad hoc mesh networks that consist of cognitive radios to improve the communication infrastructure [17].

The local REM may synchronize and exchange information with the global REM through some common control channel. By sharing or exchanging the local REMs, node and channel
awareness can be realized and cognitive radio device may learn to match the right routing protocol.

2.4.2 Global REM:

It exists at the network level providing wide processing capabilities, and its scale depends on the size of network’s service area [17],[22].

The global REM has an essential job in many infrastructure based radio systems, such as the IEEE 802.22 wireless regional area network (WRAN) and cellular radio systems to help the wireless regional area network base station (WRAN BS) to know the location and transmitted power of nearby TV stations and determine the best spectrum opportunity to use [17]. Also, the global REM can be used in cognitive wireless local area network (WLAN) to support network-based interference management [17].

2.5 Approaches of situation awareness in REMs:

Obtaining situation awareness is one of the most important features of CRNs. Unlike conventional sensing techniques, REMs as described previously contain multi domain information that yields complete efficient situation awareness. In this section, a brief description of possible approaches to acquire awareness of some different kinds of information in REMs is introduced.

- Location awareness: Transmitters’ and receivers’ location information either in the form of latitude, longitude and altitude or relative to some reference nodes should be known or acquired by REM. This can be approached by several localization techniques, Global Positioning
System (GPS), or location databases. Getting location awareness might be by a combination of these approaches.

- **Geographical information:** knowing the terrain information of a radio environment is crucial for accurate modeling and better configuration of a CR communication system. It plays a major role in determining path loss and shadowing spread values. This awareness can be accomplished by a geological site survey or some terrain prediction and recognition techniques. In addition, available Geographical Information System (GIS) databases can be utilized to infer the geographical awareness².

- **RF Interference awareness:** REM should obtain the interference level in the radio environment and all related information. This knowledge is extremely important, as it will detect the existence of primary users and decide the availabilities of channels for secondary users. Obtaining this awareness can be carried out through collective observations by CR users or direct field measurements by sensing nodes. Spectrum utilization databases may also help in getting this awareness.

- **Mobility awareness:** Information about mobile users and their speed and direction can be obtained or estimated by detecting and analyzing the changes in locations over a period of time.

Other information such as policy, regulation and priority awareness can be built and stored in the REM database using a kind of machine intelligence and memories. More details about the ways of obtaining various kinds of information in REM can be found in [18].

---

² For example, this site ([https://www.usgs.gov/](https://www.usgs.gov/)) provides geographic and topologic maps in the United Stated.
2.6 REM applications:

The IEEE 802.22 standard [23] was the first wireless standard based on cognitive radio technology. It was issued to organize the un-licensed use for Wireless Regional Area Networks (WRANs) operating primarily in the TV broadcast bands (VHF and UHF). In [24] and [25], they expected several potential applications for REMs in WRAN systems. These applications may include network initialization, interference management, efficient spectrum sensing and optimal channel assignment, secondary user transmission power control, fast adaption, positioning enhancement and testing the performance of CRs.

Three major categories of REM application scenarios are introduced in [26]. First scenario is intra-operator radio resource management, which represents cases where networks and frequency bands belong to a single operator. REM can benefit the network operator in many situations. Examples of these situations include performance optimization (interference, handover, etc.), in-band coverage or capacity improvement by relays, and self-configuration and self-optimization of in-band Femto-cells.

The second category of REM application scenarios is the hierarchical spectrum access on licensed bands. This corresponds to the traditional case of dynamic spectrum access where the licensed band is utilized by a secondary user. REM can be useful in coordinated or non-coordinated (spectrum access) between PUs and SUs. Another case for using REM is allowing wireless home network or any local area network operating in TV white space spectrum using CR technology (IEEE 802.11af standard). In addition, REM can also be helpful for LTE coexistence in TV spectrum holes.
Spectrum sharing on unlicensed bands is the third application scenario. In this category, only several secondary users operate in a spectral environment where there is no primary user. REM can be utilized to fulfill each user requirements and optimize the allocation of resources.

2.7 Process of designing REM:

The design of the REM relies on the following related processes: data gathering and representation, and data processing/fusion [21].

2.7.1 Data gathering and representation:

Distributed measurement capable devices (MCDs) monitor the environment and report their measurements to the REM manager or fusion center. The measurements may include location of devices, signal levels, time instance and inspected frequency band.

2.7.2 Data processing/fusion:

After reporting the measurements to the REM manager, they will be processed to obtain the appropriate physical radio environment model. Based on this model, REM manager can use the measurements to derive the required information to gain a complete awareness of the environment and obtain the REM.

Beside the processing data module in the REM manager, there is also a storage module, which stores the measured and derived data in sort of databases.

Figure 2-3 shows the block diagram that summarizes the designing process of REM, which starts by a request of measurements from the REM manager to the MCDs. In case we already
know the suitable model, then REM manager can directly generate the REM after getting the measurements.

This generated REM should be updated frequently and consulted each time a CR user wants to launch communication to know the available spectrum and maximum transmitting power that will not cause unacceptable level of interference to a PU.

---

**Figure 2-3: REM designing process**

**2.8 REM construction Methods:**

REM, as defined earlier, is a complete map that contains different types of information. However, one of the main jobs of a REM is to construct a dynamic interference map for each frequency at each area, and this (radio interference field information) is the most important layer of the REM. Therefore, the focus here is in obtaining a map that displays the estimated level of radio interference over an area of interest, which is also known as “Interference Cartography” (IC).
Many techniques have been proposed for constructing REM. These techniques can be different from each other in mathematical background, availability of modeling information, or number of primary transmitters in the environment. However, our focus in this thesis is for constructing REM methods with a single active primary user. Thus, in general REM construction methods can be classified in two ways: direct methods and indirect methods [21].

2.8.1 Direct methods:

These methods collect some measurements from different points in the area of interest and try to estimate the values of any point in the area. They are based on spatial statistics techniques, which use topological, geometrical or geographical properties of a given area. Processing the measured data to estimate the values of unmeasured points is based on different interpolation techniques.

2.8.1.1 Techniques for direct methods:

There are various kinds of interpolation techniques used for constructing REM or IC. The general principle behind all these spatial interpolation methods is "the closer two together points are in space, the more likely those points are to be similar [27]". Here some of most known interpolation techniques will be briefly presented.

A- **Kriging interpolation:**

Kriging is a geostatistical spatial interpolation method that derives predicted values for unmeasured locations by using a weighted average of measured values. Those assigned weights are based on the distance between points in space and the variation between measurements as a function of distance. Kriging process starts by analyzing the spatial variation and then obtaining the predicted values for unmeasured locations. Variograms are used to analyze spatial variation.
Variogram is a graph that shows the variance of the difference between measurements at different locations as a function of distance between measurements. Kriging method selects weights so that the variance function is minimized. Then, a model is obtained and a curve is fitted to the data in the variogram. Kriging is known as the best linear unbiased estimator, since it minimizes the variance of the difference between measures and estimated values. There are various methods for implementing Kriging interpolation based on the way of calculating the weights. These methods include simple Kriging, ordinary Kriging, universal Kriging, etc. [27].

There has been much research about using this interpolation technique and generation of REM. For example, in [28], distributed Kriging interpolation technique used to obtain interference level map. Also, in [29], they present a probabilistic interference power constraint method for Kriging-based REM. According to [21], this interpolation method requires high number of sensors or MCDs. As a result, high amount of data needs to be processed and the interpolation time will increase.

**B- Thin-plate spline interpolation:**

Thin-plate splines were originally introduced in the context of aeroelastic calculations and have been termed *surface splines* there. Later, mathematicians have laid the theoretical bases of this approach and developed a generalization of it [30]. This interpolation technique has a natural representation in terms of Radial Basis Functions (RBF). It estimates the values for unmeasured locations by using piecewise polynomial functions called *splines*. The polynomial coefficients are chosen to satisfy smooth passing through all given measured values. Most popular types of splines are linear, quadratic and cubic. In linear spline, the interpolation is formed by straight lines between measured values. Cubic spline obtains interpolated values that are continuous through the second derivative, while quadratic spline concerns about measurements whose first derivative are continuous.
In [31], they proposed thin-plate spline interpolation to generate interference cartography. They affirm that this interpolation technique neither requires knowledge of spatial statistics, nor relies on stationarity assumptions for generating spectrum cartography.

**C- Natural neighbor interpolation:**

This natural-neighbor interpolation method considered in [32], [33], [34] and [35], is based on Voronoi decomposition (tessellation) of a discrete set of spatial points in a plane. The interpolated output values at any point \((x,y)\) can be obtained using a weighted sum of the measured values at its neighbors \((x_i,y_i)\)

\[
 f(x,y) = \sum_{i=1}^{M} w_i g(x_i,y_i)
\]

Where \(M\) is the neighbors of \((x,y)\), \(f(x,y)\) is the estimated value at \((x,y)\), \(g(x_i,y_i)\) are measured known values at \((x_i,y_i)\), and \(w_i\) are the weights, which are calculated as the ratio of the area of overlap to the total area of the new cell in the Voronoi tessellation.

The natural-neighbor interpolation considers only the neighbors in the estimation process, and it requires the interpolated points to be in the convex hull of the measurement locations as the Voronoi cells of outer data points are open-ended polygons with an infinite area. This interpolation method provides a smoother approximation better than simpler methods.

**D- Nearest neighbor interpolation:**

This method is also known as polygonal or proximal interpolation. The interpolated predicted values are equal to the nearest measured values, as follow:

\[
 f(x,y) = \min_{d_i} g(x_i,y_i)
\]
where \( f(x, y) \) is the predicted value at location \((x, y)\), \( g(x_i, y_i) \) are measured known values at location \((x_i, y_i)\), and \( \min_{d_i} \) is the minimum Euclidean distance between interpolated and measured points.

This is a very fast and easy interpolation method, but it has less accurate results. It is more suitable for discrete data than continuous one. A further description or implementation of this interpolation method in constructing REM can be found in [27], [35], [33], [36].

**E- Inverse distance weighted (IDW):**

This interpolation method [37],[38],[35] is one of the local neighborhood methods, which assume each spatial point influences the spatial field only up to a certain distance by the means of using inverse distance weighting coefficients in the interpolation function. It calculates the interpolated values by using a weighted average sum. The weights are calculated as the inverse of the distance \( d_i \) between the measured locations and estimated locations and raised to the power \( p \), which controls the decrease rate of weight with distance and can be any real number. This method is popular due its ability to operate in different scenarios with limited regular and irregular distributed data. There are different techniques based on inverse distance weighted interpolation [37]: classic IDW method, a modified version of the classical IDW method and a modified Shepard’s method.

**2.8.1.2 Comparative studies of direct methods:**

In the literature, many papers compare between different interpolation techniques in constructing REM. In [34], they compared between three interpolation methods (natural neighbor, thin-plate spline and kriging) for generating interference cartography. The performance and accuracy of each method has been evaluated with different number of sensors and different values of shadowing spread. They concluded that, although those interpolation techniques show
comparable results, natural neighbor seems to have the best performance among these three techniques.

Another comparative study is provided in reference [39] between three interpolation techniques to generate REM: Kriging, modified Shepard’s method (MSM) using IDW and Gradient plus Inverse Distance Squared (GIDS). Their results show that the GIDS interpolation has the lowest performance, whereas Kriging interpolation gives the best performance for constructing REM.

In [33], an evaluation of three interpolation techniques is conducted to acquire situation awareness in cognitive radio. These three techniques are linear interpolation, natural neighbor and nearest neighbor interpolation. The results show that natural neighbor interpolation and linear interpolation perform very similarly and both provide slightly better results than nearest neighbor.

Other comparative studies in various aspects of different interpolation techniques for constructing (IC) or (REM) can be found in [38],[40],[35], [41] and [42].

2.8.2 Indirect methods:

The previous presented interpolation techniques obtain interference cartography without requiring transmitter’s locations or propagation model to be known. However, the indirect methods try to estimate transmitters’ locations and their relevant parameters first, and then by applying the transmitters’ estimated parameters in a valid propagation model, we can estimate the signal level at any location in the area of interest. This way of generating REM is a challenging task, because it requires previous knowledge of the propagation model and good approximation of the path loss and other relevant parameters. Based on the availability of known
information, indirect approaches can be different. Figure 2-4 illustrates the difference between direct and indirect approaches for constructing REM, where the colored areas represent the sensing nodes and different levels of color symbolize different levels of RSS. As seen in the figure, the direct approach consists of two steps: sensing and interpolation, whereas the indirect approach consists of three steps; sensing, estimating transmitter parameters, and utilizing the information of the propagation model to build the REM.
Figure 2-4: The difference between A) direct method and B) indirect method for constructing REM [43]
Since direct methods are based on localization techniques, an overview of localization parameters will be presented before mentioning some transmitter localization procedures. These parameters can be measured by sensing nodes and reported to the REM manager to locate the transmitter and obtain the REM.

2.8.2.1 Localization parameters:

- **Received signal strength (RSS):** It is defined as the voltage measured by a sensor or a receiver’s received signal strength indicator (RSSI) circuit. Usually, RSS is equivalently reported as measured power. Compared to other parameters, RSS measurements are inexpensive and easy to implement. Shadowing and multipath are two common sources of errors in measured RSS.

- **Received signal strength difference (RSSD):** This parameter measures the difference in RSS between multiple pair of sensors to locate the transmitter. It is based on this concept that the difference of the received power at two sensors in different locations is related to their distances from the transmitter.

- **Time of arrival (TOA):** This is the measured time at which the transmitted RF signal first arrives at a receiver. The measured time is composed of transmission time plus a propagation-induced time delay. The core idea of this technique is the ability of the sensing nodes to accurately determine the arrival time of the line-of-sight signal (LOS). There are two major sources that limit the accuracy of the measured time: additive noise and multipath. Localization techniques that use this measured parameter require synchronization between transmitters and sensing nodes.

- **Angle of arrival (AOA):** Positioning techniques using this parameter are based on measuring angles of the transmitted signals by sensing nodes. There are two common ways for sensing nodes to measure AOA: a) from the differences in arrival times for a transmitted
signal at each of the sensor array elements, or \( b \) by using the RSS ratio between two (or more) directional antennas located on the sensors. As in TOA measurements, additive noise and multipath are the main sources that affect the measured values.

Further details about localization parameters and techniques that use these parameters, and the advantages and disadvantages of each technique can be found in [44],[45],[46]. However, because RSS values are the simplest to measure and there is no need for synchronization between primary and secondary networks, our interest here are for localization methods based on RSS or RSSD, which can be used to construct REMs.

2.8.2.2 Techniques for indirect methods:

As explained previously, the indirect methods utilize the known or estimated propagation model information to locate the transmitter and then construct the REM. Based on the amount of known parameters, and the mathematical approach, localization techniques can be different. Here, some methods for estimating transmitter location in different cases will be mentioned briefly.

In [47], [48], they presented an iterative grid search method for locating the primary transmitter in CRNs based on RSS by secondary networks. They assume only the path loss exponent of the log-distance model is known. However, to use this method for constructing REM, a way of estimating the transmitted power is required to obtain the interference level at any location in the environment.

In [49], they used Metropolis-Hastings (MH) algorithm to locate the primary emitter and generate the REM. In this method, they assume the transmitted power and model parameters are known except shadowing spread value. However, to reduce the complexity of the (MH) algorithm, it can be integrated with a low complexity interpolation technique.
In [50], four least square methods based on received signal strength difference (RSSD) are evaluated in terms of correctly finding transmitter location. However, these methods in general can’t be used directly for obtaining REM, because they only estimate the transmitter location without its transmitted power. But if the transmitted power is pre-known, these methods can be utilized to obtain a REM.

Another way based on (RSS) is proposed in [51] to estimate the transmitter location and its transmitted power and then utilize them to construct REM. They also compare its performance with other direct interpolation methods (Kriging and inverse distance weighted interpolation). Their comparison results show that this indirect method outperforms aforementioned spatial interpolation techniques.

2.8.2.3 Comparative studies of indirect methods:

This topic of indirect ways to construct REM based on estimation of transmitter parameters is still a new field in REM design. In comparison to direct interpolation techniques, there is not much research about this indirect ways for constructing REM. Consequently, not much of comparative studies between indirect methods are presented in the literature. However, a summarized survey of some direct and indirect methods for constructing REM, and pros and cons of each method is presented in [35]. In [42], a performance comparison between some direct methods and two indirect methods is introduced.

Studying the performance of direct methods requires inspecting several factors, e.g. number of sensors, accuracy of modeling, mobility, etc. Therefore, further comparisons and
investigation in different scenarios for some indirect methods will be presented in the next chapters.

2.9 REM quality metrics:

After processing the measurements collected by the MCDs distributed in the area, estimated interference cartography, which represents the most important part of REM, can be generated. There are several parameters that affect the performance of the REM such as number of sensors, their distribution in the area, accuracy of sensing, movement of sensors and accuracy of the propagation model. Therefore, the accuracy of the estimated REM is evaluated through several metrics in terms of some of the aforementioned factors. These metrics are:

2.9.1 Localization error:

This is defined as the difference in meters between the estimated and actual transmitter locations.

2.9.2 Signal power error:

This is calculated as the difference in dB between the actual and estimated transmitter power. For this quality metric and the previous one, the difference can be calculated as the absolute value, or can be expressed using the Euclidean metric, which gives the average Root Mean Squared Error (RMSE). In our simulations, we will use the absolute value metric.

2.9.3 Correct Detection Zone Ratio and False Alarm Zone Ratio:

The previous quality metrics describe the goodness of the estimated REM, but they can’t identify the regions where the spectrum opportunities are lost. Therefore, the two metrics Correct Detection Zone Ratio (CDZR) and False Alarm Zone Ratio (FAZR) are presented in [51].
A contour around the active transmitter is constructed to represent the prohibited area of transmission for the secondary user. The radius of the constructed contour is obtained based on the minimum detectable signal of the primary user, which is set by the regulators.

The error in estimating the transmitter parameters results in errors for the estimated REM contour, as depicted in Figure 2-5. The intersected area between the actual and estimated REM contours \((Z_1^{CD})\) represents the correct detection zone for the active transmitter, and the prohibited area for the secondary user. Likewise, \((Z_0^{CD})\) defines the correct detection for free transmission zones. In contrast, the area where the transmission is estimated to be forbidden but it is actually allowed denoted as False Alarm Zone \((Z_{FA})\). In a similar manner, missed detection zone \((Z_{MD})\) refers to an area where transmission is forbidden, but estimated to be allowed because of estimation errors. The Correct Detection Zone Ratio (CDZR) and False Alarm Zone Ratio (FAZR) defined as follow:

\[
FAZR = \frac{A(Z_{FA})}{A(Z_{FA}) + A(Z_{0}^{CD})} \quad (2-3)
\]

\[
CDZR = \frac{A(Z_{1}^{CD})}{A(Z_{1}^{CD}) + A(Z_{MD})} \quad (2-4)
\]

where \(A(Z)\) represents the area of the zone.

These two metrics define correctly the area where the primary user is harmed and the area where the spectrum opportunity is lost. Having higher (CDZR) indicates good fit of the estimated REM with the true REM and less probability of harming the primary user. On the other hand, having higher FAZR means bad utilization of the spectrum opportunities. These
metrics are also analogous to the probability of detection and false alarm in the spectrum sensing context.

![Figure 2-5: Actual and estimated REM contours](image)

Figure 2-5: Actual and estimated REM contours
Chapter 3: System Models

In the previous chapter, we described the necessity of comparing between some indirect methods for constructing REM and testing them in different scenarios. Here, the mathematical analyses of the methods are presented, and in the next chapter the simulation results are provided. The chapter starts by presenting the mathematical background of the log-normal shadowing model. Then, two indirect methods based on that model to estimate transmitter parameters and construct REM will be explained in details. The comparison between them will be further explored in the next chapter.

3.1 Signal power and distance:

Practical experiments have shown that, average received power in radio channels decrease logarithmically with distance. Therefore, average path-loss is expressed as a function of distance [52]:

$$\overline{PL}(d) \propto \left(\frac{d}{d_0}\right)^\alpha$$

(3-1)

or

$$\overline{PL}(dB) = \overline{PL}(d_0) + 10\alpha \log_{10}\left(\frac{d}{d_0}\right)$$

(3-2)

where $\alpha$ is the path-loss exponent representing the rate of path-loss increment with distance and it is dependent on the propagation environment, $d$ is the distance from the transmitter to the receiver, and $d_0$ is the reference distance which is selected in accordance with propagation
environment. For example, 1 km is used as reference distances in macrocell systems, while much smaller distances (such as 100 m or 1m) are used in microcell systems [21]. The reference path-loss $PL(d_0)$ is obtained through field measurements at distance $d_0$ or can be calculated using this formula [52]:

$$PL(d_B) = -10 \log \left( \frac{G_t G_r \lambda^2}{(4\pi)^2 d^2} \right) \tag{3-3}$$

Where $G_t$ is the transmitter antenna gain, $G_r$ is the receiver antenna gain, $d$ is the separation distance between the transmitter and the receiver, and $\lambda$ is the wavelength in meters.

### 3.2 Signal power under log-normal shadowing:

The model in Eq.(3-2) neglects the fact that the measured value of RSS at different locations within the same separation distance may be immensely different. This is due to shadowing effect which is caused by obstacles such as hills or large buildings in the propagation path between the transmitter and the receiver. The change in RSS is often modeled using a log-normal distribution (normal in dB). Therefore, Eq.(3-2) can be rewritten as [52]:

$$PL(d)[dB] = PL(d) + X(0,\sigma) = PL(d_0) + 10\alpha \log_{10} \left( \frac{d}{d_0} \right) + X(0,\sigma) \tag{3-4}$$

where $X(0,\sigma)$ is a zero-mean Gaussian distributed random variable (in dB) with standard deviation $\sigma$ (also in dB). Thus, the relation between the transmitted signal and received signal is:

$$P_r(d)[dBm] = P_t[dBm] - PL(d)[dB] \tag{3-5}$$

Eq.(3-4) implies that measured signal levels (in dB) at specific distances from the transmitter have Gaussian (normal) distribution about the distance-dependent mean of Eq.(3-2).
3.3 Mathematical description of some indirect methods to construct REM:

The first step of the indirect ways to obtain REM is to estimate the transmitter parameters. Here, two methods to estimate transmitter parameters will be presented. The first one is based on received signal strength difference (RSSD), and the second one is based on received signal strength (RSS).

3.3.1 RSSD method:

If we consider an environment where all the transmitters in the area have similar known transmitted power, then we only need to find the transmitter location to generate REM. In [50], they presented four geolocation techniques based on RSSD to locate the emitter. The basic idea behind these techniques is that the ratio of the signal powers (or their differences expressed in dB) observed at two different sensing locations is related to the ratios of the emitter to sensor distances.

The received signal power is given by:

\[ P_r(d) = P(d_0) - 10\alpha \log_{10} \left( \frac{d}{d_0} \right) \quad (3-6) \]

For two sensors located at \((x_1, y_1)\) and \((x_2, y_2)\), the measured received signal at each sensor is given by:

\[ P_1(d_1) = P(d_0) - 10\alpha \log_{10} \left( \frac{d_1}{d_0} \right) \quad (3-7) \]
\[ P_2(d_2) = P(d_0) - 10\alpha \log_{10} \left( \frac{d_2}{d_0} \right) \quad (3-8) \]

Then, the power difference between these two sensors is:
\[ P_{12} = P_1(d_1) - P_2(d_2) = 10\alpha[\log_{10}(d_0) - \log_{10}(d_1) + \log_{10}(d_2) - \log_{10}(d_0)] = 10\alpha \log_{10}\left(\frac{d_2}{d_1}\right) \tag{3-9} \]

The distance between the primary user transmitter and any sensor located at \((x_k, y_k)\) is obtained as:

\[ d_k = \sqrt{(x_{pu} - x_k)^2 + (y_{pu} - y_k)^2} \tag{3-10} \]

Using both Eq.(3-10) along with Eq.(3-9) yields:

\[ P_{12} = 10\alpha \log_{10}\left(\frac{(x_{pu} - x_2)^2 + (y_{pu} - y_2)^2}{(x_{pu} - x_1)^2 + (y_{pu} - y_1)^2}\right)^{1/2} \tag{3-11} \]

In general, for any two sensors located at \((x_k, y_k)\) and \((x_m, y_m)\):

\[ P_{km} = P_k - P_m = 5\alpha \log_{10}\left(\frac{(x_{pu} - x_m)^2 + (y_{pu} - y_m)^2}{(x_{pu} - x_k)^2 + (y_{pu} - y_k)^2}\right) \tag{3-12} \]

To solve the previous equation to obtain the transmitter location, four approaches are presented and compared in [50], three linear approaches and one non-linear approach. The best performance of linear methods is introduced here.

Let: \(\beta_{km} = \frac{(x_{pu} - x_m)^2 + (y_{pu} - y_m)^2}{(x_{pu} - x_k)^2 + (y_{pu} - y_m)^2}\), then by substituting in Eq.(2-2):

\[ \beta_{km} = \frac{(x_{pu} - x_m)^2 + (y_{pu} - y_m)^2}{(x_{pu} - x_k)^2 + (y_{pu} - y_k)^2} = 10^{\frac{p_{km}}{5\alpha}} \tag{3-13} \]

Hence,

\[ (x_{pu} - x_m)^2 + (y_{pu} - y_m)^2 = \beta_{km}[(x_{pu} - x_k)^2 + (y_{pu} - y_k)^2] \tag{3-14} \]

After analyzing the squared expression and re-arrangement, we get:
\[(1 - \beta_{km})(x_{pu}^2 + y_{pu}^2) - 2(x_m - \beta_{km}x_k)x_{pu} - 2(y_m - \beta_{km}y_k)y_{pu} = \beta_{km}(x_k^2 + y_k^2) - (x_m^2 + y_m^2) \quad (3-15)\]

or,

\[(1 - \beta_{km})C - 2(x_m - \beta_{km}x_k)x_{pu} - 2(y_m - \beta_{km}y_k)y_{pu} = Z_{km} \quad (3-16)\]

where

\[C = x_{pu}^2 + y_{pu}^2, \quad Z_{km} = \beta_{km}(x_k^2 + y_k^2) - (x_m^2 + y_m^2)\]

If we define a matrix \(A\) with size \((N - 1) \times 3\) consisting of the row vectors, \([(1 - \beta_{1k}), -2(x_k - \beta_{1k}x_1), -2(y_k - \beta_{1k}y_1)],\) \(2 \leq k \leq N,\) and vector \(b\) with size \((N - 1)\) whose elements are the terms of \(Z_{1k},\) \(2 \leq k \leq N,\) then Eq.(2-2) can be written in the matrix form \(AX = b\) as follows:

\[
\begin{bmatrix}
1 - \beta_{12} & -2(x_2 - \beta_{12}x_1) & -2(y_2 - \beta_{12}y_1) \\
1 - \beta_{13} & -2(x_3 - \beta_{13}x_1) & -2(y_3 - \beta_{13}y_1) \\
\vdots & \vdots & \vdots \\
1 - \beta_{1N} & -2(x_N - \beta_{1N}x_1) & -2(y_N - \beta_{1N}y_1)
\end{bmatrix}
\begin{bmatrix}
C \\
x_{pu} \\
y_{pu}
\end{bmatrix}
= 
\begin{bmatrix}
Z_{12} \\
Z_{13} \\
\vdots \\
Z_{1N}
\end{bmatrix}
\quad (3-17)
\]

This is a linear system which we can estimate its solution as follow:

\[
[\hat{C}, \hat{x_{pu}}, \hat{y_{pu}}]^T = (A^TA)^{-1}A^Tb
\quad (3-18)
\]

By estimating the location of the primary user transmitter, we can estimate the received signal level at any location in the area by utilizing Eq. (3-5). Hence, REM can be generated.

### 3.3.2 RSS method:

Combining analytical models with a statistical evaluation through measurements, a practical model for the RSS at location \(i\) is proposed in [21]:

\[P_{ri}(d) [dBm] = P_t[dBm] - l_0 - 10\alpha \log_{10}(d_i[m]) + X(0, \sigma) \quad (3-19)\]

where \(P_t\) is the transmitted power and \(l_0\) is the path-loss constant.
The values of path-loss constant \((l_0)\), path-loss exponent \((\alpha)\), and standard deviation \((\sigma)\) depend on the environment and propagation scenario. They are experimentally computed from measured data, using linear regression such that the difference between the measured and estimated path losses is minimized in mean square error sense over a wide range of measurement locations and different separation distances from the transmitter [52]. Table 1 lists typical path loss exponents obtained in various mobile radio environments, and Table 2 lists values for path-loss constant \((l_0)\) and shadow fading standard deviation \((\sigma)\) for some different scenarios.

### Table 1: Path-loss Exponents for Different Environments [52]

<table>
<thead>
<tr>
<th>Environment</th>
<th>Path-loss exponent ((\alpha))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free space</td>
<td>2</td>
</tr>
<tr>
<td>Urban area cellular radio</td>
<td>2.7 to 3.5</td>
</tr>
<tr>
<td>Shadowed urban cellular radio</td>
<td>3 to 5</td>
</tr>
<tr>
<td>In building (LOS)</td>
<td>1.6 to 1.8</td>
</tr>
<tr>
<td>Obstructed in building</td>
<td>4 to 6</td>
</tr>
<tr>
<td>Obstructed in factories</td>
<td>2 to 3</td>
</tr>
</tbody>
</table>
Table 2: path-loss constant and standard deviation in different scenarios [53]

<table>
<thead>
<tr>
<th>Scenario</th>
<th>LOS / NLOS</th>
<th>Path-loss constant ($l_0$) [dB]</th>
<th>standard deviation ($\sigma$) [dB]</th>
<th>applicability range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indoor small office</td>
<td>LOS</td>
<td>46.8</td>
<td>3.1</td>
<td>$3 \text{ m} &lt; d &lt; 100 \text{ m}$</td>
</tr>
<tr>
<td></td>
<td>NLOS</td>
<td>38.8</td>
<td>3.5</td>
<td>$3 \text{ m} &lt; d &lt; 100 \text{ m}$</td>
</tr>
<tr>
<td>Urban micro-cell</td>
<td>LOS</td>
<td>41</td>
<td>2.3</td>
<td>$10 \text{ m} &lt; d &lt; 650 \text{ m}$</td>
</tr>
<tr>
<td>Indoor hotspot</td>
<td>LOS</td>
<td>36.9</td>
<td>1.4</td>
<td>$5 \text{ m} &lt; d &lt; 29 \text{ m}$</td>
</tr>
<tr>
<td>Suburban macro-cell</td>
<td>NLOS</td>
<td>27.7</td>
<td>8</td>
<td>$50 \text{ m} &lt; d &lt; 5 \text{ km}$</td>
</tr>
<tr>
<td>Urban macro-cell</td>
<td>NLOS</td>
<td>38.4</td>
<td>8</td>
<td>$50 \text{ m} &lt; d &lt; 5 \text{ km}$</td>
</tr>
</tbody>
</table>

In this method and in the previous method, we assume that we can determine the values of the propagation model parameters ($\alpha$, $\sigma$ and $l_0$ "for second method") based on the tables in the literature. We just need to estimate the transmitter parameters (location and emitted power) to estimate the power level at any location in the area of interest. In the RSSD method, we also assumed that all transmitters in the area have pre-known transmitted power. However, using Eq.(3-19), an approach in [51] is suggested to estimate the transmitter location and its transmitted power.

The measured values of RSS by sensors under log-normal shadowing channel subject to random fluctuations. Therefore, to reduce the shadowing effect, RSS measured $N$ times and the average value is obtained as

$$
\overline{P_{ri}}(d) = \frac{\sum_{j=1}^{N} P_{r_{ij}}(d)}{N}
$$

(3-20)
where $P_{r_{ij}}(d)$ is the $j^{th}$ received power at $i^{th}$ sensor and $N$ is the number of measurements in the sample.

If the sample is large enough, the average received power at $i^{th}$ sensor can be approximated as

$$\overline{P_{r_i}}(d) \approx P_t - l_0 - 10\alpha \log_{10}(d_i)$$  (3-21)

After rearranging and taking the log of both sides

$$(d_i) \approx 10 \frac{P_t - l_0 - \overline{P_{r_i}}(d)}{10\alpha}$$  (3-22)

Since $(d_i)$ represents the distance between the transmitter and $i^{th}$ sensor, we can write

$$\sqrt{(x_t - x_i)^2 + (y_t - y_i)^2} \approx 10 \frac{P_t - l_0 - \overline{P_{r_i}}(d)}{10\alpha}$$  (3-23)

By squaring both sides

$$x_t^2 - 2x_ix_t + x_i^2 + y_t^2 - 2y_iy_t + y_i^2 \approx 10 \frac{P_t - l_0 - \overline{P_{r_i}}(d)}{5\alpha}$$  (3-24)

This can be rearranged and transformed to a regression problem as follows:

$$10 \frac{P_t - l_0 - \overline{P_{r_i}}(d)}{5\alpha} \cdot (10 \frac{P_t - l_0 - \overline{P_{r_i}}(d)}{5\alpha} - 2x_ix_t + 2y_iy_t - C) \approx x_i^2 + y_i^2$$  (3-25)

where $C = x_t^2 + y_t^2$

Hence, Eq.(2-2) can be expressed in a matrix form $AX = b$

where

$$A = \begin{bmatrix} \frac{-l_0 - \overline{P_{r_1}}(d)}{5\alpha} & 2x_1 & 2y_1 & -1 \\ \frac{10}{5\alpha} & 2x_2 & 2y_2 & -1 \\ \vdots & \vdots & \vdots & \vdots \\ \frac{-l_0 - \overline{P_{r_n}}(d)}{5\alpha} & 2x_n & 2y_n & -1 \end{bmatrix}, X = \begin{bmatrix} x_t \\ y_t \\ C \end{bmatrix} \text{ and } b = \begin{bmatrix} x_1^2 + y_1^2 \\ x_2^2 + y_2^2 \\ \vdots \\ x_n^2 + y_n^2 \end{bmatrix}$$
This matrix representation can be solved using least-square methods, which gives minimum achievable error. Hence, we get estimated values for the transmitted power $\hat{P}_t$ and the location of the transmitter $(\hat{x}_t, \hat{y}_t)$. Using these estimated data, we can construct the REM by evaluating the estimated received power at any location, and this is done by first calculating the distance from the estimated location to the transmitter as follows:

$$\hat{d} = \sqrt{(\hat{x}_t - x)^2 + (\hat{y}_t - y)^2}$$

(3-26)

$$\hat{P}_r(d) = \hat{P}_t - l_0 - 10\alpha \log_{10}(\hat{d})$$

(3-27)

Comparison between these two methods and simulation results is presented in the next chapter.
Chapter 4: Simulation and Results

This chapter compares between the two indirect methods for constructing REM explained in the preceding chapter. The method that shows better performance will undergo several performance tests in different scenarios and conditions. These scenarios include different number of sensors, varied values of shadowing spread, diverse sample size of measurements, sensitivity to path loss exponent, multiple moving with fixed or different speeds.

In all the scenarios, we consider an environment where there is only one active transmitter in the area of interest, and therefore a single channel is available at a certain time.

4.1 Comparison between RSSD and RSS methods:

4.1.1 Simulation description:

To test the performance of the REM constructed by the two algorithms described previously, the localization error metric of transmitter is considered. The considered environment is an urban macro-cell square area of $1 \text{ km}^2$. Accordingly, the parameters of path-loss exponent ($\alpha$), path-loss constant ($l_0$) and shadow fading standard deviation ($\sigma$) have been selected as follow: $\alpha = 3.5, l_0 = 38.4 \text{ and } \sigma = 8$ (See Table 1 and Table 2). Because we consider a homogeneous symmetric environment, all the aforementioned parameters are assumed to have fixed constant values. The transmitted power is set to ($27 \text{ dBm}$) and the location of the transmitter is selected randomly. Also, twenty sensors are distributed randomly in the area. In order to improve the relevance of the results and to validate the model in an urban area as required in Table 2, a minimum distance of 50 m between the sensors and between the
transmitter and any sensor is considered in the simulation, as shown in (Figure 4-1). Random zero-mean Gaussian noise with a standard deviation (\(\sigma\)) of 8 dB is added to the path-loss expression to represent the shadowing effect. The experiment is conducted by using MATLAB and the average received RSS by each sensor is calculated using Eq.(3-5) with the previous considered parameters.

4.1.2 Simulation results:

The two algorithms for estimating the transmitter location are implemented as described in the previous chapter. The performance is tested with different numbers of distributed sensors as shown in Figure 4-2. The minimum number of sensors to apply RSSD algorithm is three sensors, whereas for RSS algorithm it is four sensors, as illustrated in Eq.(3-17) and the matrix form of Eq.(3-25). However, since the simulation results give unstable results for less than five distributed sensors, and to get a fair comparison between the two algorithms, the minimum number of distributed sensors is limited to six sensors.

Figure 4-1: Distribution of sensors around the primary user transmitter
Figure 4-2: Performance comparison between RSS and RSSD algorithms

\( (\alpha = 3.5, \ l_0 = 38.4 \text{ and } \sigma = 8) \)

From the simulation result, we see that in both algorithms increasing the number of distributed sensors in the area will increase the accuracy of estimation. However, it is clear that the algorithm used for RSS gives much better performance than the algorithm applied using RSSD. Also, the estimation of the localization error becomes stable faster in RSS algorithm than in RSSD algorithm. In the RSSD method, we did not use the reference path-loss in the estimation process, whereas RSS method assumes path-loss constant, which is similar to reference path-loss, can be known and utilized in the estimation process.
In comparison between the obtained results and previous work, RSS method was not examined with localization metric in the literature, whereas the performance of RSSD method was tested in [50] and the results show a large range of errors in comparison with our simulated results. They got an average error of the transmitter location ranges from 1000 m to 600 m as the number of sensors is changing from 5 to 15 sensors, while in our results the error changes approximately from 80 m to 25 m as the number of sensors increases from 6 to 20 sensors. The reason for this big difference in localization errors is because they obtained the RSS values experimentally by using a mobile data collection vehicle. The vehicle moves in the area of interest with a fixed speed to measure RSS values along with the GPS coordinates. They considered an area of interest of 9 km² (3 km × 3km), and the measured results are subjected to log-normal model with a path-loss exponent of 3.75. The other parameters (transmitter power and standard deviation) are set as in our simulation. One the other hand, our simulation calculates the RSS values for known locations of sensors that are distributed in a square area of 1 km². In both experiments, the path-loss exponent is assumed as a fixed value for all location, but practically it may change from place to another. Based on all aforementioned factors, we can understand the reasons of the differences in the localization error between the two experiments.

Based on the results shown in Figure 4-2, it can be stated that RSS algorithm is more accurate and reliable than RSSD algorithm. However, RSS algorithm is preferred if we have a good estimation of path-loss constant value. Therefore, RSS method is selected to be further investigated in different scenarios.
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4.2 Simulation Scenarios:

4.2.1 Scenario 1: (performance test with different number of sensors)

The environment considered for this scenario is the same as the previous simulation. The performance will be tested with the other quality metrics (Signal power error and CDZR).

The error of the estimated transmitter power versus the number of distributed sensors is shown in Figure 4-3. To construct the contour that represents the prohibited zone of transmission for the secondary user around the primary user, the level of -114 dBm is considered as the minimum detectable signal level of the primary user, as it is required by FCC regulations [20].

The correct detection zone ratio (CDZR), which represents the percentage of the correct decision of detecting the primary user, is plotted versus different number of the distributed sensors, as shown in Figure 4-4.
Figure 4-3: Number of sensors versus error of the estimated transmitted power

\( \alpha = 3.5, \ l_0 = 38.4 \text{ and } \sigma = 8 \)
As seen from the previous results, as the number of distributed sensors increase, the accuracy of the constructed REM enhances. The error of the estimated transmitter power decreases, while the correct detection zone ratio increases. The performance starts improving significantly as the number of the distributed sensors increases, but increasing more than 10 sensors achieves slower improvement.

The effect of number of sensors to the CDZR is examined in [51], and they just used 3 different number of sensors 9, 16 and 25 sensors. They concluded that 16 sensors could be the best number of distributed sensors, because the CDZR converges to almost 1. However, our simulation results consistent with these previous results. We also use three metrics: localization
error, transmitted signal error and CDZR to demonstrate the effect of increasing the number of sensors from 4 to 20 sensors.

Based on the required accuracy of the system, the optimum number of distributed sensors is selected. The previous presented results are in the best case, where all the measurements and the parameters of the model are accurately correct. However, errors in sensor measurements or in assumed model parameters degrade the performance and we may need more distributed sensors to enhance the quality of the constructed REM.

4.2.2 Scenario 2: \(\textit{performance test with different size of hypothetical measurements}\)

Because of the effect of shadowing, the measured value of the received signal by each sensor is random. Therefore, an average value of multiple simulated measurements is taken. However, enlarging the sample of measurements causes more delay to construct the REM. Thus, we need to select an appropriate sample size that achieves reasonable accuracy.

Since the matrix form of Eq.(3-25) requires at least four sensors, we assume four sensors displaced randomly in the area of 1 km\(^2\) (Figure 4-5). Then, we run the simulation for different number of measurements up to 500 measurements, and each time we test the performance by the presented quality metrics. The considered environment is the same as in the previous scenario. Table 3 summarizes the values of simulation parameters.

(Figure 4-6, Figure 4-7 and Figure 4-8) show the REM performance versus different number of measurements. Since the results have some variations, fitted curves are obtained to represent the scattered results.
Table 3: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitter’s actual location</td>
<td>(400,400)</td>
</tr>
<tr>
<td>Transmitter’s actual power</td>
<td>27 dBm</td>
</tr>
<tr>
<td>Sensors’ locations</td>
<td>(500,500), (200,200), (700,900), (300,700)</td>
</tr>
<tr>
<td>Path loss exponent ($\alpha$)</td>
<td>3.5</td>
</tr>
<tr>
<td>Path loss constant ($l_0$)</td>
<td>38.4 dB</td>
</tr>
<tr>
<td>Shadowing spread ($\sigma$)</td>
<td>8 dB</td>
</tr>
<tr>
<td>Minimum detectable signal</td>
<td>-114 dB</td>
</tr>
</tbody>
</table>

Figure 4-5: Distribution of sensors around the primary user
Figure 4-6: Number of hypothetical measurements versus error of the transmitter location

\((\alpha = 3.5, l_0 = 38.4 \text{ and } \sigma = 8)\)

Figure 4-7: Number of hypothetical measurements versus error of the transmitted power

\((\alpha = 3.5, l_0 = 38.4 \text{ and } \sigma = 8)\)
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Figure 4-8: Number of hypothetical measurements versus correct detection zone ratio (CDZR)

\[ \alpha = 3.5, \ l_0 = 38.4 \text{ and } \sigma = 8 \]

It is obvious from the above results that increasing the number of measurements will enhance the accuracy of the estimated values of the transmitter location and power, which will improve the quality of the constructed REM accordingly. Also, increasing the number of measurements will increase the correct detection zone ratio (CDZR), and as a result, the area of missed detection zone \( A(Z_{MD}) \) is reduced and the lost spectrum chances are lessen. However, as the number of measurements increase rapidly, the accuracy improves slowly. Therefore, based on this simulation results, we see 300 is a reasonable sample size of measurements. Taking larger number of measurements causes more delay in constructing REM process without significant improvement.
In comparison with previous work, the effect of the number measurement samples was tested in [54] in terms of CDZR. By presenting the results for different number of measurements up to 250 measurements, they concluded that appropriate averaging sample size for RSS can be close to 200, and increasing the number more than that will not improve the performance significantly. Our simulations test the performance using three different quality metrics with a wider range of measurements up to 500 measurements, and reach to a similar conclusion.

4.2.3 Scenario 3: (performance test under different shadowing spread values)

In this scenario, we still considering an urban area, but we have uncertainty in the shadow fading standard deviation value. Thus, we need to study the effects of changing standard deviation value to the accuracy of the constructed REM. The simulation has been conducted 10,000 times for values of shadowing standard deviation ranging from 1 to 16 dB. The sample size consists of 300 measurements and the other simulation parameters are the same as illustrated in Table 3. The simulated performance metrics are shown in Figure 4-9, Figure 4-10, and Figure 4-11.
Figure 4-9: Shadow fading standard deviation versus error of the transmitter location

\[ (\alpha = 3.5, \ l_0 = 38.4 \ and \ \sigma = 1 - 16) \]

Figure 4-10: Shadow fading standard deviation versus error of the transmitted power

\[ (\alpha = 3.5, \ l_0 = 38.4 \ and \ \sigma = 1 - 16) \]
Figure 4-11: Shadow fading standard deviation versus CDZR $(\alpha = 3.5, l_0 = 38.4$ and $\sigma = 1 - 16)$

From the simulated results, we see that the error of the transmitter parameters increases and the CDZR decreases as the shadowing spread value increases. Therefore, if the environment of the area of interest is subjected to high shadow fading, then we may need to increase the size of the measurement samples and increase the number of distributed sensors in the area to improve the quality of the constructed REM.

4.2.4 Scenario 4: (performance test with error in path-loss exponent)

As explained previously, the indirect methods utilize the known model and parameters to construct REM. However, one of the main sources for errors using these methods is inappropriate propagation model or uncalibrated parameters. In this scenario, the considered environment is an urban cellular radio area, where the path-loss exponent $(\alpha)$ can be any value in the range $(2.7 - 3.5)$, as indicated in Table 1. We assume $(\alpha = 3.5)$, but the actual value is...
different from this assumed value by (5%, 10% or 20%). Up to the author’s knowledge, studying the effects of the errors in estimating path-loss exponent value to the REM performance using this RSS method has not been studied in the literature. Therefore, here is an evaluation of REM in terms of localization error and CDZR metric with different percentages of error in parameter \( \alpha \) and different number of sensors. The number of sensors is ranged from four to twenty sensors, and they are placed randomly in the area. Transmitter’s location and other parameters are configured according to Table 3. Localization metric is shown in Figure 4-12, while CDZR metric is depicted in Figure 4-13.

Figure 4-12: Localization error for different percentages of error in \( \alpha \) and different number of sensors

\( l_0 = 38.4 \text{ and } \sigma = 8 \)
The previous results demonstrate that the error in the assumed parameters affect the REM quality significantly. The 5% and 10% error of path-loss exponent value have almost similar performance, whereas the quality of the estimated REM degraded substantially as the assumed path-loss exponent value has an error by 20%.

The simulation results also affirm the fact that the REM performance will be enhanced as the number of distributed sensors increases. As seen in Figure 4-12 and Figure 4-13, the worst
case occurs when we have four sensors and the error of $\alpha$ is 20%. However, as the number of distributed sensors increases or the percentage of error decreases, the performance becomes much better. This simulation scenario tests the sensitivity of the path-loss exponent value, but the results can be generalized to provide insights into expecting similar effects for errors in other assumed model parameters.

4.2.5 Scenario 5: (REM performance with some moving sensors by a constant speed)

The previous scenarios dealt with fixed deployed (MCDs). These (MCDs) might be simple measurement sensors, mobile phones, or any similar CR device. However, in some cases secondary users may not have fixed position like a mobile phone user in a moving car. Therefore, we need to simulate the effect of sensors movement to the estimated error of primary transmitter location. We consider different numbers of moving sensors from one to four moving sensors in the area. Up to a total of 20 sensors are distributed randomly in the area of 1 $km^2$ and the number of moving sensors varies from one to four. This movement causes errors in reporting the locations of the sensors. We assume the moving sensors move with a constant speed, and this yields to a (30m) shift from their actual locations in each REM generation cycle. The movement can be in any direction. Therefore, they might become closer to or far from the transmitter.

Figure 4-14 represents the deployment of sensors in the area and illustrates the movement of the mobile sensors. We consider these sensors $4^{th}$, $8^{th}$, $12^{th}$ and $16^{th}$ are mobile secondary users and have motion during REM generation process. The considered environment is an urban area cellular radio and the simulation parameters of the model have been selected according to the same values described in Table 3. Only the localization error metric is used to
test the performance. A fitted curve of the simulated error of the estimated location of the primary user transmitter versus different numbers of moving sensors is shown in Figure 4-15.

Figure 4-14: Distribution of fixed and mobile moving sensors around the primary user transmitter
Previous simulation result demonstrates that the existence of moving sensors affect the quality of the generated REM. This can be deduced by comparing the fixed sensors curve with the other moving sensors curves. Also, the simulation result clearly shows that as the number of moving sensors increase, the performance and accuracy of REM degrades. In the case of having total of 20 sensors in the area, and up to four moving mobile sensors, we see the worst case happens when we have four moving sensors. The reason for this quality degradation is the movement of the sensors which leads to errors in precisely locating them and accurately measuring the RSS from the transmitter. Therefore, to improve the performance of the constructed REM, we should increase the number of fixed sensors as the number of mobile sensors increase.
moving sensors increases, in order to mitigate the measurement errors caused by the moving sensors.

4.2.6 **Scenario 6:** *(REM performance with different speeds of moving sensors)*

In the preceding scenario, our concern was the effect of the number of moving sensors to the accuracy of the generated REM. Here, our interest is to study the effect of the speed of moving sensors to the accuracy of the generated REM. Among the 20 distributed sensors, one sensor is considered as moving sensors, and each simulation curve represents different speed of movement. The sensor that has the mobility feature is selected as the 12th sensor in the order of the displayed results. We assume that we have three levels of speed, and the second and third levels are double and tribble of the first speed. We suppose the first speed causes 30 m shift for the moving sensor from its location during REM generation. Therefore, the second and third speed can be represented by displacement of *(60 m and 90 m)*, respectively. The simulated comparison result using localization metric is shown in Figure 4-16.
Figure 4-16: Performance comparison of different speeds of moving sensors

12th sensor is moving sensor, (6-11 and 13-20) are fixed sensors

The green curve represents the best performance with the lowest speed of moving sensor, whereas the black one demonstrates the performance of the highest speed which gives the worst quality. The curves in Figure 4-16 are almost identical up to 11 sensors because all these sensors have fixed positions. Since the 12th sensor is selected to have movement feature, the error increases proportionally with speed of movement, and there is about 10 m difference between the best and the worst case. However, in all curves that represent different speeds, the performance is
getting much better as the number of fixed sensors increases, as shown clearly in the previous figure in the range (14-20) sensors.

From the previous results, it can be stated that as the speed of moving sensor increases, the estimated transmitter location error increases and REM quality will degrade. However, the performance of all different speeds is enhanced as the number of fixed sensors increases.
Chapter 5: Conclusions

This dissertation studies the indirect way for constructing radio environment map (REM) to improve dynamic spectrum access (DSA) in cognitive radio networks (CRNs). Indirect methods are based on localization techniques, which try to utilize known information of the propagation model to estimate the transmitter location and determine the signal level in each location of the area of interest. The first part of this thesis provides the necessary background for REM construction and describes the differences between indirect methods and direct methods, which are based on interpolation techniques. Through the second part, two indirect methods are mathematically presented and their performance is compared, and one of these methods is selected to be tested in different scenarios. The conclusions are presented after each simulation results. This final chapter recaps the previous chapters and summarizes the conclusions of the simulation results. In addition, it proposes some future directions regarding this work.

5.1 Synthesis of the dissertation:

Chapter 1 described briefly the concept of CR which has two main features smart cognition and re-configurability. It also provided an overview of the DSA steps in CRNs, which includes spectrum sensing, spectrum management, spectrum mobility and spectrum sharing. The organization of the thesis and a summary of the thesis objectives and contributions were presented at the end of this chapter.

Since REM is a way to improve DSA in CRNs, chapter 2 was devoted to introduce different aspects of REM concept. REM as an integrated database which contains different kinds of information was explained. It also briefly discussed the approaches of acquiring this
information, and it mentioned three categories of REM application scenarios, which include intra-operator radio resource management, hierarchical spectrum access on licensed bands and spectrum sharing on unlicensed bands. While REM is a wider concept for a multi-layer database, our focus in this thesis was on building the most important layer, the signal interference levels map. The REM designing process and the direct and indirect approaches for constructing REM were briefly explained. An overview of some direct interpolation techniques for constructing REM and several comparative studies between them were presented. Because the indirect approach is a new field in designing REM, and there are some studies that show better performance for indirect methods over direct interpolation methods, indirect approach for constructing REM was selected to be further compared and investigated. The chapter was ended by presenting some metrics that are used to compare between different REM construction techniques.

Chapter 3 described the system models as well as the mathematical analysis of the log-normal shadowing model. Then, two indirect techniques for constructing REM were mathematically presented. The first one uses the RSSD between sensors, whereas the second one is based on RSS values.

Chapter 4 was dedicated for simulating those techniques and test their performance in different cases. For the experiments that have been conducted previously in the literature, we compared our obtained results with previous related work. The comparison between the presented techniques RSSD and RSS showed that in both techniques the accuracy of estimated REM will enhance as the number of distributed sensors increases, but RSS method has better performance RSSD method. However, the RSS method is preferable and reliable if we have a good estimation of path-loss constant value. Based on this result, RSS method was elected for
further examinations in different scenarios. In the first scenario, the effect of the number of distributed sensors to the accuracy of the generated REM was studied using two metrics signal power error and CDZR. We see that initially as the number of sensors increase, the performance enhances significantly, but later as the number of distributed sensors becomes larger the improvement becomes slow. Second scenario studies the effect of size of measurements to the quality of estimated REM. It is found that 300 is an appropriate averaging sample size of measurement, and this result is compatible with previous work in the literature. The remaining scenarios examine the RSS method in different cases that have not been studied in the literature. In the third scenario, the REM performance under different shadowing spread values was investigated. The simulation results show that increasing the shadowing spread values degrades the quality of the estimated REM. Therefore, if the area of interest is subject to high shadowing, we expect large errors and we may need more distributed sensors to mitigate the shadowing effect. The forth scenario studies the effect of the accuracy of estimated model parameters to the quality of the estimated REM. Specifically, different percentages of error in estimated path-loss exponent (\(\alpha\)) to the performance of REM have been studied. The results showed that as the percentage of possible error in estimated path-loss exponent increases, the REM quality is affected significantly. Therefore, uncalibrated parameters or inappropriate propagation model will degrade the performance substantially, and the indirect method for constructing REM may become ineffective. In the fifth and sixth scenario, an environment that contains a mixture of fixed and mobile sensors was considered, and the effect of the number of moving sensors and their speed to the REM quality was studied. It was shown that increasing the number of moving sensor or their speed, the error of the estimated transmitter location will increase and subsequently the REM performance will degrade. However, some improvements in the
generated REM can be achieved by increasing the number of fixed sensors to mitigate the error caused by moving sensors.

5.2 Future work:

There are many topics that deserve further investigations. Here is a list of some interesting directions.

- In several practical situations, we have multiple primary users. Therefore, constructing REM in an environment with multiple transmitters merits further study.

- Random distribution of sensors was considered in this dissertation. The effect of using uniform deployment of sensors to the REM quality can be examined.

- Updating REM information more frequently makes the system more complex, but if the network is more dynamic and the updates are less frequently, the REM information may become ineffective. Therefore, deciding the optimum update intervals that regard the tradeoff between the REM accuracy and the complexity of the system is yet to be explored.
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