ABSTRACT

Energy efficiency has become a growing concern in a world driven by a fossil fuel economy. Recuperated micro-gas-turbine systems offer the possibility of high efficiency power generation for low output power systems. To this end, increasing the performance while decreasing the cost, the weight and the volume of heat exchangers such as recuperators has become a critical research focus. Recent work done by Brayton Energy Canada (BEC) has renewed interest in Wire Mesh Heat Exchangers (WMHE) by introducing a new production method that uses cells of stacked wire mesh sheets that have a thick external shell deposited by cold spray. Fins are then machined in this external shell, creating a heat exchanger.

Net shaped pin fins were successfully deposited using Cold Gas Dynamic Spraying (CGDS or simply cold spray) as an additive manufacturing technique to replace the plate fin arrays currently used. This new development is envisioned to save costs while providing higher heat transfer efficiency than traditional fin arrays. Increasing the performance of such fin arrays would yield higher heat exchanger efficiencies and increase the total efficiency of the gas turbine system.

The present thesis provides a description of the research performed, as well as the results thereof, with regards to the performance of pin fin arrays produced using cold spray. A review of the relevant literature is performed to establish the motivation of this study and to describe the relevant work that has been performed by other authors in this respect. The research objectives are to evaluate the thermal and hydrodynamic performance of these fin arrays and relate those to the flow structures arising from fluid motion between these extended surfaces. Furthermore, the proposed approach and the experimental equipment that will be used are described in this work. The research objectives were successfully met, with the results obtained from this work presented in the form of peer-reviewed publications.
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<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ</td>
<td>Difference</td>
</tr>
<tr>
<td>ε</td>
<td>Effectiveness</td>
</tr>
<tr>
<td>η</td>
<td>Efficiency</td>
</tr>
<tr>
<td>η&lt;sub&gt;fan&lt;/sub&gt;</td>
<td>Fan efficiency</td>
</tr>
<tr>
<td>η&lt;sub&gt;o&lt;/sub&gt;</td>
<td>Overall fin efficiency</td>
</tr>
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<td>θ</td>
<td>Pyramid angle [°]</td>
</tr>
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<td>Wavelength [m]</td>
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</tr>
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<td>B</td>
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</tr>
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<td>C&lt;sub&gt;min&lt;/sub&gt;</td>
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</tr>
<tr>
<td>C&lt;sub&gt;p&lt;/sub&gt;</td>
<td>Specific heat capacity [J/(kg·K)]</td>
</tr>
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<td>C&lt;sub&gt;r&lt;/sub&gt;</td>
<td>Thermal capacitance ratio</td>
</tr>
<tr>
<td>D</td>
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</tr>
<tr>
<td>D&lt;sub&gt;10&lt;/sub&gt;</td>
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<td>Hydraulic diameter [m]</td>
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<td>Thermal conductivity of the fluid [W/m K]</td>
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<td>Thermal conductivity of the fin material [W/m K]</td>
</tr>
<tr>
<td>L</td>
<td>Length [m]</td>
</tr>
<tr>
<td>L&lt;sub&gt;HX&lt;/sub&gt;</td>
<td>Heat exchanger length [m]</td>
</tr>
<tr>
<td>m</td>
<td>Fin heat transfer parameter [m&lt;sup&gt;-1&lt;/sup&gt;]</td>
</tr>
<tr>
<td>m</td>
<td>Mass flow rate [kg/s]</td>
</tr>
<tr>
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</tr>
<tr>
<td>Symbol</td>
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<tr>
<td>--------</td>
<td>-----------------------------------------------</td>
</tr>
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<td>NTU</td>
<td>Number of transfer units</td>
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<tr>
<td>Nu</td>
<td>Nusselt number</td>
</tr>
<tr>
<td>P</td>
<td>Pressure [Pa]</td>
</tr>
<tr>
<td>P_flow</td>
<td>Flow frontal perimeter [m]</td>
</tr>
<tr>
<td>Pr</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>q</td>
<td>Heat transfer rate [W]</td>
</tr>
<tr>
<td>R</td>
<td>Thermal resistance [K/W]</td>
</tr>
<tr>
<td>Re_D</td>
<td>Reynolds number based on the feature diameter</td>
</tr>
<tr>
<td>Re_Dh</td>
<td>Reynolds number based on the hydraulic diameter</td>
</tr>
<tr>
<td>S</td>
<td>Fin spacing [m]</td>
</tr>
<tr>
<td>Stk</td>
<td>Stokes number</td>
</tr>
<tr>
<td>T</td>
<td>Temperature [K]</td>
</tr>
<tr>
<td>t</td>
<td>Fin top length [m]</td>
</tr>
<tr>
<td>U</td>
<td>Thermal conductance per unit area [W/m²K]</td>
</tr>
<tr>
<td>u</td>
<td>Axial velocity [m/s]</td>
</tr>
<tr>
<td>(\bar{u})</td>
<td>Mean axial velocity [m/s]</td>
</tr>
<tr>
<td>UA</td>
<td>Thermal conductance [W/K]</td>
</tr>
<tr>
<td>V</td>
<td>Volume [m³]</td>
</tr>
<tr>
<td>(\dot{V_f})</td>
<td>Volumetric flow rate [m³/s]</td>
</tr>
<tr>
<td>W</td>
<td>Width [m]</td>
</tr>
<tr>
<td>x</td>
<td>Curve fitting exponent</td>
</tr>
<tr>
<td>y</td>
<td>Curve fitting exponent</td>
</tr>
<tr>
<td>y^+</td>
<td>Dimensionless wall distance</td>
</tr>
</tbody>
</table>
Subscripts

∞  Free stream conditions

b  Base area
bare  Bare plate
c  cold
cond  Conduction
conv  Convection
eq  Equivalent
f  Fin
fl  Fluid
H  Heat transfer
h  Hot
i  Inlet
lm  Log-mean
L  Length
M  Momentum transfer
max  Maximum
o  Outlet
p  Particle
t  Total
us  Unfinned surface
v  Volume
w  Wall

Superscripts

′  Root-mean-square
′  Length derivative
“  Area derivative
"  Time derivative
CHAPTER 1  INTRODUCTION

1.1 Background

Significant social and economic pressures are being felt over the world to reduce the environmental impact and the global dependence on fossil fuels. While “green” and environment friendly approaches such as wind and solar power are gaining momentum, the higher cost associated with these alternative methods still deter most countries when it comes to power generation. Because of this, cleaner and more efficient ways to burn fuel are a main focus when it comes to hydrocarbon based power generation.

Distributed power generation offers a novel approach to reduce power losses, as electricity has to be carried over shorter distances to the end users, thus reducing losses in power lines. This method also has the advantage of protecting the grid against widespread electrical failure, as generators are substantially smaller than typical power plants and accordingly they individually serve a smaller population [1, 2]. For this purpose, compact and high efficiency power generation methods must be developed for distributed power generation to be successful. Micro-turbines are an example of a viable candidate for the development of a high efficiency distributed power generation system.

Micro-turbines are small scale, single stage and single shaft gas turbines generators. Commercial models currently available can produce from 25 kW to 250 kW and provide the combined advantages of low emissions, high reliability and decent efficiency in a compact generator [3]. A schematic diagram of a basic gas turbine generator is shown in the following figure.
The simplest micro-turbine designs often have thermal efficiencies below 20%, compared to diesel and gasoline engines which typically operate between 30-35% thermal efficiencies over the same power production range [4]. The real advantage of micro-turbines becomes obvious when a heat exchanger (also called a recuperator) is added to the system (see Figure 2). The waste energy from the exhaust gases of the turbine can be used to pre-heat the inlet gases before the combustion chamber, increasing the thermal efficiency of the system well over 50% [4]. This increase in performance can be understood by noting that less fuel needs to be burned to obtain the same combustion temperature, due to the re-use of the outlet gas’ thermal energy. Furthermore, the waste heat could also be used for plant processes requiring heating, local hot water production or for air conditioning purposes. In this case, net efficiencies on the order of 80% are attainable by such systems, called combined heat and power systems [3].
Recuperators play a vital role in a successful micro-turbine design, and often represent from 20-25\% of the cost and 20-35\% of the volume of a micro-turbine package [4]. Typically, unit cost and volume are closely tied together, as material costs are one of the main contributors to the total package cost. Decreasing package volume could also reduce other operating costs, such as capital costs associated with land ownership or rental. Furthermore, increasing recuperator efficiency by 5 to 10\% can improve the overall thermal efficiency of the gas turbine system by the same amount [4]. Currently, state-of-the-art recuperators operate from 75\% to 85\% efficiencies.

A new design of compact heat exchangers, referred to as a Wire Mesh Heat Exchanger (WMHE), was developed as a solution for common high efficiency compact heat exchanger problems. The concept of using a metallic wire mesh as a conductive material inside a cellular metal sandwich structure was first investigated in the late 1980s [5, 6]. The first configuration developed using this concept was the folded wire mesh geometry, shown in Figure 3. The folded wire mesh geometry is produced by successively folding wire mesh textiles and brazing thin sheets to these folds to create a pressure barrier. The disadvantage of this technique is that there is a limited quantity of heat that can be transferred to the brazed plate due to the small contact area per fold combined
with the maximum number of times the wire mesh can be folded per unit length. This limitation, in addition to the large cost associated with this technique, calls for a production method which can reduce both cost and volume while maintaining high heat transfer properties.

Figure 3: Folded Wire Mesh Heat Exchanger Configuration [7]

To this end, Brayton Energy Canada (BEC) has patented a new method for producing WMHE. The innovation in this approach is that instead of folding the wire mesh onto itself, sheets are stacked and then cut perpendicular to the stacking direction, yielding thin wafers of wire mesh textiles. These wafers are then sealed by brazing a metallic sheet to its external surfaces. Finally, fins are machined into this sheet to make the other heat transfer extended surface. These steps are illustrated in Figure 4. The heat exchange occurs between the fluid going through the mesh and the fluid flowing in the machined fin array.
This process yields heat exchanger unit cells which can then be stacked, attached to manifolds and sealed to form full heat exchangers. The size and number of cells used in a full heat exchanger unit is tailored to the application specifications.

This new design for producing WMHE does offer some areas for improvement. Currently, the cost associated with brazing a metal sheet to the wire mesh is very high and labour intensive. To replace this process, research has been done where a thick and dense metallic coating is deposited using thermal or kinetic spray processes, as demonstrated in the work of Assad et al. [8], to replace the brazed sheet as a flow separator. Once this coating has been applied, fins are machined on the outer surface to produce fins with simple geometries as the second stage heat transfer enhancing extended surface. This process is limited to producing plain continuous rectangular fins which typically have a low heat transfer capacity, which is further reduced by problems such as axial conduction [9].

It is envisioned that using a mask to shield the substrate from cold spray deposition, one could produce near-net shape pin fin arrays with superior thermal and hydrodynamic performance. This
solution could solve several of the issues presented previously regarding the performance of plain continuous rectangular fin arrays, namely by reducing axial conduction due to the interrupted nature of the pin fins, increasing the fin array’s local convective heat transfer coefficient by increasing the amount of fluid mixing and reducing the production costs by the removal of the labour intensive and costly post-processing machining steps, as well as the brazing step.

1.2 Motivation of Research and General Objectives

This study was motivated by the possibility offered by Cold Gas Dynamic Spraying (CGDS or simply cold spray) to create near-net shape pin fin arrays. As detailed previously, pin fin arrays have the potential to increase the efficiency of heat exchangers, while reducing production costs due to the removal of post-processing steps. The production and optimization of pin fin arrays thus becomes a critical research priority to increase heat exchanger efficiencies. The focus of the proposed study would be the description and study of various parameters affecting the thermal and hydrodynamic performance of these fin arrays. This will allow design engineers to select the proper parameters to obtain maximal heat transfer efficiency depending on the application constraints on volume, pressure loss, production costs, etc. To achieve this objective, the following specific studies are mandated:

a) Determine the effect of varying the pyramid’s base angle, the fin density and the fin height on the thermal and hydrodynamic performance of the fin array at intermediate Reynolds numbers (250 – 3000), relevant to the commercial applications.

b) Determine the effect of using different type of pin fin geometries and arrangements on the flow structures and the performance of the array, while demonstrating the superior performance of pins fins when compared to plain rectangular (continuous) fins.
c) Visualize the flow structures at varying Reynolds numbers to identify regions of increased fluid turbulence and to observe the recirculation structures believed to exist in the pin fin’s wake.

d) Measure the different turbulence quantities in the regions of interest and correlate these metrics to the thermal and hydrodynamic performance of the fin arrays

1.3 Thesis Outline

The content of this thesis has been organized into nine chapters. The first chapter offers an introduction to the subject covered in this work, with the relevant background information presented. The motivation of research and the general objectives of this work are also briefly presented, along with a brief outline.

The second chapter provides a detailed review of the relevant literature pertinent to the research performed. This includes a thorough review of different heat exchangers types and geometries as well as describing the recent advances in the development of new fin geometries and investigations regarding the performance of fin arrays. Furthermore, the methods used for the assessment of the performance of heat exchangers are discussed. A brief overview of thermal and kinetic spray techniques as well as of additive manufacturing is presented. Finally, several methods of flow structure characterization are reviewed, with a section regarding the characterization of flow in fin arrays and around pyramidal structures.

The third chapter details the general and the specific objectives of the proposed thesis, namely the evaluation of the performance of pyramidal pin fin arrays and the characterization of the flow structures encountered in this type of fin array.
The fourth chapter details the experimental equipment and procedures used to achieve the aforementioned objectives. The masked CGDS technique used to produce the pyramidal fins is described, as well as the equipment used to evaluate the geometry of these arrays. Furthermore, a description of the thermal and hydrodynamic performance test apparatus is made. Finally, the flow visualization technique and the equipment employed for this type of research is described.

The fifth, sixth, seventh and eighth chapters detailed the results obtained as a fruit of this endeavour. The results are presented as five separate peer-reviewed papers, with each article addressing a part of the specific objectives detailed in chapter three. A brief introduction for each paper describes the work contained therein.

Finally, chapter nine summarizes the major conclusions and contributions of this work, as well as presenting the author’s suggestions for future work regarding the topic of pin fin production using cold spray as an additive manufacturing technique.
CHAPTER 2 REVIEW OF RELEVANT LITERATURE

In this chapter, a review of the relevant work done in fields related to the topics covered in this thesis is completed. The first segment of this chapter is dedicated to the basic function and types of heat exchangers, as well as covering the features that make BEC’s WMHE design unique. The problems and opportunities that arise from these differences are also discussed. The second section of this literature review focuses on the recent advances in the characterization of various geometries of fin arrays. The following section will detail the theoretical work that has been published with regards to the performance of compact heat exchangers and fin arrays, namely the heat transfer and hydrodynamic properties of these features. The fourth part of this chapter consists of a review of the basic principles behind thermal and kinetic spray processes, with a focus on the cold spray process since it is the production method employed for the samples used in this study, followed by a brief introduction to additive manufacturing. Finally, several flow visualization techniques will be discussed.

2.1 Heat Exchangers

2.1.1 Types of Configuration

Heat exchangers come in a variety of shapes, sizes and configurations. There are three main types of configurations, sorted in order of increasing effectiveness: parallel flow, cross-flow and counter-flow. For heat exchangers, regardless of their configuration, the effectiveness ($\varepsilon$) is defined as the ratio of energy transferred to the maximal amount of energy that can be transferred between the two working fluids, which is represented schematically in Figure 5. An effectiveness computed to a value of one implies that there is no thermal resistance between the two fluids and that perfect heat transfer is achieved between them.
\[ \varepsilon = \frac{q}{q_{\text{max}}} = \frac{(T_i - T_o)_{\text{max}_{h,c}}}{(T_{h,i} - T_{c,i})} \]  \hspace{1cm} (Eq 1)

In Eq 1, \((T_i - T_o)_{\text{max}_{h,c}}\) represents the maximal value of temperature difference either within the hot side or within the cold side while \((T_{h,i} - T_{c,i})\) represents the temperature difference between the inlet of the hot fluid and inlet of the cold fluid, respectively. This definition can be used regardless of the heat exchanger configuration.

Parallel flow heat exchangers allow the highest temperature gradient between the hot and cold fluids at the inlet but suffer from a lower efficiency than the other heat exchanger configurations. This limit is due to the small temperature difference maintained after the second half of the heat exchanger’s length, as it can be seen in Figure 6. Another limitation arises from the fact that the maximal temperature attained by the cold fluid for an infinite length heat exchanger is the exit temperature of the hot fluid.
The counter-flow heat exchanger does not suffer from the same drawbacks as the parallel flow heat exchanger. This configuration can reach the highest efficiencies of all three configurations when optimally designed [10]. One of its main advantages is that the cold fluid outlet temperature may surpass the hot fluid’s outlet temperature. The thermal gradient for this configuration is less steep than for the other configurations, but it is almost constant along the heat exchanger’s length, as shown in Figure 7.

The third type of heat exchanger is the cross-flow heat exchanger. The term cross-flow comes from the fact that the two fluids flow perpendicularly to each other. This configuration is very common in heat exchangers with cellular designs because its effectiveness is typically higher than a parallel
flow heat exchanger while maintaining a smaller envelope and a less complex manifold design than the counter-flow configuration.

Depending on the heat exchanger’s configuration, different relations are used to determine the effectiveness ($\varepsilon$) as a function of the number of transfer units (NTU) and the fluids’ thermal capacity ratio ($C_r$, defined as the smaller thermal capacitance of the two fluid, divided by the larger thermal capacitance of the two fluids). The results of analytical work are shown in the following table, adapted from “Fundamentals of Heat and Mass Transfer” [10]. The equations in this table demonstrate that regardless of the pair of NTU and $C_r$ chosen, the counter-flow configuration will always have the highest effectiveness, as shown in Figure 8. More details regarding the calculation of the number of transfer units and of their significance in quantifying heat transfer are provided in chapter 2.3.1.

**Table 1: Effectiveness Relation with NTU and $C_r$ for Various Heat Exchanger Configurations**

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Equation</th>
<th>Equation number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallel flow</td>
<td>$\varepsilon = \frac{1 - \exp[-NTU \cdot (1 + C_r)]}{1 + C_r}$</td>
<td>(Eq 2)</td>
</tr>
<tr>
<td>Single Pass Cross-Flow, Fluids Unmixed</td>
<td>$\varepsilon = 1 - \exp\left[\frac{1}{C_r} \cdot NTU^{0.22} \cdot {exp[-C_r \cdot NTU^{0.78}] - 1}\right]$</td>
<td>(Eq 3)</td>
</tr>
<tr>
<td>Counter-Flow</td>
<td>$\varepsilon = \frac{1 - \exp[-NTU \cdot (1 + C_r)]}{1 - C_r \cdot \exp[-NTU \cdot (1 + C_r)]}$</td>
<td>(Eq 4)</td>
</tr>
</tbody>
</table>
2.1.2 State-of-the-Art Heat Exchangers

Shell and tube heat exchangers are some of the most common geometries used in industrial applications due to their low complexity [9]. Figure 9 shows a typical configuration for a shell and tube heat exchanger. In this counter-flow design, a fluid flows through the shell side without mixing with the fluid that flows in the tubes. Heat is transferred from the shell-side fluid to the tube-side fluid or vice-versa through convection to the tube walls. To increase the amount of heat transferred, baffles are installed on the shell side to increase the amount of turbulence and the dwell time of the fluid, while minimizing the amount of low flow volume sections. The turbulence in turn increases the convective heat transfer of the shell-side fluid to the tube walls. Typically, there
is no heat transfer enhancing features on the inside of the tubes, limiting the efficiency of this process. The efficiency of such exchangers is proportional to the length of the exchanger, meaning that very large heat exchangers must be used to attain high efficiencies [11]. Furthermore, axial conduction along the length of the tubes can reduce the efficiency of these heat exchangers by 5 to 10% [9].

![Diagram of a Straight-Tube Heat Exchanger](image)

**Figure 9: Typical Shell and Tube Heat Exchanger Diagram (Modified from [7])**

Other types of heat exchangers remedy this limitation with the use of heat transfer enhancing media for both the hot and cold fluid sides of the heat exchanger. Examples of these would be packed bed geometries or stacked plate heat exchangers (Figure 10 (a) and (b)). Both types of heat exchangers share a similar design, where stages of heat transfer enhancing media are sandwiched between parting plates to form cells, which are then stacked and joined to form heat exchanger units (Figure 10 (c)). The structure is maintained together usually either by sintering, brazing or welding [12]. The main advantage of this type of design is the very high efficiency levels that can be attained by these geometries [12]. Using convection enhancing features on both sides of the
heat exchanger allows heat transfer efficiencies of up to 85% to be reached [12]. The main problems with this type of design are that the joints are prone to failure, which can cause fluid leakage, as well as the significant manufacturing costs associated to the brazing or welding operations. Furthermore, a significant efficiency loss is encountered when using this type of fins and is attributed to axial conduction due to the continuous nature of the heat transfer enhancing features [12].

An innovative design of compact heat exchangers using wire mesh as the heat transfer extended surface was developed as a solution for common high efficiency compact heat exchanger problems. This type of heat exchanger is commonly referred to as Wire Mesh Heat Exchangers (WMHE). The concept of using a metallic wire mesh as a conductive material inside a cellular metal sandwich structure was first patented in 1989 [5, 6].

Figure 10: (a) Packed Bed Core; (b) Stacked Plate Core; (c) Heat Exchanger Casing [7]
The first configuration developed using this structure was the folded WMHE, shown in Figure 11. The folded wire mesh geometry is produced by folding wire mesh textiles on themselves and brazing metallic sheets to the tips of the folds to create a parting plate which prevents the hot and the cold fluid from mixing. The disadvantage of this technique lies with the fact that only a limited quantity heat transfer area between the mesh textile and the brazed plate can be created due to the small contact area per fold combined with the maximum number of times the wire mesh can be folded per unit length. This limitation, in addition to the large cost associated with brazing, makes this type of heat exchanger uncommon in industrial applications.

![Flow direction](image)

*Figure 11: WMHE with folded wire screen and brazed metallic sheets [8]*

Other interesting and promising types of heat exchangers were developed using a similar principle as WMHE but with different types of internal heat transfer medium, such as metal foam heat exchangers encased in a metallic skin deposited using wire-arc or plasma spray, as investigated by Salimi Jazi et al. and Azarmi et al. [13, 14]. In this case, thermal spray processes are used to seal commercially available nickel foam bricks with Inconel 625 to create fully enclosed heat exchangers. No heat transfer enhancing features are used on the outer surface of the heat exchangers.
2.1.3 BEC’s WMHE Design

The design brought forward by BEC consists of unit cells stacked in parallel with each other to form a heat exchanger core. Two manifolds deliver the hot and cold fluids to the entrance of the unit cells, while two more manifolds handle the discharge of hot and cold fluids to the unit cells, respectively. A cell has two extended surfaces types to increase the amount of heat transferred. The finned surface is called external side, while the wire mesh surface is usually called internal side, due to its appearance when looking at a single unit cell (see Figure 12). The two extended surfaces are separated by a parting plate, which ensures that the hot and cold fluids cannot come into contact or mix with each other. The inlet and outlet manifold configuration creates a heat exchanger in a counter flow configuration.

Figure 12: BEC’s WMHE Designs: (a) Plate Fin Internal Surface; (b) Pin Fin External Surface
These cells are then stacked and sealed to form heat exchanger units. The size and amount of cells used in a heat exchanger unit is tailored to the application specifications.

### 2.2 Advances in the Study of Fin Arrays

The first authors to publish an extensive study on the use of fin extended surfaces in compact heat exchangers were Kays and London, in a study which described and characterized over 100 types and configurations of extended surface for use in compact heat exchangers [9]. This landmark publication is now considered a basis to the study of compact heat exchangers and contains design data and correlation curves for the thermal and hydrodynamic performance of many types of plate fin and pin fin arrays. In their work, Kays and London also developed the $\epsilon$–NTU method and the first method for quantifying the gains of using finned surfaces by computing the j-factor (a complex non-dimensional number used to measure the heat transfer efficiency, calculated by dividing the Nusselt number by the Reynolds number and the cubic root of the Prandtl number) on a volumetric basis to obtain a volume goodness factor.

Pin fin research was spearheaded by Žukauskas when he published his work on the heat transfer and hydrodynamic properties of banks of tubes [15]. His study of banks of tubes, which is analogous to circular cross-section pin fin arrays, yielded what is now the basis of the explanation of the mechanism behind the performance gain of pin fins when compared to plain rectangular continuous fins. Indeed, Žukauskas proposed that the flow structures of a fluid flowing in a bank of tubes could be separated in three regimes. A laminar regime can be identified from very low Reynolds numbers (with the tube diameter used as the characteristic length: $Re_D$) to approximately 1000, where the flow is dominantly laminar and attached to the tube surface, with large scale recirculation regions behind the heat transfer features. The sub-critical regime starts at $Re_D = 500$ and extend to $Re_D = 200\,000$, with the flow structure being largely laminar but becoming
increasingly turbulent, especially in the fin’s wake due to flow detachment from the fin surface. A small overlap between the regimes is found between Reynolds numbers of 500 and 1000, where the flow is in a transitional state. The exact point of this transition depends on the tube array geometry. The critical regime would extend from $Re_D = 200\,000$ until the limits of the studied Reynolds numbers and would be characterized by a completely turbulent flow.

Many other researchers have devoted time and resources comparing different fin geometries and cross-sections in order to determine which type of fin is the most efficient and also to quantify this gain in efficiency [16-31]. One approach was to use simulation to determine the properties both of plate fin and pin fin heat exchangers [16, 17]. Comparisons were made using different efficiency criterions which lead to the same conclusion that pin fins have a better overall heat transfer surface efficiency when compared to plain rectangular continuous fins. The flow structures were also extensively studied numerically to understand the mechanism of this gain, which is attributed to the increased turbulence and the periodic disruption of the boundary layer caused by the discontinuous features of pin fin arrays. Experimental validation of the numerical comparisons between the various pin fin geometries such as square, circular, ellipsoid and drop shaped, for example, was also performed more recently by Yang et al. [18]. Due to their increased performance, pin fins have replaced traditional continuous fin shapes such as rectangular or wavy fins in critical applications due to their higher heat transfer rate [9, 10]. The increased heat transfer attained by pin fins is often partially offset by higher pressure losses through the fin array, but yields a better overall performance than their continuous counterparts [15, 16, 18-20]. Sahiti et al. [16, 19, 20] have demonstrated that pin fins offer the best performance for a given pumping power and heat exchanger volume compared to other fin array configurations.
Various pin fin array parameters have been investigated over the past thirty years. The relative height parameter (H/D, where H is the fin height and D is the pin fin diameter) of circular pin fins was one of the first parameters to be detailed by Brigham and Van Fossen [21, 22]. Their study revealed that for cylindrical staggered fins, longer pin fins (H/D > 4) tend to transfer more heat than shorter ones. Sparrow et al. [23, 24] and Metzger et al. [25] have also extensively studied the heat transfer characteristics of cylindrical pin fins in the inline and staggered configurations. A major conclusion from these studies is that the pin fin surface convective heat transfer coefficient was approximately 100% larger than that of the end wall. Different pin fin geometries have been investigated by Li et al. and Chen et al. [26, 27]. It was determined that the heat transfer of drop shaped and ellipse shaped pin fins is increased when comparing to similar circular cross-section pin fins. Furthermore, both types of fins also present less pressure loss than their circular counterparts. Although their performance is superior, this ellipse and drop shaped fin geometries are rarely used due to the increased production costs. Grannis and Sparrow [28] have developed correlations for the friction factor of fluid flow through diamond shaped pin fin arrays. Square base pin fins have also received some attention by You and Chang [29], who used numerical simulations to study the performance of inline square base pin fins in a rectangular channel and have provided correlations for the Nusselt number this type of geometry at different fin densities. Şara [30] has also studied several geometric parameters of staggered rectangular base pin fins such as fin spacing and shroud clearance and provided correlations for these parameters. Jeng and Tzeng [31] have also experimentally confirmed correlations found in the literature regarding the inter-fin pitches of square pin fins in both inline and staggered configurations. It was found that the performance of some configurations of square base pin fins can exceed that of similar size cylindrical cross-section pin fins under the same flow conditions.
2.3 Heat Transfer Performance Characterization

When it comes to compact heat exchangers, several factors are considered to be important, such as the heat transfer and hydrodynamic properties, as well as its cost and envelope volume. The heat transfer and hydrodynamic properties of heat exchangers were extensively researched, with results of the relevant works summarized in this chapter. For this purpose, heat transfer relations for the prediction of heat exchanger efficiency will be discussed first, followed by the equations used to calculate the efficiency decrement caused by axial conduction. Afterwards, the equations describing the thermal performance of fins and their pressure loss will be detailed. Finally, the different efficiency indices proposed in the literature will be discussed.

2.3.1 Heat Exchanger Properties with the $\epsilon$-NTU Method

Several methods can be used to determine the performance of a heat exchanger, such as the $\epsilon$-NTU method, the finite difference method and the log-mean temperature difference approach. The log-mean temperature difference approach is the simplest of the three methods, but consequently its applications are much more constrained by the simplifying hypotheses used. The log-mean temperature difference method requires that the inlet and outlet temperatures of both fluids be known prior to the analysis. The finite difference method is the approach that yields results closest to reality, but this accuracy comes at the price of increased computational power requirements. This method also becomes much more complex when estimating losses due to axial conduction is a concern. A two-dimensional model must be constructed, which again greatly increases the computational requirements. The alternative is the $\epsilon$-NTU method which yields moderately accurate results with a simpler calculation procedure. It has the advantages of being relatively simple to model, while requiring a modest quantity of calculations to be performed. Another advantage is that simple approximations for the axial conduction losses can be used, and a finite
element method can be applied in conjunction to this approach to increase the accuracy of this method. Additionally, for certain configurations of heat exchangers, not enough data is known on the fluid inlet and outlet conditions to use the log mean temperature difference approach. The $\epsilon$-NTU method is less constrained in this way, as an iterative process can be used to circumvent this difficulty. By first guessing the efficiency and performing the calculations to obtain a new efficiency, one can use the result of the calculations as the next guess, until the results converge.

The $\epsilon$-NTU method is based on the idea that, for any heat exchanger, the heat exchanger effectiveness $\epsilon$ is solely a function of $NTU$, $C_r$ and the heat exchanger’s configuration where $C_r$ is the ratio of heat capacity rates of the two fluids and $NTU$ is the number of transfer units. As previously stated, the equation linking the effectiveness of a counter-flow heat exchanger and the number of transfer units is:

$$
\epsilon = \frac{1 - \exp[-NTU \cdot (1 + C_r)]}{1 - C_r \cdot \exp[-NTU \cdot (1 + C_r)]}
$$

(Eq 5)

The number of transfer units can be found from the following equation:

$$
NTU = \frac{UA}{C_{min}}
$$

(Eq 6)

where $U$ is the thermal conductance term of the heat exchanger, $A$ is the associated heat transfer area and $C_{min}$ is the minimal value for the heat capacity of the fluids. To illustrate the two fluid heat exchanger’s function and determine the thermal conductance, a thermal circuit diagram such as the one in Figure 13 is built.
Figure 13: Thermal Circuit Diagram for a Two Fluid Heat Exchanger Unit Cell

As shown in the previous figure, to diminish the temperature potential \( T_h - T_c \), a heat flux per unit area \( q'' \) flows from \( T_h \) to \( T_c \) by the way of the finned outer extended surface and the meshed internal extended surface, represented here by the thermal resistances \( R_h \) and \( R_c \), and the plate that separates both, \( R_w \). With this diagram, one can construct the basic heat transfer equations for this case:

\[
q = UA \cdot (T_h - T_c) \tag{Eq 7}
\]

With the parameter \( UA \) calculated with the following relation:

\[
UA = (R_h + R_w + R_c)^{-1} \tag{Eq 8}
\]

The thermal resistance to convective heat transfer (in this case \( R_h \) and \( R_c \)) can easily be calculated knowing the convective heat transfer coefficient:
\[ R_{\text{conv}} = \frac{1}{\eta_o \cdot h \cdot A} \]  
(Eq 9)

where \( h \) is the convective heat transfer coefficient, \( \eta_o \) is the efficiency of the heat transfer surface and \( A \) is the associated heat transfer surface area. In the same manner, the conductive resistance \( (R_w) \) term can be calculated with the following relation:

\[ R_{\text{cond}} = \frac{L}{k_m \cdot A} \]  
(Eq 10)

where \( L \) is the length of the conduction path, \( k_m \) is the conductivity of the material and \( A \) is the cross-sectional area associated with this resistance. Substituting equations 9 and 10 into equation 8 yields:

\[ UA = \left[ \left( \frac{1}{\eta_o \cdot h \cdot A} \right)_h + \left( \frac{L}{k \cdot A} \right)_w + \left( \frac{1}{\eta_o \cdot h \cdot A} \right)_c \right]^{-1} \]  
(Eq 11)

The heat transfer area, extended surface efficiency and conductive length are all solely functions of the heat exchanger’s geometry, while the thermal conductivity is a material property. These properties can be evaluated if the heat exchanger’s design properties are known. The convective coefficient, however, is dictated by the fluid mechanics of the heat transfer extended surfaces. Finding the convective coefficient for a metallic mesh extended surface is a fairly complex analytical procedure that will not be covered in this work, but the author refers to work done by A. Corbeil [3] for further reading, details and derivations of the final formulas. Conversely, the convective coefficient for a fin array is usually found experimentally or numerically and is usually given in a non-dimensional form such as a function of Nusselt number, which itself is a function of Reynolds number. When the convective coefficient is determined, \( U \) can be calculated and a NTU value can be obtained.
It is now evident that to increase a heat exchanger’s effectiveness, one must strive to increase the number of transfer units. To this end, the thermal conductance UA must be increased as much as possible, which can be achieved in one of three ways for the convective heat transfer contribution: by increasing the amount of available heat transfer area, by increasing the fin array efficiency or by increasing the convective coefficient through disruption of the fluid’s boundary layers such as creating recirculation zones and turbulences in the flow. The determination and augmentation of this convective coefficient for the pin fin side of this equation is the focus of this work and will lead to the increase of the total performance of the heat exchanger.

2.3.2 Finned Surface Heat Transfer Performance

Fins arrays are used to increase convective heat transfer between a surface and a fluid. Since building these fins require an additional effort, assessing the performance of the fin array versus an unfinned surface helps determine the gain that could be obtained from building such an array.

Studying a typical fin array’s thermal resistance circuit delivers insight on how its performance is calculated. The following figure shows this diagram, and the simplified model proposed by Incropera [10].

![Thermal Resistance Diagram](image-url)

**Figure 14: Thermal Resistance Diagram [10]**
This simplified resistance model accounts for the different convection paths, as well as the fin efficiency parameter and allows the creation of a relation between the finned surface’s efficiency and its thermal resistance. The associated thermal resistance, in turn, is indicative of the fin array’s performance. The thermal resistance can be calculated using the following equation:

\[ R_f = \frac{1}{\eta_o \cdot h \cdot A_t} \]  

(Eq 12)

In this equation, the parameter \( A_t \) designates the total finned and unfinned surface of the heat transfer surface, while the \( \eta_o \) parameter represents the total surface’s efficiency and \( h \) represents the convective coefficient.

To assess a finned surface’s properties against another surface, one only has to compare their thermal resistance values. A lower thermal resistance value indicates a surface will transfer more heat per unit area and is preferable when dealing with fins. Ideally, a negligible thermal resistance is optimal, but this rarely can be obtained. Finally, knowing the thermal resistance of the finned surface allows one to compute the heat flux associated with a temperature difference between the fluid and the base of the finned surface.

The convective coefficient can also be obtained using empirical relations relating the Nusselt number (\( Nu \)) and the Reynolds number. To determine the convective coefficient for a given Nusselt number, the following equation is used:

\[ h = \frac{Nu \cdot k_{fl}}{d_h} \]  

(Eq 13)

where \( k_{fl} \) is the fluid’s thermal conductivity and \( d_h \) is the hydraulic diameter of the flow passage.

The Nusselt number is usually given in an equation of the form [10]:

26
\[ Nu = C \cdot Re^x \cdot Pr^y \]  
(Eq 14)

where \( C \) is a proportionality constant, while \( x \) and \( y \) are curve fitting exponents.

2.3.3 Axial Conduction in a Heat Exchanger

Axial conduction is the result of a temperature gradient existing in the longitudinal direction of the wall or continuous fin of the heat exchanger from the hot section towards the cold section. This negatively affects the performance of the heat exchanger because it diminishes the temperature difference between the two flows, effectively reducing the heat transfer potential. This effect is magnified when the resistance to conduction is low along the wall length, as it is the case for plain rectangular fins. A schematic diagram of this effect is presented in Figure 15.

![Schematic Diagram of Axial Conduction for Continuous and Discontinuous Features](image)

**Figure 15: Schematic Diagram of Axial Conduction for Continuous and Discontinuous Features**

Kays and London suggest approximating the relative reduction of effectiveness (\( \lambda \)) of continuous features with the following equation [9]:
\[
\frac{\delta \varepsilon}{\varepsilon} \approx \lambda_r = \frac{k_m \cdot A_k}{L_{HX} \cdot C_{min}}
\]

(Eq 15)

where \( \delta \varepsilon \) is the differential loss of effectiveness, \( \varepsilon \) is the actual effectiveness of the heat exchanger, \( k_m \) is the thermal conductivity of the fin material, \( A_k \) is the cross-sectional area of the heat transfer extended surfaces, \( L_{HX} \) is the length of the heat transfer enhancing features and \( C_{min} \) is the lowest thermal capacitance between the two working fluids. This equation demonstrates that for compact heat exchangers using plain rectangular fins or similar continuous features, axial conduction is a significant problem, more so than in shell and tube exchangers, for example. Indeed, the ratio of conduction area (\( A_k \)) to the heat exchanger length (\( L_{HX} \)) is much larger for compact heat exchangers than for traditional heat exchangers, due to the fact that the design objective for compact heat exchangers is to increase the conduction area as much as possible while minimizing the length of the heat exchanger as much as possible.

Discontinuous fins do not have this disadvantage, however, due to the fact that there is a negligible temperature gradient between the leading and trailing edges of one fin due to the short length of the fins in the streamwise direction. This decrement in efficiency can also be encountered due to the thermal gradient that exists in the parting plate used to separate the hot and the cold fluid.

2.3.4 Pressure Losses in Heat Exchangers

The pressure losses most commonly encountered in a heat exchanger can be categorized under three different types: constriction pressure losses, heat transfer medium pressure losses and expansion pressure gains. This is illustrated in Figure 16 for a plate fin heat exchanger. The change in pressure between 1 and 2 are named inlet pressure losses (\( \Delta P_i \)), which are due to the flow constrictions when entering the heat transfer medium (in this case a plate fin array). This is followed by a linear decrease in pressure with distance \( \Delta P_f \) between points 2 and 3 which is
attributable to the skin friction which viscously dissipates the flow’s energy in the boundary layers attached to the fin walls. Finally, a pressure gain due to the flow expansion between points 3-4 are expressed as the outlet pressure gain ($\Delta P_o$). The inlet and outlet pressure changes are not the focus of this work, as proper designs for headers minimize the negative effects of these changes in pressure.

![Figure 16: Pressure Losses in a Heat Exchanger [3]](image)

The pressure loss encountered in a fluid flowing through a longitudinally continuous surface such as plain rectangular fins is calculated using the Darcy friction factor ($f$) definition [9]:

$$\Delta P_f = f \cdot \frac{L_{HX}}{d_h} \cdot \rho \bar{u}^2$$  \hspace{1cm} (Eq 16)

where $\rho$ is the fluid’s density and $\bar{u}$ is the mean stream velocity. This relation is slightly modified to accommodate non-continuous surfaces, such as pin fin arrays [9]:

$$\Delta P_f = f \cdot L_{HX} \cdot F_d \cdot \frac{\rho \bar{u}^2}{2}$$  \hspace{1cm} (Eq 17)
The parameter $\frac{L_{HX}}{d_h}$ is replaced by $L_{HX} \cdot F_D$, which is equal to the number of fin columns the flow has to cross from the entrance of the heat transfer surface to its exit.

For this type of heat exchangers, the contraction and expansion of the flow at the entrance and exit of the fin array can be calculated with:

$$\Delta P_{L,o} = k \cdot \frac{\rho \bar{u}^2}{2}$$

(Eq 18)

The k factor is determined experimentally for different contraction and expansion cases, but can vary from fractions to hundreds, depending on the severity of flow impediment.

For most cases of experimental work, the term $\Delta P$ is usually measured using pressure transducers and is usually not computed.

### 2.3.5 Efficiency Index

As demonstrated previously, the assessment of the performance of a heat exchanger is a tedious task. Comparing the performance of different types and geometries of heat exchangers, however, becomes even more difficult due to the range of different criteria used to determine this. To ensure the most efficient surface is used in a given application, one must select a performance criterion which adequately describes both the thermal and hydrodynamic performance of the heat exchanger. For this purpose, several authors have proposed efficiency indices or performance evaluation criteria for the determination of efficiency.

One of the first methods proposed for assessing and comparing the performance of heat exchangers was proposed by Colburn [32]. His approach was to directly compare the Colburn $J$-factor for heat transfer to the Colburn $J$-factor for fluid friction in the following manner:
\[ \frac{J_H}{J_M} = \frac{Nu}{Re Pr^{1/3} f} \]  
(Eq 19)

Plotting this factor as a function of the Reynolds number or the flow rate would yield curves that could be compared to one another. Picking the curve with the highest \( j \)-factor ratio at a given flow rate would allow one to select the most efficient surface under the testing conditions. This comparison would represent the heat exchanger with the least required frontal area for a given heat transfer and pressure loss and is considered an area goodness factor. Colburn’s approach was modified by London and Ferguson [33] to make this criterion a volume goodness factor, which instead selects the heat exchanger that takes up the least amount of volume for a given heat transfer and pressure loss. This was achieved by plotting the convective coefficient \( (h) \) of the extended surface as a function of the required pump power \( (e) \), normalized by the heat exchanger’s entire wetted area, from the heat exchanger’s \( J_H \) and \( J_M \) factors. This method was more appropriate to the comparison of compact heat exchangers as the volume was taken into account instead of the exchanger’s frontal area, but tended to overestimate the gains of using a heat exchanger with a higher \( h/e \) curve [16].

Several efficiency factors have also been proposed in recent years which assess the performance of a given heat exchanger extended surface using the Nusselt number and the friction factor, following the reasoning of London and Ferguson. Early propositions included using an effectiveness parameter based on comparing Nusselt number of heat transfer surfaces divided by the Nusselt number of a comparable size unfinned channel at a given flow rate [21, 30]. This criterion, however, only takes into account the thermal performance of a heat transfer surface and not its hydrodynamic performance. Other authors have proposed variations of this parameter by dividing it by the friction factor ratio of the fin to a bare plate [34]:
\[
\frac{Nu}{\frac{Nu_{\text{bare}}}{f}}
\]  
(Eq 20)

This criterion has the advantage of comparing both components of heat exchanger performance. This index has a tendency to overestimate the contribution of friction losses, meaning that plain channels are typically considered more efficient than finned surfaces when using this parameter for design. It has thus been proposed to moderate the contribution of the friction factor by applying a 1/3 exponent to this parameter. This was justified by noting that the important parameter for a heat exchanger is actually the thermal performance over the required pumping power. This parameter is plotted as a function of Reynolds number, so consequently both contributions (thermal performance and pumping power) should have a similar dependence on Reynolds number. Since the Nusselt number is approximately proportional with \( Re \) and the pumping power is approximately proportional to the friction factor and the cube of \( Re \), then logically the following parameters could be used [12, 35]:

\[
\frac{Nu}{Nu_{\text{bare}}} \quad \text{or} \quad \frac{f^{1/3}}{Nu}
\]  
(Eq 21)

These methods do not take into account variations in driving temperature differences that arise from the use of various configurations of heat exchangers, however. Using the \( J \)-factor, the Nusselt number or the convective coefficient also presents difficulties for comparing with the literature as the values obtained are sample geometry dependent and the values published cannot be adapted without knowing the intimate details of the calculation procedure of the source.

To remedy this shortcoming, Soland et al. have proposed an efficiency indicator which is based on the driving temperature difference as a function of the required power input to drive the fluid
This was achieved practically by comparing the number of transfer units (NTU) to the pumping power ($e$), normalized by the total heat exchanger volume ($V$). The advantage of this method is the ease of computation and its independence with testing conditions. Indeed, these data are independent of the heat exchanger geometry, which allows other authors to directly compare their results to the curves produced in the literature without knowing the exact details of geometry of the test sample in question.

Recently, Sahiti et al. have proposed an efficiency indicator which better predicts the effectiveness increase attainable when changing heat exchanger parameters by using more dimensional parameters for the determination of the pumping power and the thermal performance [16]. The thermal conductance is plotted against the required pumping power and are both normalized by the total heat exchanger volume in the following manner:

$$UA_v = \frac{1}{Re_q \cdot V} = \frac{h \cdot A_t \cdot \eta_o}{V}$$

(Eq 22)

$$e_v = \frac{\dot{V}_f \cdot \Delta P_f}{\eta \cdot V}$$

(Eq 23)

In the previous relation, $e_v$ is the pumping power per unit volume, $\dot{V}_f$ is the volumetric flow rate of the fluid, $\eta$ is the fan efficiency while $V$ is the volume of the heat exchanger. This method is found to predict the performance more accurately than the previously proposed methods, which tend to over predict performances of pin fin heat exchangers [16]. Furthermore, the data presentation allows one to perform the comparisons without requiring the details of the geometry and of the calculations of the surface to compare with, which is typical of approaches that compare non-dimensional numbers such as the $J$-factor or the Nusselt number.
2.4 Thermal Spray Techniques

Thermal spray techniques are coating processes that differ from other coating techniques such as directed vapour deposition or electrochemical plating as they are non-atomistic processes. Instead of being deposited on the substrate material on a molecular level, the deposition is done using relatively large clusters of molecules that consist of solid, micron sized powders, which are usually heated to a molten or semi-molten state and projected onto a substrate’s surface at varying speeds depending on the process used. Figure 17 shows a tree of the most commonly used thermal spray techniques.

![Thermal Spray Processes](image)

**Figure 17: Thermal Spray Processes (Adapted from [37])**

Kinetic spray processes such as CGDS rely on the transfer of momentum from a high pressure inert gas (usually helium or nitrogen) to relatively cold particles, which are deposited onto a substrate’s surface. The high-pressure driving gas is heated and subsequently accelerated to supersonic speeds using a converging-diverging (DeLaval) nozzle, where its kinetic energy is imparted to the particles by drag effects [38, 39]. A schematic of the cold spray process is shown in Figure 18, where the main components of a cold spray system are illustrated.
Upon colliding with the substrate, the particle’s kinetic energy is converted to plastic deformation of the particles and substrate, which induces adhesion. In the cold spray process, this impact between the particles and the substrate occurs at relatively low temperatures, which is typically less than half the material’s melting temperature in Kelvin. In cold spray, the particle’s mechanical deformation is attributed to the adiabatic shear instabilities created during the impact, which causes the material to viscously flow outwards from the center of the particle [40]. For this process, metallurgical bonding to the substrate is attributed to localized high pressure waves breaking oxide layers and promoting intimate contact between the particle and the substrate [41], while for other thermal spray processes the adhesion is sustained by the solidification of the melted particles on the substrate’s surface.

2.5 Additive Manufacturing

2.5.1 Three-dimensional Printing

Additive manufacturing and 3D printing are subjects which have attracted a massive amount of interest over the past decade. This interest was sparked by the potential cost savings and the
reduced environmental impact that near net shape production of parts could provide, due to the minimized amount of wasted material, when compared to more traditional material removal shaping methods [42]. Furthermore, certain features can be manufactured with additive manufacturing which are hard, even impossible, to make with traditional methods such as machining or casting [42].

The additive manufacturing processes that have obtained the most success recently consist of using a robotic control to move a nozzle which deposits layers of molten polymers, which are successively deposited to build a part up, layer by layer [43]. The robotic control is guided by a computer generated 3D model, which is converted to a layer by layer map of where deposition should occur. The buildup speed is limited by the output capacity of the nozzle, with particles being typically in the range of 50 to 100 microns in diameter, creating layers with similar thicknesses [43]. The parts built in this manner have limited structural strength but usually have good integrity with adequate spatial resolution [43]. If the tolerances are very strict, it is possible to over deposit and use a post-processing step such as machining. The main drawback of such technique is the low build rate of the parts, with larger parts requiring unrealistic timeframes for build-up [42, 43]. For small parts or very small batches of larger parts, this option can be very convenient and economically interesting [42, 43].

This type of technique can also be used to produce parts made of other types of materials, such as metals (which carries the name fused deposition modeling), where the consolidation of the part is obtained by heat treatments such as sintering but are still in their infancy stage [43]. Other techniques such as selective laser melting or direct laser sintering can be used to create metallic parts using additive manufacturing are also being developed, but are not yet widespread industrially.
2.5.2 Additive Manufacturing in Thermal Spray

Additive manufacturing in thermal spray is a topic that has received very little attention previously, but which is a growing interest in the scientific community. Conventionally, thermal spray techniques have been used to deposit coatings instead of building net shape or near-net shape features. The first group to study this subject was led by Prinz and Weiss, who used a stackable and disposable mask sheets to selectively block the deposition from a plasma spray torch [44, 45]. This method, however, has certain disadvantages, including poor spatial resolution, part warpage due to thermal stresses and poor mechanical strength for a metallic part.

In the last years, investigations have been conducted regarding the possibility of using CGDS to produce net-shape deposits, with the first studies concentrating on the use of masked deposition [46]. These investigations focused on building electrodes for solar cells, where the electrode consists of a continuous copper deposit. The deposits in question have a pyramidal section, which was explained as being due to the large carrier gas flow recirculation zones found near the edges of the mask due to the lack of clearance between the mask and the part that requires coating, as depicted in Figure 19. This leads to preferential deposition near the center of the mask opening, with little deposition near the mask edges. The limitations of this technique are that there is a risk of embedding the substrate into the mask and that the height limit of the deposit is tied to the thickness of the mask.
2.6 Flow Structure Visualization

2.6.1 Flow Visualization Techniques

Flow visualization techniques can be separated into three groups based on the approach for data collection and the type of data collected:

i. Surface flow visualization techniques

ii. Optical methods

iii. Tracer particle methods

The first type of flow visualization techniques focuses on flow structures near walls or other solid surfaces. One example of this uses coloured oils applied to the surface of an object in a wind tunnel. The oil reacts to the shear stress in the boundary layer of air at the solid surface and forms a pattern from which flow information can be deduced.
The second approach relies on differences in the optical properties between regions in a fluid to determine the flow structure. The optical properties observed can either be based on refraction differences, such as those arising from high temperature gas stream in a room temperature environment, or based on evaluating the color of a stream in which dye has been injected. The differences in refractive index can be visualized using Schlieren photography or using a shadowgraph while the dye concentration methods typically use laser-induced fluorescence or light attenuation techniques.

The third method of flow visualization relies on the principle of tracking the displacement of tracer particles in the flow to determine the streamlines of the fluid or the pathline of the particles in the stream. To this end, particles such as smoke or fluorescent plastic pellets can be injected in the fluid stream at varying concentrations. Several different flow structure evaluation algorithms have been developed depending on the concentration of particles in the fluid under study.

Regardless of particle concentration, the necessary equipment for using tracer particle methods is of the same nature, with this equipment illustrated in Figure 20. Photographs are taken with a very short time interval between each and pairs of pictures are analyzed together. Charge-Coupled Device (CCD) cameras are usually used to capture and convert the images to digital files which are sent to a computer. For this procedure to occur successfully, an illumination source is triggered simultaneously with the camera’s shutter opening using a synchronizer. This synchronizer acts as an external trigger source for the camera and the illumination source. The illumination source, depending on the actual tracking particle method used, is usually a laser, conditioned to obtain a thin sheet of light to illuminate solely the zone of interest. The data generated by the light received by the CCD camera is then analyzed using cross-correlation signal processing algorithms. For the proposed work, the Particle Image Velocimetry (PIV) method is most appropriate, as the particle
concentration is high enough to allow one to obtain the whole flow field with one sequence of images, while it is low enough to ensure that the properties and behaviour is not affected by the particle density [47]. With this goal in mind, small tracer particles are chosen with a density very similar to that of the fluid being analyzed as to minimize disturbances stemming from the seeding particles.

The PIV data post-processing method relies on the identification of groups of particles and tracking the movement of these groups, as opposed to particle tracking algorithms which only follow the displacement of single particles. The PIV algorithm separates the camera’s field of view into smaller interrogation windows, in which the particle groups’ displacement is measured. The size of the interrogation window must be selected to be at least twice as large as the maximum expected displacement [47]. Once the displacement of the particle groups has been determined, a velocity vector is generated for this window. The resolution, or maximal amount of information that can be obtained using this technique, is thus inversely proportional to the interrogation window size.
Larger windows allow for easier resolution of the algorithm since the particle displacements will be small compared to the window size, but the large size of the window limits the amount of velocity vectors that can be determined using this method [47]. It is thus critical to choose the appropriate correlation window size.

Two methods for estimating the displacement of the particles exists for PIV analysis: auto-correlation and cross-correlation. The first method consists of taking a single picture with a long exposure time and two short illuminations during the acquisition. This yields a single frame, where the same particle groups appear twice, in different positions, in the frame. The auto-correlation algorithm matches particle group positions within this single frame to determine the amount of motion that occurred between the illuminations, which in turn can be converted to a velocity field. The cross-correlation algorithm, in contrast, uses a camera capable of performing two short exposition times in quick succession to capture two different frames, one for each illumination event. The algorithm then determines particle movement from the identification of the motion between one frame and the next, with a known time interval between the capture of both frames. This requires the use of complex equipment, such as a high end camera and a synchronizer, to ensure that the illumination pulses coincide with the exposure time of the camera. The first method requires a much simpler camera setup, but is less accurate than the cross-correlation method due to the difficulty in correctly identifying individual particle groups [47].

Due to the nature of the equipment used, non-stereoscopic PIV processes are considered two-dimensional analyses. Indeed, the very small depth-of-focus of the camera and the thin nature of the laser illumination limit the gathering of information to a plane [47]. This implies that PIV analysis is much more suited to applications which have a very small amount of displacement perpendicular to the analysis plane, as if there is much movement in that direction, the software
will not be able to find matching particle groups between camera frames and the analysis will fail [47]. For flow fields which have a negligible vertical component of velocity, it is possible to obtain a depth-composite velocity profile by using the horizontal plane for analysis and by moving the position of the focus of the laser optics and the camera’s focus along the vertical axis.

When micron size flow features are to be observed, µPIV must be used instead of traditional PIV [49, 50]. To obtain the spatial precision required, the camera must be equipped with optics to enhance its resolution. This is usually accomplished by outfitting a very sensitive camera with microscope lenses tailored to the acquisition of small intensity fluorescence signals [49]. Due to the sensitivity of the apparatus, care must be taken to ensure that none of the laser’s primary signal is sent to the exposure plate, which is accomplished by the use of a dichroic filter, which allows light at the primary wavelength to pass through in one direction (towards the sample) and light from the fluorescent particles at the secondary wavelength back (towards the camera). This technique also differs from traditional PIV in its treatment of the illumination. Since the microscope lens has a sufficient depth-of-focus to obtain results with the desired precision, there is no need for complex optics to condition the light coming from the laser to a light sheet [49, 50]. Instead, a full volume illumination is used and the depth of the measurement plane is solely dictated by the camera optics [49]. Micro-PIV has the same limitation as regular PIV does with respect to the planar nature of the results. Once again, it is possible to obtain a depth-composed profile by moving the focus along the vertical axis to obtain many planes along the depth. This method, however, does not take into account the depth-wise velocity component.

The Stokes number (\(Stk\)) is used to determine how closely the particles follow the fluid’s trajectory. It is defined as the ratio of the characteristic time of the particle’s movement to the characteristic time of the fluid’s movement [47]:

\[
Stk = \frac{\tau_p}{\tau_f}
\]
\[ Stk = \frac{\tau u_{\infty}}{d_h} \]  
(Eq 24)

where \( u_{\infty} \) is the mean fluid free flow velocity, \( d_h \) is the hydraulic diameter and \( \tau \) is the relaxation time of the particle (the time constant of the exponential decay of fluid momentum due to drag effects), which is calculated with:

\[ \tau = \frac{\rho_p d_p^2}{18\mu} \]  
(Eq 25)

In this equation, \( \rho_p \) is the particle’s density, \( d_p \) is the particle’s diameter and \( \mu \) is the fluid’s dynamic viscosity. The Stokes number must be verified after the proper particle size has been selected for the desired resolution to insure that they appropriately follow the fluid’s motion. The criterion for having tracing accuracy errors smaller than 1% is to have a Stokes number less than 0.1 [47].

### 2.6.2 Flow Visualization in Heat Exchangers

To properly understand the performance behaviour of heat exchangers, the flow structures that are present must be understood. Indeed, in forced convection applications, the turbulence levels and the local fluid velocity around heat transfer enhancing features determine the local convective heat transfer coefficient and play a significant part in determining the hydrodynamic losses. For this reason, visualizing the flow structures in heat exchangers has been a growing concern in recent years.

Flow structure visualization using PIV has been performed by several authors with the goal of characterizing heat transfer [51-56]. Wen et al. [51] focused on the determination of the effect of the flow structures found in the headers upstream of a plate fin heat exchanger and the consequences of maldistribution of fluid on the performance of such fin arrays. Jones et al. [52] used \( \mu \)PIV measurements to examine the flow maldistribution in microchannel heat sinks, which
allowed experimentally determining that maldistribution increases drastically as the Reynolds number is increased, thus decreasing the thermal performance of the heat exchanger. Uzol et al. studied both the performance and the flow structures arising from circular and elliptical pin fin arrays and found that the elliptical shaped fins transferred less heat at a much lower aerodynamic cost, which yields a better overall efficiency than their circular cross-section pin fins [53]. This was attributed to the early flow separation from the circular pin fin’s surface, which creates a large low velocity wake behind the fin, which could be identified and characterized using PIV [54]. Furthermore, the higher levels of turbulent kinetic energy measured in the circular fin’s wake helped explain the increased thermal performance of this type of geometry when compared to ellipses [54].

2.6.3 Flow around Pyramidal Structures

Although the literature regarding sub-millimeter scale structures is lacking, flow patterns around large scale structures have been studied extensively due to their application in pollution control in cityscapes. The flow structures around pyramidal shaped structures have been investigated by Martinuzzi et al., who found very complex three dimensional flow geometries for scaled down (approximately 1 meter high) pyramids [55-57]. From these studies, several horseshoe and hairpin vortical structures were identified, leading to a broad low pressure zone behind the pyramidal structure, as illustrated in Figure 21. These flow features induce a significant amount of fluid mixing, stretching as far as three times the base length downstream of the pyramid.
Figure 21: Flow Structures Around Pyramids Indicating the Various Types of Flow Structures Encountered: (a) Schematized (Adapted from [56]); (b) From Flow Visualization [56]
CHAPTER 3  RESEARCH OBJECTIVES

3.1 General Objectives

As stated previously, the general objective of this work is to increase compact heat exchanger efficiencies by using net-shaped pin fins produced using cold spray. To allow designers to properly select the size, geometry and configurations while maximizing the performance of the fin array under the given design conditions, certain specific objectives are proposed:

a) Determine the effect of varying the pyramid’s base angle, the fin density and the fin height on the thermal and hydrodynamic performance of the fin array at low Reynolds numbers (250 – 3000).

b) Determine the effect of using different type of pin fin geometries and arrangements on the flow structures and the performance of the array, while demonstrating the superior performance of pins fins when compared to plain rectangular (continuous) fins.

c) Visualize the flow structures at varying Reynolds numbers to identify regions of increased fluid turbulence and to observe the recirculation structures believed to exist in the pin fin’s wake.

d) Measure the different turbulence quantities in the regions of interest and tentatively correlate these metrics to the thermal and hydrodynamic performance of the fin arrays.

These objectives can be split into two categories of specific objectives: those related to the evaluation of the performance of the various fin arrays and those related to the observation of the flow structures of the pin fins arrays described in this work. The following sections will detail these specific objectives and the work plan that was developed to attain these goals.
3.2 Evaluation of the Performance of Pin Fins Produced using Cold Spray

The general objective is to obtain performance data for several parameters, namely the thermal conductance and the pressure loss through the fin array. Furthermore, demonstrating the superior performance of the near-net shape pin fin arrays produced by cold spray to that of several geometries of plain rectangular fins is performed, to prove the commercial viability of using this technology industrially.

The first parameter studied was the dependence of the thermal and hydrodynamic performance to the flow condition which was determined by testing the fin array at different Reynolds numbers. For the type of wire mesh heat exchangers described previously, the Reynolds numbers are usually low (500 to 2000) due to the cellular nature of the heat exchanger. Consequently, the study was focused on determining the performance at Reynolds numbers varying between 250 and 3000. This range of Reynolds number covers the application range with some margin on either side.

The next parameters that were studied are basic geometric parameters such as the fin height, fin base angle and the fin density. Varying the fin height and the fin base angle is achieved by modifying the production procedure, namely by increasing the number of spray passes. The fin height was varied between 1.0 mm and 2.5 mm, which was once again chosen to reflect what is currently required by the application. The fin base angle parameter was varied between the minimal angle obtained with the as-sprayed fin geometry and the maximal angle obtained by depositing fin material to a height greater than required, and subsequently removing the excess material by grinding the top of the fin to the desired height. Finally, the fin density can be varied by changing the mask used with the CGDS process. This parameter was varied according to the type of commercially available wire mesh masks obtainable.
The last geometric parameters that was studied is the effect of changing the cross-section of the fins produced and their configuration, namely by producing square-base pyramid, diamond-base pyramid and cone shaped fins in the inline or staggered configuration. This is motivated by the fact that different types of cross-sections cause different levels of flow disturbances (and potentially different flow structures), which could significantly affect the thermal and hydrodynamic performance of the fin array even though the other geometric parameters are kept identical. Furthermore, using fin arrays in an in-line or in a staggered configuration could also change the performance of the fin array, and has been investigated to allow proper selection of the fin array production procedure. The combination of fin shape and configuration was also selected as a function of the commercial availability of the different mask geometries.

### 3.3 Observation of Flow Structures of Pin Fin Arrays

The observation of the flow structures in pin fin arrays is a fundamental necessity because the disruptions of the boundary layers on the fin walls and the flow structure in the fin’s wake is the principal mechanism for the increased performance of this type of extended surface. This is especially true when comparing with plate fin arrays, for which the performance increase with respect to an unfinned surface is attributed to the greatly increased heat transfer area. Indeed, plain rectangular fin arrays have a comparable average convective heat transfer coefficient to an unfinned surface.

To properly understand the performance gain mechanism of pin fins such as those described in this work, one must visualize the movement of the fluid to understand where the critical heat transfer and pressure loss driving zones are located. This could allow, in turn, for the design of fin arrays which maximize the effect or the size of these zones and further increase the performance of this type of fin array.
Furthermore, the high convective coefficients that are usually measured for pin fin arrays could potentially be explained and correlated to the different turbulence quantities usually measured for heat exchangers, namely the turbulence intensity and the turbulent kinetic energy. Understanding how the performance varies with the turbulence metrics in various flow regions could allow for better optimization of the pin fin array performance and thus increase the heat transfer efficiency of this type of fin array.
CHAPTER 4  RESEARCH APPROACH

4.1 Fin Production using the Masked CGDS Deposition Technique

The CGDS system that was used for the exploratory work is a commercially available Plasma Giken PCS-1000, available through BEC. This machine was used to perform early trials and to validate the production procedure and parameters for the industrial partner. An SST-EP series CGDS system from Centerline was used for the in-depth research work due to its availability at the University of Ottawa Cold Spray Laboratory, and the lower operation costs of this smaller apparatus. The Plasma Giken system is optimized for large scale production, and thus is not as suitable as the smaller scale SST-EP system for a research endeavour. Using the latter system allow the minimization of cost and operation time of the Plasma Giken system. Both systems were used with nitrogen gas to reduce production costs of the fin arrays, when compared to production costs with helium gas as the propellant.

Figure 22 shows the Centerline EP cold spray apparatus, complete with the essential components: the spray enclosure, the powder feeder, the control cabinet, the robot controller, the air filter and

![Figure 22: SST-EP Cold Spray Apparatus](image)
the nozzle assembly. The spray enclosure and air filter ensure that the powders used for cold spray depositions are contained and properly filtered out of the atmospheric air, while the control cabinet is used to power on and off the system and to input the desired temperature and pressure. A computer is used to control the robot on which the gun is mounted to create spray patterns. Finally, a Thermach powder feeder is used to feed particles to the nozzle of the SST-EP system. This powder feeder uses pressurized nitrogen to force a measured amount of powder from the canister to the cold spray nozzle. Powder flow rates are controlled by means of a rotating wheel with holes along the rim. A hammer mechanism is used to ensure the holes are completely filled and that when the holes align with the flow valve, all the powder flows out into the nozzle feed line. Varying the speed of rotation or the number and size of the holes in the feeder wheel allows one to control the powder feed rate.

Figure 23 illustrates the technique used to create square based pyramidal fin arrays using commercially available plain woven, steel wire mesh (McMaster-Carr, Aurora, OH, USA) to mask the substrate from cold spray deposition. This configuration creates a pyramidal fin array with peaks aligning with the holes of the screened area and little or no deposition underneath the wires.
The main factor that determines if adhesion occurs with the CGDS process is the particle’s normal impact velocity with respect to the substrate. Thus, since the CGDS flow near the edges of the mask holes is affected by wall (viscous) effects, particles present in the CGDS flow in the vicinity of the mask wires are slowed down. As such, the particles tend to build up a coating preferentially on the substrate underneath the center of the mask holes. This creates a zone near the center of the holes where build-up is more pronounced than on the sides. This preferential build-up leads to the creation of an angle between the top and the base, thus forming a tapered section structure. When this angle becomes sharp enough, particles do not have a sufficient normal impact velocity and adhesion stops, with subsequent particles simply bouncing off the feature. The working principles of the CGDS process make it an ideal candidate for the proposed masking technique used to
produce pin fins. Using other thermal spray techniques such as Plasma Spraying and High Velocity Oxy Fuel (HVOF) would cause issues where the mesh would either melt or be clogged by the molten particles in the very high temperature gas stream. Furthermore, mask distortion and softening could become problematic production issues that are completely avoided when using cold spray.

The feedstock powder used is aluminum (99.8% Al), purchased from Centerline (Windsor) Ltd. (Windsor, Ontario, Canada), and distributed commercially under the name SST-A5001. The powder size range is characterized by a size distribution where 10% of the particles are smaller than 13.29 microns (D\textsubscript{10} value), 50% of the particles are smaller than 25.35 microns (D\textsubscript{50} value) and 90% of the particles are smaller than 49.58 microns (D\textsubscript{90} value), as measured by a Microtrac (Montgomeryville, Pennsylvania, USA) S3500 laser diffraction analysis apparatus. Figure 24a presents an image of the powder taken by a Scanning Electron Microscopy (SEM) EVO-MA 10 (Zeiss, Oberkochen, Germany). It presents an elongated, non-spherical geometry. The grain structure is shown in Figure 24b, as etched with Keller’s reagent. The grains have an equiaxial shape in the center of the particle, while the exterior is composed mostly of elongated grains. This type of powder was used due to its low cost and the high sprayability of aluminum, combined with its high thermal performance. Furthermore, the project’s industrial partner was interested in the performance properties of aluminum fin arrays produced by cold spray.
Fins were cold sprayed on aluminum substrates (Al6061 T6) with standard dimensions of 5.1 cm by 5.1 cm. The cold spray trials detailed in this work are done on extruded aluminum substrates instead of thermal sprayed coatings on the WMHE to demonstrate viability. As only the thermal and hydrodynamic performance of the fins are of interest, it was felt to be necessary to isolate the fin system from the rest of the WMHE system to reliably report the performance of the fin array independently from issues that may arise in the production of the WMHE which could skew the results. The substrates were cleaned and degreased using acetone after being cut to size. No further coupon preparation steps such as grit-blasting or heat treatments were performed. To determine the effect of changing the fin base angle for a constant height, samples are cold sprayed to a height larger than the target height and then ground down to the target height with using a conventional sanding belt with 320 grit sandpaper and water as coolant. This process yields fins with a trapezoidal prism shape, as illustrated in Figure 25. No other type of post-treatment of the sprayed samples was performed.
4.2 Fin Array Characterization

Fin array samples were measured using a depth of field microscope VHX-2000 which was acquired from Keyence (Mississauga, Ontario, Canada) which allows building three dimensional images of the given samples. This non-destructive method will be used to characterize the base dimensions and the height of the samples to be tested, while standard metallographic procedures were used to obtain cross-sections of the sprayed samples. All the micrograph image analyses were performed using Clemex Vision Lite (Clemex Technologies Inc., Longueuil, Qc, Canada) image analysis software.

4.3 Heat Transfer Efficiency Determination

4.3.1 Performance Test Apparatus

The performance of the various fin arrays produced was assessed using a heat transfer and pressure drop test apparatus designed at the University of Ottawa. A schematic of this test fixture is shown in Figure 26.
The main components of this apparatus are the test section, the heating pad, the air supply and the data acquisition system. The air is supplied by a compressed air line, properly filtered and dehumidified to obtain room temperature, dry air, free from oil contamination. The air inlet flow rate is controlled by a needle valve and is measured with a flow meter. This air is smoothly expanded into a horizontal rectangular channel with a diffuser and a honeycomb flow straightener. The honeycomb flow straightener consists of a series of 10 mm diameter, 25 mm long flexible tubes placed side by side to ensure there are low levels of turbulence in the inlet air. The rectangular channel’s top and bottom plates (76.2 mm wide by 457.2 mm long by 19.1 mm thick) are made of acrylic, and they are spaced apart using a rectangular rubber gasket, which is compressed to ensure there is no clearance between the fins and the shroud surface. These gaskets also ensure that the joint is leak-proof. A length of 457 mm of unobstructed flow ensures that the fluid is thermally and hydrodynamically fully developed before reaching the test section for the given range of hydraulic diameters and Reynolds numbers [10].

The test sample is subjected to a constant heat flux provided by a strip heater. A conducting block is used to ensure that heat is evenly distributed onto the substrate’s surface. A set of differential pressure measurement taps is located 12.7 mm upstream (high pressure side) and downstream (low

Figure 26: Thermal and Hydrodynamic Test Fixture
pressure side) from the middle of the test section. Two thermocouples are located 6.0 mm before and after the test section at mid-height to record the fluid’s local average temperature. Four thermocouples are attached to the fin array’s base, with two on the side facing the incoming flow, and two on the side facing the exiting flow. On each face, one thermocouple is located on the centerline, while the other thermocouple is located 6 mm from the wall. All the thermocouples used are T-type, butt-bonded, thin gauge (32 gauge) thermocouples. Radiative heat transfer losses are neglected since they would account for less than 0.5% of the total heat input for similar test surfaces at test temperatures less than 75 °C [58, 59].

4.3.2 Data Analysis Method

To analyze the raw data obtained and compare it in suitable manner, flow conditions are expressed using the Reynolds number. This study provides non-dimensional numbers with a characteristic length based on the hydraulic diameter for the comparison of different fin arrays.

The Reynolds number based on the hydraulic diameter is given by:

\[
Re_{Dh} = \frac{\rho ud_h}{\mu} = \frac{\dot{m} \cdot d_h}{W \cdot FD \cdot A_{flow} \cdot \mu}
\]  
(Eq 27)

where \( \dot{m} \) is the mass flow rate, \( d_h \) is the hydraulic diameter of the fin array, \( W \) is the sample width, \( FD \) is the fin density, \( \mu \) is the fluid’s dynamic viscosity and \( A_{flow} \) is the total face area the fluid can flow into. For the works related to pyramidal fins, the characteristic length was chosen to be the hydraulic diameter, as the fin array geometry promotes structures typical of internal flows. Indeed, due to the small size of the passages, the boundary layer growth and coalescence in this type of fin array is more akin to that of internal flows than to external flows. The variables \( d_h \) and \( A_{flow} \) are given by:
\[ d_h = \frac{4 \cdot A_{flow}}{P_{flow}} = \frac{2 \cdot A_{flow}}{\frac{H}{\cos(\theta)} + S + H \cdot \tan(\theta)} \]  
(Eq 28)

\[ A_{flow} = (S + H \cdot \tan(\theta)) \cdot H \]  
(Eq 29)

where \( P_{flow} \) is the flow channel’s perimeter, \( \theta \) is the fin angle, \( S \) is fin spacing from edge to edge and \( H \) is the fin height.

Figure 27 shows a thermal circuit of the fin array, with the reduction of the thermal resistances of the fins and the unfinned surface designated respectively by \( R_f \) and \( R_{us} \) to an equivalent resistance \( R_{eq} \).

![Figure 27: Thermal Resistance Circuit of Fin Arrays (Adapted from [10])](image)

The thermal conductance parameter \( UA \) can be calculated as:

\[ UA = \frac{1}{R_{eq}} = h \cdot A_t \cdot \eta_o \]  
(Eq 30)

where \( h \) is the convective heat transfer coefficient, \( \eta_o \) is the overall surface efficiency and \( A_{tot} \) is the total heat transfer area for pyramidal fins, given by:
\[ A_t = A_f + A_{us} = N_f \left( \frac{B^2}{\tan(\theta) \cos(\theta)} - \frac{t^2}{2\sin(\theta)} \right) + (WL - N_f B^2) \]  

(Eq 31)

In the previous equation, \( N_f \) is the number of fins in the array, \( B \) is the fin’s length at its base, \( L \) is the sample’s length, \( A_f \) denotes the total fin heat transfer area, \( A_{us} \) represents the unfinned base’s exposed area while \( t \) is the fin’s top length, given by:

\[ t = B - 2H \tan(\theta) \]  

(Eq 32)

The overall efficiency is calculated using the following equation:

\[ \eta_o = 1 - \frac{A_f}{A_t} (1 - \eta_f) \]  

(Eq 33)

where \( \eta_f \) is the individual fin efficiency, defined as the heat transferred by the fin over the maximum possible heat that can be transferred, which is numerically equal to:

\[ \eta_f = \frac{2}{m} \frac{l_2(2mH)}{l_1(2mH)} \]  

(Eq 34)

with:

\[ m = \sqrt{\frac{4h}{k_mD}} \]  

(Eq 35)

In the previous equations adapted from Incropera’s work [10], \( l_1 \) and \( l_2 \) denote the first and second order Bessel functions, respectively, while \( k_m \) is the thermal conductivity of the fin’s metal.

The individual fin efficiency equation for triangular pin fins are used for the sprayed pyramidal pin fins in this work since it is the shape with the most similar geometry. The only difference between the two is the shape of the base, since the equation is for a circular base while the
manufactured fins have a square base. Therefore, $D$ in the previous equation is replaced by the fin length at the base ($B$).

The fin array’s convective heat transfer coefficient and Nusselt number are calculated with the following relations:

$$h = \frac{q}{\Delta T_{lm}A_t\eta_o}$$  \hspace{1cm} (Eq 36)

$$Nu = \frac{h \cdot d_h}{k_{fl}}$$  \hspace{1cm} (Eq 37)

In these equations, $q$ is the heating rate, $\Delta T_{lm}$ is the log-mean temperature difference between the fluid and the fin array and $k_{fl}$ is the fluid’s thermal conductivity. The log-mean temperature difference is calculated with:

$$\Delta T_{lm} = \frac{\Delta T_1 - \Delta T_2}{\ln\left(\frac{\Delta T_2}{\Delta T_1}\right)}$$  \hspace{1cm} (Eq 38)

where $\Delta T_1$ and $\Delta T_2$ are the temperature difference between the fin surface and the flow at the inlet and outlet respectively. The total heat input rate to the system is calculated using:

$$q = m \cdot (T_o - T_i) \cdot Cp$$  \hspace{1cm} (Eq 39)

where $(T_o - T_i)$ is the fluid temperature difference between the entry and the exit of the test section, $Cp$ is the fluid’s thermal capacitance.

Based on the literature review performed, the efficiency indicator proposed in Sahiti’s work [16] was selected. The required pumping power input was calculated according to Sahiti’s definition [16]:

60
\[ e = \frac{\dot{V}_f \cdot \Delta P_f}{\eta_{fan}} \]  

(Eq 40)

In the previous relation, \( e \) is the pumping power, \( \dot{V}_f \) is the volumetric flow rate of the fluid while \( \eta_{fan} \) is the fan efficiency. A fan efficiency of 0.8 was chosen as a reasonable value to perform these calculations [16]. The pumping power is divided either by the fin array base \( (A_b) \) to yield the pumping power per unit area or by the volume \( (V) \) of the fin array to obtain the pumping power per unit volume.

### 4.4 Particle Image Velocimetry Flow Characterization

#### 4.4.1 µPIV Apparatus and Equipment

The system that was used to determine the flow structures, to measure the flow velocity and to determine the turbulence quantities for this work is a commercial µPIV Flowmaster3 apparatus available at the University of Ottawa. It was purchased from LaVision and includes the necessary hardware and software to perform a PIV analysis on the micron scale. The principle of operation is the same that is described in chapter 2.5. Figure 28 shows the Flowmaster3 apparatus and its components.
The pin fin array sample was mounted in an aluminum sample holder equipped with a transparent polycarbonate viewing window. A centrifugal pump was used to pump the fluorescent polyester particle doped water through the system. A precision flow meter equipped with a needle valve was used to adjust the flow rates to obtain Reynolds numbers varying between 500 and 2000. Schematics of the apparatus are shown in Figure 29 and Figure 30.
The camera used to record the visual information is a double pulsed CCD camera equipped with a microscope to condition the incoming light. It has a 5 Hz frame rate with a minimal time interval of 0.5 μs between two successive exposures. The camera offers a resolution of 1376x1040 pixels with an exposure plate of 8.9x6.7 mm and was used in conjunction with a microscope long working...
distance objective lens with 5x magnification. This yielded a pixel width of 1.31 µm and a depth of field of 28 µm.

The laser source used for sample illumination is a double pulsed Nd:YAG laser used in conjunction with a dichroic filter, which only allows green light (λ = 532 nm) towards the sample and the red light (λ = 650 nm) that is emitted by the fluorescent tracer particles back to the camera. The laser pulses are collinear and produce a full volume illumination in the test section, with the depth of focus being solely a function of the microscope optics, which were described previously. The laser pulse delay between successive exposures was adjusted to maintain particle displacements of five to ten pixels for the bulk of the fluid in each measurement zone, as the local fluid velocity distribution varied significantly at a given Reynolds number.

The tracer particles used are Fluoro-Max red particles (Fisher, Waltham, MA, USA) with a particle diameter of 0.8 µm. These polystyrene particles have a density of 1.05 g/cm³ and a refractive index of 1.59 for 589 nm wavelength light at 298 K. This particle size, used in conjunction with the aforementioned lens, yielded a depth of correlation of 27 µm [47, 48]. The maximal Stokes number (at the largest flow rate tested for the fin array with the smallest hydraulic diameter) was calculated to be 0.01, much smaller than the 0.1 limit for particle tracer errors of 1%.

Water was used as the particle carrier liquid as the particles closely match the density and refractive index of the fluid to produce accurate results. Tests were performed at flow rates of 60 to 150 mL/min, which corresponds to Reynolds numbers relevant to the application (between 500 and 2000), which was used to characterize the flow conditions to ensure that the flow structures visualized are the same as those obtained in equivalent flow conditions for air. To reduce the amount of fluid that needs to go through the system at a time, samples with three flow channels
wide were produced with the same length as the performance sample, to determine the length for full development of the fluid flow.

To reduce the amount of measurement artefacts originating from signals reflected from the fin array sample’s surface, the fins and sample base were painted with a layer of black ink (less than 5 µm thick, measured from a painted fin’s cross-section), which absorbs the reflected intensity.

### 4.4.2 µPIV Image Post-processing

The raw image pairs in a set were first averaged to obtain a picture of the background intensity, as well as the remaining amount of the sample’s reflected light. The averaged picture was then subtracted from the raw images, yielding images that contained only the position of particles, with most of the measurement artefacts removed. These images were then post-processed using Flowmaster’s standard PIV cross-correlation algorithm, using a two-step process in which the interrogation window size is reduced from 64x64 pixels to 32x32 pixels, both with 0% overlap. Spurious vectors were then removed using the software’s built-in vector filter function, where vectors with more than three standard deviations of difference to their neighbours were removed. This created image sets with low amounts of measurement artefacts, suitable for analysis. The image sets were then processed to create maps of average velocity, turbulence intensity and turbulence kinetic energy with the software’s built-in functions.

### 4.4.3 Data Reduction

The different quantities measured by the µPIV analysis are presented in this section. The Reynolds number was calculated according to definition given previously in chapter 4.3.2. The turbulence intensity ($I$) of the flow was computed as:
\[ I = \frac{u'}{\bar{u}} \quad \text{(Eq 41)} \]

where \( u' \) denotes the Root-Mean-Square (RMS) value of the velocity fluctuations in time and \( \bar{u} \) represents the mean velocity.

The Turbulence Kinetic Energy (TKE) of the fluid is evaluated using Flowmaster 7’s built-in function, evaluated as:

\[ K = \frac{1}{2} \left( \overline{u_1'^2} + \overline{u_2'^2} \right) \quad \text{(Eq 42)} \]

where \( K \) is turbulence kinetic energy, \( \overline{u_1'} \) is the value of the axial velocity fluctuations and \( \overline{u_2'} \) is the value of the transverse velocity fluctuations. This informal definition of the turbulent kinetic energy is attributable to the 2D nature of the \( \mu \)PIV measurements, where the software neglects the contribution of the fluctuations of the 3\textsuperscript{rd} velocity component (\( \overline{u_3'} \)). This definition is used as the variations in properties in the third axis cannot be measured or adequately approximated.

4.5 CFD Simulation

A computational model was developed to complement the experimental studies described in chapter seven. This model was constructed using a commercial computational fluid dynamics (CFD) software: Gambit was used to create the domain geometry and mesh, while Fluent was used to solve the mass, momentum and energy equations in a coupled semi-implicit scheme (SIMPLE) for steady-state, incompressible fluid flow. The Reynolds Averaged Navier-Stokes (RANS) equations approach was used to model the turbulent behavior of the flow, using the realizable k-\( \epsilon \) turbulence equations for three different mass flow rates (0.00136, 0.00272 and 0.00550 kg/s), which correspond to Reynolds numbers of 500, 1000 and 2000. Although the Reynolds numbers
involved potentially lie in the sub-critical regime, the use of a turbulence model (instead of a purely laminar model) is warranted due to the complexity of the expected flow structures and the non-negligible contribution of turbulence, as demonstrated in the literature [60, 61]. Furthermore, as it will be shown in Chapter 7, the turbulence intensity levels obtained with the simulation cannot be neglected, especially near the surface of the heat transfer enhancing features. Fluent’s standard wall functions were selected, as the mesh is sufficiently fine \((y^+ = 0.31)\) to appropriately resolve the near-wall features of the flow. Gravity and radiative heat transfer were neglected.

The three-dimensional solution domain is separated in a solid zone (pin fins) and a fluid zone (flow), with the fluid zone meshed with unstructured tetrahedral mesh and the solid zone meshed with hexahedral element dominated mesh. The solid zone mesh point density was set at 20 points per edge, while the fluid zone was set to 50 mesh points per edge. A schematic of the computational domain is shown in Figure 31 and the boundary conditions applied to the different surfaces are summarized in Table 2.

![Figure 31: Computational Domain: (a) for the Regular (Straight Pyramidal Fin) Model; (b) for the Modified (Tilted Pyramidal Fin) Model](image)

A cross-section of the computational domain is shown in Figure 32, with the white edges representing the edges of the fluid mesh elements and the red edges belonging to the edges of the solid mesh elements.
To model the heat transfer, a constant wall surface temperature of 360 K and a fluid inlet temperature of 300 K were selected to reflect typical temperature differences observed in the thermal performance experiments. For the purpose of simplicity, the fin surface walls were treated as smooth conductive surfaces in the solid zone, while the bounding walls were considered to be smooth, adiabatic surfaces.

**Table 2: Surface Boundary Conditions for Fluent Model**

<table>
<thead>
<tr>
<th>Surfaces</th>
<th>Boundary condition</th>
<th>Comment/ Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet</td>
<td>Mass Flow Inlet</td>
<td>Flow normal to surface, turbulence intensity specified at 5% with hydraulic diameter of 1.019 mm, flow rate dependant on target Reynolds number, fluid temperature of 300 K</td>
</tr>
<tr>
<td>Outlet</td>
<td>Outflow</td>
<td>No outlet specifications</td>
</tr>
<tr>
<td>Top, Sides</td>
<td>Wall</td>
<td>Adiabatic, no-slip</td>
</tr>
<tr>
<td>Flow Channel Floor, Pyramid Floor</td>
<td>Wall</td>
<td>Constant surface temperature (T = 360 K), no slip</td>
</tr>
<tr>
<td>Pyramid Side Surfaces</td>
<td>Wall</td>
<td>Conductive, no-slip</td>
</tr>
</tbody>
</table>
The model has the same width as the µPIV experimental samples, but has a reduced length, to save computation time. This reduction in domain length can be achieved as it was observed experimentally that the large scale recirculation structures do not vary significantly as the number of rows increases. The dimensions used for the pyramids and passage width reflect the average measured dimensions of the specimens used for the µPIV study which are presented in Chapter 7. Figure 31 (b) shows a second computational domain that was used for modeling, with the main difference being that the middle row of the fin array has transverse flow passages at an 85° angle with the axial flow passages (instead of being purely perpendicular), following observations which are detailed in Chapter 7. A grid independency test was performed and it was determined that 597,275 cells yielded satisfactory results while not being too expensive on computational time. Calculations were conducted until the absolute residuals of the heat, mass and momentum were evaluated to be less than $10^{-6}$, at which point the solution was considered to have reached convergence. Temperature and pressure were also monitored at the outlet to ensure that their value had reached a steady value that did not change with further iterations.
CHAPTER 5 PROOF OF CONCEPT AND EARLY CHARACTERIZATION OF PIN FINS ARRAYS PRODUCED BY CGDS

The article presented in this chapter presents the early work performed regarding the production of pin fin arrays with CGDS. The manufacturability of such arrays is explored with the use of stainless steel and aluminum feedstock powders, using a Plasma Giken CGDS system. Different sizes of wire mesh masks were investigated and trials were performed to determine the stand-off distance required between the CGDS nozzle and the mask, as well as the distance required between the mask and the substrate for the production of near-net shape fin arrays with clean passages and well defined fins. Furthermore, this article details the elaboration of an in-house test fixture for the determination of the hydrodynamic and thermal performance of heat transfer surfaces. The results obtained with this apparatus for an unfinned surface were compared to data previously reported in the literature by Kays and London [9] and were found to agree closely, which validated the use of this fixture for further tests on pin fin arrays.

Several tests were also performed regarding the production of net shape plain rectangular fin arrays with the CGDS process. These tests were not included in the article due to the mitigated success of the production of such fin arrays. As such, efforts were concentrated on improving the manufacturability and performance of the near-net shape pin fin arrays from then on.
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Net Shape Fins for Compact Heat Exchanger Produced by Cold Spray
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This work explores the manufacturability of pyramidal fin arrays produced using the cold spray process. Near-net shaped pyramidal fin arrays of various sizes and fin densities were manufactured using masks made of commercially available steel wire mesh. The feedstock powders used to produce the fins are characterized using scanning electron microscopy. Obstruction of the masks was investigated. The standoff distances between the substrate, mesh, and nozzle were empirically determined. Fin array characterization was performed using digital microscopy. The fin arrays’ heat transfer performance was assessed experimentally for a range of Reynolds number relevant to the application sought. The fins produced using the cold spray process outperform traditional straight (rectangular) fins at the same fin density and it is hypothesized that this is due to increased fluid mixing and turbulence.
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1. Introduction

Distributed power generation (DPG) offers a novel approach to reduce power losses, as electricity is carried over shorter distances to the end users, thus decreasing power line losses. It also presents the advantage of protecting the grid against widespread electrical failure, as generators individually serve a smaller population (Ref 1, 2). Micro-turbines (MT) are instrumental in the development of a high efficiency DPG system. MTs are small scale, single stage, and single shaft gas turbine generators. They provide the combined advantages of low emissions, high reliability, and good efficiency in a compact package (Ref 3). The major drawback is the associated wasted heat. Increasing the viability of DPG is directly linked with the development of higher efficiency MTs that generate between 25 and 500 kW. The simplest MT designs often have efficiencies below 20%, a lower value than diesel, and gasoline engines which typically operate between 30 and 35% thermal efficiencies over the same power production range (Ref 4). However, MTs equipped with a recuperator preheating the inlet gas using the heat recovered from the hot exhaust gases have the potential to theoretically attain 50% thermal efficiency (Ref 4). This waste heat could also be used for plant processes requiring heating or hot water production. In these cases, efficiencies in the order of 80% are attainable by such systems, referred to as combined heat-power (CHP) systems (Ref 3).

Recuperators play a vital role to a successful MT design, and often represent 20-25% of the cost and 20-35% of the volume of a MT package (Ref 4). Typically, unit cost and volume are closely tied together, as material cost is one of the main contributors to the total cost. Increasing recuperator efficiency by 5-10% can improve the overall thermal efficiency of the system by the same amount (Ref 4). Currently, recuperators operate at efficiencies ranging from 75 to 85%. These recuperators usually use shell and tube or packed bed geometries, however they experience problems such as leakage, high pressure losses, axial conduction losses, and high manufacturing cost (Ref 5, 6).

A design of compact heat exchangers, referred to as a wire mesh heat exchanger (WMHE), was developed as a solution for common challenges faced by high efficiency compact heat exchanger. WMHE are based on the concept of using a metallic wire mesh as a conductive material inside a cellular metal sandwich structure, first investigated in the late 1980s (Ref 7, 8). The first configuration developed using this concept was the folded wire mesh geometry, shown in Fig. 1. This geometry is produced by successively folding wire mesh textiles and brazing thin metallic sheets to these folds to create a flow barrier. The disadvantage of this technique is that the contact area per fold between the mesh the brazed plates is small, combined with the maximum number of times the wire mesh can be folded per unit length, thus limiting the heat that can be transferred (Ref 9). This limitation, in addition to the large cost associated with the manufacturing technique, calls for an improved production method which can reduce both cost and volume while maintaining high heat transfer properties.

This article is from a presentation at the 2013 International Thermal Spray Conference, held May 1-3-5, 2013, in Busan, South Korea, and has been expanded from the original presentation.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta T_i$</td>
<td>Inlet temperature difference (K)</td>
</tr>
<tr>
<td>$\Delta T_o$</td>
<td>Outlet temperature difference (K)</td>
</tr>
<tr>
<td>$\Delta T_{in}$</td>
<td>Log-mean temperature difference (K)</td>
</tr>
<tr>
<td>$\eta_f$</td>
<td>Fin efficiency factor</td>
</tr>
<tr>
<td>$\eta_o$</td>
<td>Overall fin efficiency</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Spray angle (°)</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Dynamic viscosity (Pa·s)</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Fluid density (kg/m$^3$)</td>
</tr>
<tr>
<td>$A_i$</td>
<td>Fin heat transfer area (m$^2$)</td>
</tr>
<tr>
<td>$A_{flow}$</td>
<td>Net flow area (m$^2$)</td>
</tr>
<tr>
<td>$A_{tot}$</td>
<td>Total heat transfer area (m$^2$)</td>
</tr>
<tr>
<td>$A_u$</td>
<td>Unfinned heat transfer area (m$^2$)</td>
</tr>
<tr>
<td>$B$</td>
<td>Base fin length (m)</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Fluid specific heat capacity (kJ/(kg·K))</td>
</tr>
<tr>
<td>$D$</td>
<td>Base diameter (m)</td>
</tr>
<tr>
<td>$d_h$</td>
<td>Hydraulic diameter (m)</td>
</tr>
<tr>
<td>$F_D$</td>
<td>Fin density (fin/m)</td>
</tr>
<tr>
<td>$H$</td>
<td>Channel height (m)</td>
</tr>
<tr>
<td>$h$</td>
<td>Convective heat transfer coefficient (W/(m$^2$·K))</td>
</tr>
<tr>
<td>$I_1$</td>
<td>Bessel function of order one</td>
</tr>
<tr>
<td>$I_2$</td>
<td>Bessel function of order two</td>
</tr>
<tr>
<td>$j$</td>
<td>Colburn factor</td>
</tr>
<tr>
<td>$k_f$</td>
<td>Fluid thermal conductivity (W/(m·K))</td>
</tr>
<tr>
<td>$k_m$</td>
<td>Fin material thermal conductivity (W/(m·K))</td>
</tr>
<tr>
<td>$L$</td>
<td>Sample length (m)</td>
</tr>
<tr>
<td>$m$</td>
<td>Mass flow rate (kg/s)</td>
</tr>
<tr>
<td>$m_i$</td>
<td>Fin heat transfer parameter (m$^{-1}$)</td>
</tr>
<tr>
<td>$N_{NuD}$</td>
<td>Nusselt number based on hydraulic diameter</td>
</tr>
<tr>
<td>$N_f$</td>
<td>Number of fins</td>
</tr>
<tr>
<td>$P_{flow}$</td>
<td>Flow perimeter (m)</td>
</tr>
<tr>
<td>$P_r$</td>
<td>Prandtl Number</td>
</tr>
<tr>
<td>$q$</td>
<td>Heat flux (W/m$^2$)</td>
</tr>
<tr>
<td>$Re_D$</td>
<td>Reynolds number based on hydraulic diameter</td>
</tr>
<tr>
<td>$R_{eq}$</td>
<td>Equivalent thermal resistance (K/W)</td>
</tr>
<tr>
<td>$S$</td>
<td>Space between fin edges (m)</td>
</tr>
<tr>
<td>$T_i$</td>
<td>Inlet fluid temperature (K)</td>
</tr>
<tr>
<td>$T_{out}$</td>
<td>Outlet fluid temperature (K)</td>
</tr>
<tr>
<td>$U_A$</td>
<td>Thermal conductance (W/K)</td>
</tr>
<tr>
<td>$V$</td>
<td>Fluid velocity (m/s)</td>
</tr>
<tr>
<td>$W$</td>
<td>Channel width (m)</td>
</tr>
</tbody>
</table>

To this end, a new method for producing WMHE has recently been developed. The innovation of this approach resides in the fact that the wire mesh textile is stacked and cut, then sealed with a thin metallic layer, as shown in Fig. 2(a) and (b) (flow barriers on the longitudinal side are not represented for clarity). These features allow more contact area per unit length between the heat transfer medium and the pressure barrier (braided plates). Nevertheless, this design/method for producing WMHE does offer some areas for improvement. Currently, the cost associated with brazing a thin metal sheet to the wire mesh is high and the operation is labor intensive. To replace this process, research has been performed where a thick and dense metallic coating is produced using thermal or kinetic spray processes. Once this coating has been applied, fins are machined on the outer surface to produce simple rectangular (straight cut) fin geometries (Fig. 2c). While this operation saves costs, it is time consuming and is currently restricted by machining tolerances. Other interesting and promising types of heat exchangers were developed using a similar principle but with different types of internal heat transfer medium, such as metal foam heat exchangers encased in a metallic skin deposited using wire-arc or plasma spray, as investigated by Salimi Jazi et al. (Ref 10, 11). In this case, thermal spray processes are used to seal commercially available nickel foam bricks with Inconel 625 to create fully enclosed heat exchangers. No heat transfer enhancing features are used on the outer surface of the heat exchangers.

Thermal spray deposition processes operate on the principle of heating and accelerating a carrier gas to project particles onto a substrate in order to form a dense coating. Combustion and plasma spray processes such as high velocity oxy fuel (HVOF) and plasma spray use a high temperature gas stream to melt the projected particles, where adhesion is sustained by the particles solidifying on the substrate surface and onto each other. Kinetic spray processes such as cold spray, rely on momentum transferred from an inert gas, usually helium or nitrogen, to relatively cold particles (usually less than half the melting temperature) which are projected onto a substrate’s surface. The gas is accelerated to supersonic speeds using a convergent-divergent (DeLaval) nozzle, where its kinetic energy is imparted to the particles from fluid drag effects (Ref 12, 13). Upon colliding with the substrate, this energy is used to plastically deform these particles and to induce adhesion.

In this paper, the viability of using cold spray to manufacture near-net shape fin arrays was investigated as a potential solution to the problems encountered by fine machining. Pyramidal fin arrays were produced using cold spray which required no post-processing. The aim of this study is to demonstrate the manufacturability of such fins and also to start comparing the heat transfer properties of pyramidal and rectangular fin arrays by studying specifically the 24 fins/in. case.

Two fin materials were selected for their widely different thermal and mechanical properties: aluminum and stainless steel. These materials have a high resistance to
Fig. 2 Successive steps to manufacture wire mesh heat exchanger: (a) stacked wire mesh, (b) brazed thin metallic sheets, (c) machined external fins

Fig. 3 SEM images of (a) As-received pure aluminum feedstock powder; (b) etched cross-section of pure aluminum particle; (c) As-received 304L stainless steel feedstock powder; (d) etched cross-section of 304L stainless steel particle

corrosion and are known to be easily deposited with cold spray. Stainless steel’s operating temperature is higher than aluminum, but its thermal conductivity is lower. To this end, applications that have high process temperatures would require the former material, while lower process temperature applications could benefit from the increase in performance the latter material could offer.

2. Experimental Coating System Description

The cold spray system used for this work is a commercially available Plasma Giken PCS-1000 (Ref 14). The spray nozzle has a 3.0 mm throat diameter and a 6.5 mm exit diameter.
The first feedstock powder used was aluminum (99.8% Al), provided by Centerline (Windsor) Ltd. (Windsor, Ontario, Canada), and distributed commercially under the name SST-A5061. The powder size range is characterized by a $D_{10}$ value of 13.29 μm, a $D_{50}$ value of 25.35 μm, and a $D_{90}$ value of 49.58 μm, as measured by a Microtrac S3500 laser diffraction analysis apparatus provided by Microtrac (Montgomeryville, Pennsylvania, USA). Figure 3(a) presents an image of the powder taken by a scanning electron microscopy (SEM) EVO-MA 10 provided by Zeiss (Oberkochen, Germany). It presents an elongated, non-spherical geometry. The grain structure is shown in Fig. 3(b), as etched with Keller’s reagent. The grains have an equiaxial shape in the center of the particle, while the exterior is composed mostly of elongated grains.

The second material used was commercially available stainless steel grade 304L, provided by Sandvik Osprey Ltd (Sandviken, Sweden). The powder size range is characterized by a $D_{10}$ value of 4.55 μm, a $D_{50}$ value of 14.14 μm, and a $D_{90}$ value of 31.30 μm, as assessed by cumulative volume based laser diffraction analysis. Figure 3(c) presents an SEM image of this powder. It presents a spherical geometry. The grain structure is shown in Fig. 3(d), as etched with Methanolic Aqua Regia reagent. The particles observed have an equiaxial grain geometry.

### 3. Experimental Procedure

#### 3.1 Masking Technique

To create pyramidal fin arrays (Fig. 4), commercially available plain woven, steel wire mesh (McMaster-Carr, Aurora, OH, USA) was used to mask the substrate and generate the required fin geometry. This process is illustrated in Fig. 5, where $SD_{MS}$ and $SD_{GM}$ designate the standoff distances from the mesh to the substrate and from the mesh to the nozzle, respectively. This creates a pyramidal fin array that closely mimics the reversed geometry of the chosen wire mesh, with peaks aligning with the holes of the screened area and little to no deposition underneath the wires (Fig. 6). Other thermal spray processes were not considered for this production method as they would clog the mask.

Fins were cold sprayed on aluminum substrates (Al6061 T6) with standard dimensions of 5.1 cm by 5.1 cm. The cold spray trials detailed in this work were done on extruded aluminum substrates instead of thermal sprayed coatings on the WMHE to demonstrate viability. Further work will be performed to determine the parameters required to produce the same features on specific thermal spray sealed heat exchangers. The substrates were cleaned and degreased using acetone after being cut to size. No further coupon preparation, such as grit-blasting or heat treatments, was performed. The spray parameters used to obtain these samples using nitrogen as the carrier gas are given in Table 1 for both feedstock powders. The number of passes was varied according to the target height of the fin arrays. No post-treatment of the sprayed samples was performed.

Standard metallographic procedures were used to obtain cross-sections of the sprayed samples. Control specimens were sprayed without masking to obtain a standard for comparison and to establish a porosity level baseline. All the image analysis was performed using Clemex Vision Lite (Clemex Technologies Inc., Longueuil, QC, Canada) image analysis software. Porosity levels are reported with a mean value of 10 measurements for each data set. Spray angles are determined from the measured geometries of the sprayed samples.

Several trials were performed to determine the effect of the standoff distance between the wire mesh and the gun, as well as the distance between the mask and the substrate. It was determined that starting with a very small distance between the mesh and the substrate (less than
Fig. 6  (a) Top view of typical fin deposition (aluminum sample); (b) cross-section of typical fin deposition illustrating the clean area between the fins (aluminum sample)

Table 1  Spray parameters

<table>
<thead>
<tr>
<th>Powder type</th>
<th>Nozzle inlet pressure, MPa</th>
<th>Nozzle inlet gas temperature, °C</th>
<th>SD_{GM}, mm</th>
<th>SD_{ABS}, mm</th>
<th>Nozzle traverse speed, mm/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al SST-A5001</td>
<td>3</td>
<td>300</td>
<td>25.4</td>
<td>2.0</td>
<td>350</td>
</tr>
<tr>
<td>SS 304L</td>
<td>3</td>
<td>900</td>
<td>25.4</td>
<td>2.0</td>
<td>300</td>
</tr>
</tbody>
</table>

Fig. 7  Deposition between fins when mesh-substrate distance is larger than 3 mm for typical aluminum sample

Fig. 8  Schematic of the heat transfer test fixture

Fig. 9  Uniform heat flux on the fins (without flow) resulting in a uniform surface temperature
0.75 mm) created problems where the mask would become embedded in the coatings produced. Increasing the distance to more than 3.0 mm has a detrimental effect on spray angles and spray edge cleanliness. At this standoff distance, some deposition underneath the wires is noted and edges do not appear as sharp, as shown in Fig. 7. The optimal distance found is from 1.0 to 2.5 mm between the wire mesh mask and the substrate. A distance
of 2.5 mm was used for the samples tested in this work. The optimal standoff distance between the mesh and the cold spray nozzle was found to be 25 mm.

3.2 Heat Transfer Test Apparatus

Performance of the various pin array produced was assessed using an in-house heat transfer and pressure drop test apparatus, adapted from the literature (Ref 5). A schematic diagram of the apparatus is shown in Fig. 8.

The main components of this apparatus are the test section, heating pad, air supply, and data acquisition system. The air is supplied by a compressed air line, properly filtered and dehumidified to obtain room temperature, dry air, free from oil contamination. The air inlet flow rate is controlled by a flow meter and a needle valve. This air is forced into a rectangular channel with the test section located near the exit. This rectangular channel’s top and bottom plates (76.2 mm wide by 457.2 mm long by 19.05 mm thick) are made of acrylic, and they are spaced apart using a rectangular rubber gasket, which is compressed to obtain the required hydraulic diameter. These gaskets also ensure that the joint is leak-proof. A length of 320 mm of unobstructed flow ensures that the fluid is fully developed hydrodynamically when it reaches the test section for the given hydraulic diameter and Reynolds number (Ref 15).

The test sample is subjected to a constant heat flux provided by a strip heater. A conducting block is used to ensure that heat is evenly distributed onto the substrate’s surface, resulting in a constant surface temperature under free convection conditions, as shown in Fig. 9.

A stagnation pressure tap is located 25.4 mm upstream from the test section. Two thermocouples are located 6 mm before and after the test section at mid-height to record the fluid local average temperature. Four thermocouples are attached to the pin array’s base, with two on the side facing the incoming flow, and two on the side facing the exiting flow. On each face, one thermocouple is located on the centerline, while the other thermocouple is located 6 mm from the wall. All the thermocouples used are T-type, butt-bonded, thin gage (28 gage) thermocouples.

Measurements were performed at steady-state conditions and repeated until statistical significance was achieved. Data samples were taken over a 30 s interval, at 2 Hz. Five sets of data samples were recorded for every flow condition. Measurements were taken at flow rates corresponding to Reynolds numbers varying from 200 to 2000, as this is the typical application range sought for these exchanges. Deviation of the measurements from the mean value was less than 5%.

4. Results

4.1 Fin Array Characterization

Low porosity levels are observed for the bulk control coatings produced (without masking), with measurements indicating less than 5% porosity levels, as shown in Fig. 10. Fins produced with the aluminum powder have a different porosity distribution than the fins produced with stainless steel powder. Figure 11(a) shows that the porosity in the aluminum fins varies from a fully dense core to a porous exterior layer. Stainless steel shows a relatively uniform porosity level throughout the coating, as seen in Fig. 11(b). Some of the voids are relatively large (20 μm) which is comparable to the voids observed in the outer layer of the aluminum fins. This difference in porosity distribution is attributed to the fact that aluminum and stainless steel have different bonding characteristics. The primary factor is that the aluminum core is compacted by the impacts of the subsequent particles on the newly formed coating, while the porous exterior layer does not benefit from this phenomenon. This phenomenon is much more pronounced for the aluminum feedstock because its surface oxide layer is easily broken, compared to stainless steel. Furthermore, the aluminum particles are larger and their non-spherical morphology tends to increase the fluid drag, which both contribute to increase the particle momentum and oxide breaking power. The second factor is that aluminum is sprayed at parameters on the lower edge of the deposition window to reduce nozzle clogging problems, while stainless steel is sprayed with a high enough gas temperature and pressure to overcome its higher critical velocity and allow a better initial adhesion without compaction (Ref 16, 17).

Several geometries of pyramidal fins were successfully deposited on aluminum substrates, from 12 to 30 fins/in. Table 2 presents the different pyramidal pin geometries of the samples produced while Table 3 shows the other samples tested for reference or comparison purposes. Sample labeled US is an unfinned surface while samples labeled SC are vertical rectangular (straight cut) fin samples, with the suffix B and C designating that the fins were machined from bulk Al 6061 T6 or from a pure aluminum cold sprayed coating, respectively.

Scalability does not seem to be an issue, as much larger samples (101.6 mm by 152.4 mm) were also successfully produced with no differences noted when compared to the smaller samples, as shown in Fig. 12.

Deposition of material is noted on the mesh, as shown in Fig. 13. The build-up has a pyramidal prism shape along the wire length, and once a critical height has been attained, deposition on the mesh slowly stops. This critical height is a function of the sprayed material, spray parameters and fin density. At this critical height, the impact angle is so small that the normal component of the particle velocity is not sufficient to create adhesion. The wire mesh sizes tested up to 24 wires/in. do not clog, even after several minutes of deposition. At 30 wires/in. with a wire diameter of 0.016" (0.41 mm), clogging of some holes is noted with the aluminum feedstock. The stainless steel feedstock powder does not show this behavior. This is explained by looking at the particle size distribution for these two materials, noting that the average aluminum particle is 80% larger than the average stainless steel particle and that the aluminum adheres very easily when sprayed, making it much more likely to clog. The stainless steel, on the other hand, is much harder to deposit and has reduced tendency to block the mesh holes. Mesh densities higher than 30 wires/in. were not tested.
4.2 Heat Transfer Performance

4.2.1 Data Analysis Method. To analyze the raw data obtained and compare it in a suitable manner, non-dimensional parameters must be used. For this purpose, flow conditions are expressed using the Reynolds number. This study provides non-dimensional numbers with a characteristic length based on the hydraulic diameter for the comparison of different fin arrays. Performance is assessed using the thermal conductance of the fin array, which is equal to the amount of heat transferred per unit temperature difference between the fin array and the fluid, measured in Watts per degree Kelvin. Figure 14 illustrates the geometric variable used to perform the analysis.

The Reynolds number based on the hydraulic diameter is given by:

$$Re_D = \frac{nVd_h}{\mu} = \frac{\dot{m} \cdot d_h}{W \cdot F \cdot A_{flow} \cdot \mu} \quad \text{(Eq 1)}$$

where $\dot{m}$ is the mass flow rate, $d_h$ is the hydraulic diameter of the fin array, $W$ is the sample width, $F$ is the fin density, $\mu$ is the fluid's dynamic viscosity, and $A_{flow}$ is the total face area the fluid can flow into. The variables $d_h$ and $A_{flow}$ are given by:

$$d_h = \frac{4 \cdot A_{flow}}{P_{flow}} = \frac{2 \cdot A_{flow}}{S \cdot H \cdot \tan(\theta)} \quad \text{(Eq 2)}$$

$$A_{flow} = (S + H \cdot \tan(\theta)) \cdot H \quad \text{(Eq 3)}$$

where $P_{flow}$ is the flow channel's perimeter, $\theta$ is the fin angle, $S$ is fin spacing from edge to edge, and $H$ is the fin height.

Figure 15 shows a thermal circuit of the fin array, with the reduction of the thermal resistances of the fins and the unfinned surface designated respectively by $R_F$ and $R_{eq}$ to an equivalent resistance $R_{eq}$.

The thermal conductance parameter $UA$ can be calculated as:

$$U_A = \frac{1}{R_{eq}} = h \cdot A_{tot} \cdot \eta_o \quad \text{(Eq 4)}$$

where $h$ is the convective heat transfer coefficient, $\eta_o$ is the overall surface efficiency, and $A_{tot}$ is the total heat transfer area, given by:

$$A_{tot} = A_f + A_u = \left(2N_fB \sqrt{H^2 + \left(\frac{B}{2}\right)^2} + (WL - N_fB^2) \right) \quad \text{(Eq 5)}$$

In the previous equation, $N_f$ is the number of fins in the array, $B$ is the fin's length at its base, $L$ is the sample's length, $A_f$ denotes the total fin heat transfer area, while $A_u$ represents the unfinned base's exposed area. The overall efficiency is calculated using the following equation:
\[ \eta_\text{f} = 1 - \frac{A_T}{A_{\text{tot}}} (1 - \eta_f) \]  

(Eq 6)

where \( \eta_f \) is the individual fin efficiency, defined as the heat transferred by the fin over the maximum possible heat that can be transferred, which is numerically equal to:

\[ \eta_f = \frac{2 I_2(2mH)}{mH I_1(2mH)} \]  

(Eq 7)

with:

\[ m = \sqrt{\frac{4h}{k_m D}} \]  

(Eq 8)

In the previous equations adapted from Incropera’s work (Ref 15), \( I_1 \) and \( I_2 \) denote the first and second order Bessel functions, respectively, while \( k_m \) is the thermal conductivity of the fin’s metal.

The individual fin efficiency equation for triangular pin fins are used for the sprayed pyramidal pin fins in this work since it is the shape with the most similar geometry. The only difference between the two is the shape of the base, since the equation is for a circular base while the manufactured fins have a square base. Therefore, \( D \) in the previous equation is replaced by the fin length at the base (\( B \)).

The fin array’s convective heat transfer coefficient and Nusselt number are calculated with the following relations:

\[ h = \frac{q}{\Delta T_{\text{in}} A_{\text{bot}} \eta_\text{f}} \]  

(Eq 9)

\[ N_u D = \frac{h \cdot d_f}{k_f} \]  

(Eq 10)

In these equations, \( q \) is the heating rate, \( \Delta T_{\text{in}} \) is the log-mean temperature difference between the fluid and the fin array, and \( k_f \) is the fluid’s thermal conductivity. The log-mean temperature difference is calculated with:

\[ \Delta T_{\text{in}} = \frac{\Delta T_1 - \Delta T_2}{\ln \left( \frac{\Delta T_1}{\Delta T_2} \right)} \]  

(Eq 11)

where \( \Delta T_1 \) and \( \Delta T_2 \) are the temperature difference between the fin surface and the flow at the inlet and outlet, respectively. The total heat input rate to the system is calculated using:

\[ q = \dot{m} \cdot (T_{\text{out}} - T_{\text{in}}) \cdot C_p \]  

(Eq 12)

where \( (T_{\text{out}} - T_{\text{in}}) \) is the fluid temperature difference between the entry and the exit of the test section, \( C_p \) is the fluid’s thermal capacitance.

An uncertainty analysis was performed using the method described in Coleman and Steele (Ref 18). The uncertainties calculated with the root-square-method for the thermal conductance, the mean heat transfer coefficient, and Reynolds number were estimated to be less than 5% for all three measurement types.

Tests were performed to determine the apparatus’ accuracy. Experiments were conducted with an empty channel, heated on one side and insulated on the other, and then compared to existing curves for the same conditions produced by Kays and London (Ref 19). These curves use the Colburn factor as the performance indicator and their authors do not specify all the testing conditions required to transform this data back into raw data. The comparison must then be made using this parameter, which stems from an analogy between the transfer of heat and momentum, and which can be computed with:

\[ j = \frac{N_u D}{R_e D \cdot Pr^{1/3}} \]  

(Eq 13)

In the previous relation, \( Pr \) is the Prandtl number of the fluid. For these tests, the channel height was set to 2.0 mm, which yielded a hydraulic diameter of 3.85 mm. Tests were performed at flow rates of 0.0002 to 0.001 kg/s in 0.0001 kg/s increments, which correspond to Reynolds numbers of 421-2104. Figure 16 shows the results obtained using the test fixture, which show a high similarity with published results found in the literature, with the maximal deviation mostly at very low flow rates. The error can be
Fig. 18 Illustration of flow pattern for (a) pyramidal fin arrays; (b) straight cut fin arrays. Intensive mixing/turbulent zones are more frequent in pyramidal fin arrays.

Fig. 19 Three dimensional images (from digital microscopy) of surface at ×300 magnification for (a) pyramidal fin arrays; (b) straight cut fin arrays.

Fig. 20 Convective coefficient comparison between Al-4 (triangle), straight cut bulk (circle), and straight cut coating (square) while the unfinned surface is used as reference (diamond).

explained noting that the instrument uncertainty is highest at low flow rates due to the full scale uncertainty, with the theoretical error at 15%. These tests act as a basis for the validation of the results obtained for the pyramidal fin arrays, where no published literature has been found to compare with.

4.2.2 Performance Comparison with Traditional Fin Arrays. The thermal conductance as a function of the Reynolds number for various fin array samples is shown in Fig. 17. The circle and square symbols represent data obtained from rectangular fin samples made from bulk aluminum and an aluminum coating, respectively. The triangle symbols represent a pyramidal fin sample made with the technique detailed previously, at the same fin density and hydraulic diameter than the straight cut samples. Finally, data obtained from an unfinned surface is represented by a diamond, and is shown for comparison purpose.

Very little performance difference can be seen between the rectangular fins cut from bulk Al 6061 and those cut from cold sprayed pure aluminum (Fig. 17). This is to be expected as the nominal compositions of these materials are very similar, the porosity level in the cold spray coating is less than 1% while the fin density, the width and the thickness of the samples are also identical. It is noted that the error bars on the graph were so small that they were barely visible and thus were not included. The increase in thermal conductance over the range of Reynolds number studied is due to the increase in the
convective heat transfer coefficient. This is to be expected as flow detachment along the length of the fin creates turbulence which increase heat transfer. Increasing the Reynolds number also increases the detached flow length, creating more area with a higher heat transfer coefficient, leading to better thermal performance.

The performance of straight cut fins was compared with sprayed pyramidal fin array (Fig. 17). The pyramidal fin array with a fin density of 24 fin/in has a performance comparable to the straight cut fins with the same density when comparing thermal conductance up to 1200 ReD. Beyond ReD of 1200, pyramidal type fin thermal conductance values surpass those of straight cut fins with the same fin density by up to 30% at ReD of 1500. This effect is believed to be due to a large increase in the convective heat transfer coefficient from fluid mixing attributable to two mechanisms. The first factor is the turbulent wake behind the fins. This turbulence is due to the flow detachment from the fin surface, which does not occur as prominently for continuous fins, as illustrated in Fig. 18. The second contributing effect is the fin roughness. Machined fins have a very low surface roughness due to the high quality surface finish inherent to the machining technique, while sprayed fins have a high degree of roughness (Fig. 19a, b). These three-dimensional pictures were obtained using a depth of field microscope VXH-2000 provided by Keyence (Mississauga, ON, Canada), and show that the machined fins have a lower roughness than the instrument’s resolution at 300× magnification (2 μm). The roughness levels found in pyramidal fins are believed to induce mixing of the fluid and further promote convective heat transfer. This is confirmed by Fig. 20, where the convective heat transfer coefficient of pyramidal fins is almost 100% greater than the convective coefficient of traditional fin arrays at ReD of 1500. This increase in convective heat transfer coefficient is slightly offset by the increased heat transfer area offered by continuous straight cut fins. A 36% difference in total heat transfer area is measured between straight cut fins and pyramidal fins at the same fin density and height (8344 mm² versus 6117 mm², respectively), as shown in Tables 2 and 3. Overall, the contribution of the increased convective heat transfer coefficient is sufficient to still provide an increased thermal conductance for pyramidal type fins.

5. Summary and Conclusion

Near-net shape pyramidal fin arrays of various sizes were deposited using commercially available wire mesh as a masking medium for the cold spray process. Fin characterization was performed using optical microscopy, while SEM micrographs were used to characterize the aluminum and stainless steel feedstock powders. The effect of standoff distances between the spray gun, mask and substrate was investigated, with an optimal range identified. Clogging of the wire mesh mask was found to occur at 30 wires/in, with a wire diameter of 0.016" (0.41 mm) for the aluminum feedstock, while no problem was encountered with the stainless steel feedstock powder. Fin array performance was determined using a steady-state forced air convection system subjected to a constant heat flux boundary condition on one side for a 24 fin/in. pyramidal sample and was compared to an equivalent 24 fin/in. rectangular fin sample. Further heat transfer experiments will be performed to determine the thermal performance of the other pyramidal fin array samples presented in this work and will be detailed in a later communication as the purpose of the current paper was to mostly demonstrate the process feasibility and potential. The new type of fins produced outperforms traditional straight cut fins at the same fin density and hydraulic diameter due to fluid mixing increasing the convective heat transfer coefficient. Significant opportunities exist to further improve this technique in every aspect, such as optimization of spray parameters and the study of the effect of other material types or anisotropy of the fin density, for example. A more in-depth characterization of the fluid mechanics properties of the pyramidal fin array will be performed in the near future.
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CHAPTER 6  FIN BASE ANGLE, HEIGHT AND FIN DENSITY EFFECTS ON
THE THERMAL AND HYDRODYNAMIC PERFORMANCE

The following articles detail the effects of varying the fin base angle, height and fin density on the thermal and hydrodynamic performance of pin fin arrays produced by CGDS. The effect of the base angle was studied by spraying the fins taller than the desired height and subsequently grinding the array down to the desired size. This process was also found to increase process consistency and prevent the negative effects from potential flow bypass caused by fin tip clearance with the shroud. A new method for data comparison is adapted from the literature [16] and is used in subsequent performance evaluations. Empirical correlations are proposed, linking the Nusselt number to the Reynolds number for the height and fin density effects. A detailed study on the performance of tapered pin fin arrays to similar sized plain rectangular fin arrays is also reported, and a hypothesis regarding the mechanism behind the increased performance of tapered pin fins compared to continuous fins is emitted.

The following peer-reviewed articles were reproduced with the permission from the copyright owner, Elsevier Ltd.
Performance evaluation of near-net pyramidal shaped fin arrays manufactured by cold spray

Philippe Dupuis, Yannick Cormier, Aslan Farjam, Bertrand Jodoin, Antoine Corbeil

University of Ottawa, 161 Louis Pasteur Ave., Ottawa, Ontario K1N 6N5, Canada
Bayton Energy Canada, 710 rue Vernon, Unité #7, Gatineau, Quebec JTF 3K5, Canada

Abstract

Near-net pyramidal shaped fin arrays have been produced using the Cold Gas Dynamic Spraying (CGDS) process. Some fin arrays have been modified to trapezoidal geometry by grinding the top of the pyramidal fins to study the effect of varying the base angle, at a constant fin height. All fin arrays have been tested for thermal and hydrodynamic performance. Little variation in thermal conductance between ground and as-sprayed fins is observed for the same fin heights, while a slightly more significant variation in pressure drop through the fin array is found. A comparison of these performances was performed with plain rectangular fins. The new fin geometry outperforms the traditional rectangular fins when comparing the thermal conductance per unit pumping power for a given heat exchanger volume or the range of Reynolds numbers studied.

1. Introduction

Significant efforts have been made in the last decades to decrease the world's dependency on fossil fuels. One of the fronts which has shown major improvement is gas turbine efficiency. To this end, components such as recuperators have been developed to recover heat that is usually trapped and wasted in the exhaust gases of combustion processes. Relatively new heat exchanger designs have shown promises, with the potential to increase the thermal efficiency of these components from 75–85% to 90–95% [1]. Emerging recuperator designs have a common structure comprised of an internal heat transfer media with a flow barrier which prevents the mixing of the hot and cold flows and another stage of heat transfer enhancing features ensased in an external shell, as illustrated in Fig. 1. Several geometries have been proposed for the internal heat transfer media, such as metal foams, lattice frames, packed beds, and wire mesh.

Wire mesh heat exchangers (WMHE) were first investigated in the late 1980s, with the folded wire mesh geometry [3,4]. This geometry is obtained by folding wire screen on itself and brazing the resulting structure to flow barriers (plates), as shown in Fig. 2. This type of heat exchangers has the potential for a higher performance per unit volume and features low axial (along the flow direction) conduction losses compared to traditional heat exchangers. However, this configuration has its drawbacks. First, there is a maximum amount of times a wire mesh sheet can be folded on itself per linear inch, which depends on the mesh material and density [5]. Second, the small contact area per fold between the brazed sheet and the wire mesh sheet, as can be observed in Fig. 2 [5], creates a significant thermal resistance at this interface. The third disadvantage stems from the brazing process itself. This manufacturing technique is costly, mainly due to the use of a vacuum furnace, which is required to complete the joining process.

A new method for producing WMHE has recently been developed which mitigates these problems. Instead of folding the wire mesh onto itself, sheets are stacked and then cut perpendicular to the stacking direction, yielding thin wafers of wire mesh textiles. These wafers are then sealed using a dense metallic coating produced using thermal spray processes [5]. The applied coating thickness allows machining plain rectangular (straight cut) fins on its outer surface (Fig. 3). This design reduces the costs associated with producing WMHE by removing the costly brazing operation, but the external fin manufacturing is restricted by machining constraints. Furthermore, it is currently not economically viable to machine other types of fins, such as wavy offset or pin fin arrays.
Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔP_{outlet}</td>
<td>outlet differential pressure (Pa)</td>
</tr>
<tr>
<td>ΔP_{fin}</td>
<td>fin differential pressure (Pa)</td>
</tr>
<tr>
<td>ΔP_{inlet}</td>
<td>inlet differential pressure (Pa)</td>
</tr>
<tr>
<td>ΔT_{inlet}</td>
<td>total differential pressure (Pa)</td>
</tr>
<tr>
<td>ΔT_{outlet}</td>
<td>inlet temperature difference (K)</td>
</tr>
<tr>
<td>ΔT_{log}</td>
<td>outlet temperature difference (K)</td>
</tr>
<tr>
<td>ΔT_{log}</td>
<td>log mean temperature difference (K)</td>
</tr>
<tr>
<td>η</td>
<td>fan efficiency</td>
</tr>
<tr>
<td>η_{f}</td>
<td>individual fin efficiency</td>
</tr>
<tr>
<td>η_{o}</td>
<td>overall fin efficiency</td>
</tr>
<tr>
<td>θ</td>
<td>pyramid angle (°)</td>
</tr>
<tr>
<td>µ</td>
<td>dynamic viscosity (Pa s)</td>
</tr>
<tr>
<td>ρ</td>
<td>fluid density (kg/m³)</td>
</tr>
<tr>
<td>A_{f}</td>
<td>fin heat transfer area (m²)</td>
</tr>
<tr>
<td>A_{flow}</td>
<td>net flow area (m²)</td>
</tr>
<tr>
<td>A_{total}</td>
<td>total heat transfer area (m²)</td>
</tr>
<tr>
<td>A_{unfinned}</td>
<td>unfinned heat transfer area (m²)</td>
</tr>
<tr>
<td>B</td>
<td>base fin length (m)</td>
</tr>
<tr>
<td>Cp</td>
<td>fluid specific heat capacity (J/(kg K))</td>
</tr>
<tr>
<td>D</td>
<td>base diameter (m)</td>
</tr>
<tr>
<td>D_{mean}</td>
<td>mean base fin length (m)</td>
</tr>
<tr>
<td>d_{f}</td>
<td>hydraulic diameter (m)</td>
</tr>
<tr>
<td>e_{p}</td>
<td>pumping power per unit volume (kW/m³)</td>
</tr>
<tr>
<td>h</td>
<td>convection heat transfer coefficient (W/(m² K))</td>
</tr>
<tr>
<td>I_0</td>
<td>Bessel function of order one</td>
</tr>
<tr>
<td>I_2</td>
<td>Bessel function of order two</td>
</tr>
<tr>
<td>k</td>
<td>fin material thermal conductivity (W/(m K))</td>
</tr>
<tr>
<td>L</td>
<td>sample length (m)</td>
</tr>
<tr>
<td>m</td>
<td>mass flow rate (kg/s)</td>
</tr>
<tr>
<td>m</td>
<td>fin heat transfer parameter (m⁻¹)</td>
</tr>
<tr>
<td>N</td>
<td>number of fins</td>
</tr>
<tr>
<td>P_{flow}</td>
<td>flow perimeter (m)</td>
</tr>
<tr>
<td>q</td>
<td>heat flux (W/m²)</td>
</tr>
<tr>
<td>Re_{Dh}</td>
<td>Reynolds number based on hydraulic diameter</td>
</tr>
<tr>
<td>R</td>
<td>equivalent thermal resistance (K/W)</td>
</tr>
<tr>
<td>S</td>
<td>space between fin edges (m)</td>
</tr>
<tr>
<td>T</td>
<td>top fin length (m)</td>
</tr>
<tr>
<td>T_{in}</td>
<td>inlet fluid temperature (K)</td>
</tr>
<tr>
<td>T_{out}</td>
<td>outlet fluid temperature (K)</td>
</tr>
<tr>
<td>u_{max}</td>
<td>maximum fluid velocity (m/s)</td>
</tr>
<tr>
<td>UA_{t}</td>
<td>thermal conductance (W/K)</td>
</tr>
<tr>
<td>UA_{p}</td>
<td>thermal conductance per unit volume (kW/(m² K))</td>
</tr>
<tr>
<td>V</td>
<td>volume (m³)</td>
</tr>
<tr>
<td>V</td>
<td>volumetric flow rate (m³/s)</td>
</tr>
<tr>
<td>W</td>
<td>channel width (m)</td>
</tr>
</tbody>
</table>

Metal foam heat exchangers enclosed in a metallic shell deposited using wire-arc or plasma spray have been investigated by Salimi Jazi et al. [6,7]. In this case, wire arc or plasma spray processes are used to seal commercially available nickel foam bricks with inconel 625 to create fully encased heat exchangers. However, no heat transfer enhancing features, such as fins, are used on the outer surface of the heat exchangers.

Rectangular fin arrays provide an increase in heat transfer performance with respect to an unfinned surface due to the additional heat transfer area. Increases of the convective heat transfer coefficient due to this type of extended surface are usually neglected and the pressure loss through the array is low due to their geometry [8,9]. If the design specifications allow for a higher head loss, several other fin geometries can yield superior thermal performance for a given surface area. Wavy offset fins increase the amount of area available for heat transfer while also increasing the amount of fluid mixing. This creates a fin array with a lower thermal resistance at the expense of a slightly higher head loss [8,9]. These fins are typically produced using sheet metal strips bent over themselves to form a wavy shape, with each strip slightly offset from the previous to induce mixing. Using pin fins instead will further increase the convective heat transfer coefficient by creating turbulent wakes behind each fin, which substantially promotes fluid mixing [10]. This yields fin arrays which have better thermal performance at the expense of a higher pressure drop. Sahiti et al. [11-13] have demonstrated that pin fins offer the most effective way of increasing the heat transfer rate within a given heat exchanger volume, when compared to other types of fins.

![Fig. 1. Typical heat exchanger between two heat transfer media (adapted from [2]).](image1)

![Fig. 2. Folded wire mesh with a zoomed section of the brazed plate contact surface.](image2)
Various types of pin fin array geometries were extensively studied. Staggered cylindrical pin fins were first investigated by Brigham and Van Fossen [14,15] and revealed that long pins fins (ratio of fin height to fin diameter is larger than 4) tend to transfer more heat than short pin fins. Work presented by Merzger et al. [16] detailed the effects of the array's orientation on the heat transfer and pressure loss through these arrays. Their results indicated that circular pins fins in an intermediate configuration between staggered and inline can reduce the pressure loss while increasing the amount of heat transferred. They also found that the surface convective heat transfer coefficient for pin fins was approximately 100% larger than that of the end wall. Since these landmark works, some attention has been given to pin fins with square cross-sections. You and Chang [17] studied the heat transfer and pressure loss properties of inline square pin fins confined in a rectangular channel using numerical modeling. Subsequently, Jeng and Tzeng [18] experimentally confirmed these numerical simulations of fluid flow through square based pin fins and determined that their performance can exceed that of circular pin fins.

The manufacturability of aluminum and stainless steel square base pyramidal pin array fins produced using Cold Gas Dynamic Spraying (CGDS or simply Cold Spray) was demonstrated by Cormier et al. [19]. Fin arrays were manufactured with fin densities varying between 12 and 30 fins per inch at fin heights of 1.0-2.2 mm. The thermal performance of the aluminum samples was determined and compared to a rectangular fin sample at 24 fins per inch, with the new type of fin having a higher thermal conductance than the traditional type of fin array. Much work is still left to be done to optimize the performance of this new type of fin geometry.

In this paper, the thermal and hydrodynamic performance of aluminum square base pyramidal and transitional pin fin arrays produced with CGDS was investigated. The convective heat transfer coefficient and thermal conductance parameters were evaluated using a forced flow convective heat transfer apparatus at low Reynolds numbers (less than 3500). This fixture was also used to determine the pressure loss through the fin array, as well as the required pumping power. Investigations were limited to one configuration of uniformly distributed pin fins with a fin density of 12 fins per inch. The effect of varying the fin's base angle was characterized. Additionally, the performance of this new type of fin array was compared to traditional rectangular fin arrays with similar characteristic dimensions.

2. Experimental production technique description

2.1. CGDS process and masking technique

Thermal spray deposition processes, such as Plasma spraying and High Velocity Oxy Fuel (HVOF) spraying operate on the principle of using the thermal energy of a carrier gas to melt or partially melt solid powder particles and using the gas' kinetic energy to accelerate these particles onto a substrate in order to form a dense coating upon impact, deformation and solidification [20,21]. Kinetic spray processes such as Cold Gas Dynamic Spraying (CGDS), however, solely rely on the transfer of momentum from an inert gas, usually helium or nitrogen, to relatively cold particles (usually less than half the material's melting temperature) which are projected onto a substrate's surface [22]. A schematic of a CGDS apparatus is shown in Fig. 4. The high pressure driving gas is heated and is subsequently accelerated to supersonic speeds using a converging-diverging (Delaval) nozzle, where its kinetic energy is imparted to the particles by drag effects [22,23]. Upon colliding with the substrate, the particle's kinetic energy is converted to plastically deform the particles and induce adhesion. This deformation is sustained by the adiabatic shear instabilities created during the impact, which causes the material to viscously flow outwards from the center of the particle [24]. Bonding to the substrate is attributed to localized high pressure waves breaking oxide layers and promoting intimate contact between the particle and the substrate [25].

Fig. 5 illustrates the technique used to create square based pyramidal fin arrays using commercially available plain woven, steel wire mesh (McMaster-Carr, Aurora, OH, USA) to mask the substrate. This configuration creates a pyramidal fin array (Fig. 6) which closely mimics the reversed geometry of the chosen wire mesh, with peaks aligning with the holes of the screened area.
and little or no deposition underneath the wires [19]. The main factor that determines if adhesion occurs with the CGDS process is the particle's normal impact velocity with respect to the substrate. Thus, since the CGDS flow near the mask is affected by viscous effects (due to the presence of the mask walls and a shock wave present near the mask), particles present in the CGDS flow in the vicinity of the mask wires are slowed down. As such, the particles tend to build up a coating preferentially underneath the center of the mask holes, on the substrate. This creates a zone near the center of the holes where buildup is rapid when compared to the sides, leading to the creation of an angle between the top and the base, forming a pyramidal shape. When this angle becomes sharp enough, particles do not have a sufficient normal impact velocity and adhesion stops as particles simply bounce off. The working principles of the CGDS process make it an ideal candidate for the proposed masking technique used to produce pyramidal fins. Using other thermal spray techniques would cause issues where the mesh would either melt or be clogged by the molten particles in the high temperature gas stream. Manufacturing parameters were chosen to ensure that the dimensions of the pyramid base would follow those of the wire mesh mask as closely as possible.

The CGDS system used for this work is a commercially available Plasma Giken PCS-1000 [26]. The spray nozzle has a 3.0 mm throat diameter and a 6.5 mm exit diameter. The feedstock powder material used is commercially pure aluminum (99.8% Al) from Centerline (Windsor) Ltd. (Windsor, Ontario, Canada). It has an elongated shape with a mean particle size ($D_{50}$) of 25-35 microns. Other details about powder morphology and size distribution are given elsewhere [19].

2.2. Test sample preparation

Fins were cold sprayed on aluminum substrates (Al6061 T6) with standard dimensions of 5.1 cm by 5.1 cm. The cold spray trials detailed in this work were done on extruded aluminum substrates instead of thermal sprayed coatings on the WMHE to isolate the effects of the fin parameters on the heat transfer and hydrodynamic performance of the test samples. The substrates were cleaned and degreased using acetone after being cut to size. No further surface preparation steps, such as grit-blasting or heat treatment, was performed. To determine the effect of changing the fin base angle for a constant height, samples were cold sprayed to a height larger than the target height and then ground down to a uniform height of 1.0 mm using a conventional sanding belt with 320 grit sandpaper and water as coolant. This process yielded fins with a trapezoidal prism shape, as illustrated in Fig. 7. No other type of post-treatment of the sprayed samples was performed.

3. Testing procedure

3.1. Performance test apparatus

Performance of the various fin arrays produced was assessed using an in-house heat transfer and pressure drop test apparatus, adapted from the literature [19,27]. A schematic of the apparatus and its various components is shown in Fig. 8.

The main components of this apparatus are the test section, the heating pad, the air supply and the data acquisition system. The air is supplied by a compressed air line, properly filtered and dehumidified to obtain room temperature, dry air, free from oil contamination. The air inlet flow rate is controlled by a needle valve and is measured with a flow meter. This air is smoothly expanded into a horizontal rectangular channel with a diffuser and a honeycomb flow straightener. This rectangular channel's top and bottom plates (76.2 mm wide by 457.2 mm long by 19.05 mm thick) are made of acrylic, and they are spaced apart using a rectangular rubber gasket, which is compressed to ensure there is no clearance between the fins and the shroud surface. These gaskets also ensure that the joint is leak-proof. A length of 457 mm of unobstructed flow ensures that the fluid is fully developed hydrodynamically before reaching the test section for the given hydraulic diameter and Reynolds number [8].
3.2. Heat transfer testing procedure

Measurements were performed at steady-state conditions and repeated until statistical significance was achieved. Data samples were taken over a 30 s interval, at 2 Hz. Five sets of data samples were recorded for every flow condition. Measurements were taken at flow rates corresponding to Reynolds numbers varying from 200 to 2000, as this is the typical application range sought for these exchangers. Deviation of the measurements from the mean value was less than 5%. The accuracy of the test fixture was validated with the experimental results of Kay's and London's work [9]. The error bars are not shown in the results section as they are smaller than the markers. A detailed description of the apparatus’ accuracy and instrument uncertainties is given in Cormier et al. [19].

3.3. Pressure loss testing procedure

Measurements were performed at steady-state conditions and repeated until statistical significance was achieved. Five sets of data samples were recorded for every flow condition. Measurements were taken at flow rates corresponding to Reynolds numbers varying from 200 to 3500, to identify the trends and to obtain sufficient data for predictive modeling. Deviation of the measurements from the mean value was less than 5%. For hydrodynamic performance tests, one set of pressure taps is used to obtain the fin array friction losses, which include skin friction and form drag, while another set is used to determine the total pressure drop of the fin array, which includes entrance and exit effects as well as fin array friction losses. This allows the measurement of the fin array friction loss independently of the flow constriction and expansion pressure losses. Measurements were limited to Reynolds numbers of approximately 2500 for the total pressure loss due to instrumentation limits.

3.4. Data analysis method

To analyze the raw data obtained, flow conditions are expressed using the Reynolds number. Since the test samples have the same base dimensions, performance evaluations are done by comparing convective heat transfer coefficients and the thermal conductances. Fig. 9 illustrates the geometric variables used to perform the analysis.

The Reynolds number based on the hydraulic diameter is calculated with:

\[ Re_h = \frac{\rho U_{	ext{avg}} d_h}{\mu} = \frac{\dot{m} \cdot d_h}{W \cdot FD \cdot A_{\text{flow}} \cdot \mu} \]  

(1)

where \( \dot{m} \) is the mass flow rate, \( d_h \) is the hydraulic diameter of the fin array passage, \( W \) is the fin array sample width, \( FD \) is the fin density, \( \mu \) is the fluid’s dynamic viscosity and \( A_{\text{flow}} \) is the face area the fluid can flow into between two fins. The variables \( d_h \) and \( A_{\text{flow}} \) are given by:

\[ d_h = \frac{4 \cdot A_{\text{flow}}}{P_{\text{flow}}} = \frac{2 \cdot A_{\text{flow}}}{S + H \cdot \tan(\theta)} \]  

(2)

\[ A_{\text{flow}} = (S + H \cdot \tan(\theta)) \cdot H \]  

(3)

where \( \theta \) is the fin angle, \( S \) is fin spacing from edge to edge at the base, \( H \) is the fin height and \( P_{\text{flow}} \) is the flow channel’s perimeter.

The fin array’s convective heat transfer coefficient is calculated from the raw data with:

\[ h = \frac{q}{\Delta T_{\text{lin}}} \]  

(10)

In these equations, \( q \) is the heating rate, \( \Delta T_{\text{lin}} \) is the log-mean temperature difference between the fluid and the fin array and \( A_{\text{fin}} \) is the total heat transfer area. The total heat input rate to the system is calculated using:

\[ q = \dot{m} \cdot (T_{\text{in}} - T_{\text{w}}) \cdot C_p \]  

(12)
where \( (T_{in} - T_{a}) \) is the fluid temperature difference between the entry and the exit of the test section. \( C \) is the fluid's thermal capacitance. The log-mean temperature difference is calculated with:

\[
\Delta T_{lm} = \frac{\Delta T_1 - \Delta T_2}{\ln \left( \frac{\Delta T_2}{\Delta T_1} \right)}
\]

(11)

where \( \Delta T_1 \) and \( \Delta T_2 \) are the temperature difference between the fin surface and the flow at the inlet and outlet respectively. The total heat transfer area is given by:

\[
A_{tot} = A_f + A_n = N_f \left( B^2 \left( \frac{\tan(\theta) \cos(\theta)}{2 \sin(\theta)} \right) + (W - N_f B^2) \right)
\]

(5)

in the previous equation, \( N_f \) is the number of fins in the array, \( B \) is the fin's length at its base, \( L \) is the test sample's length, \( A_f \) designates the total fin heat transfer area, \( A_n \) designates the unfinned base's exposed area while \( T \) is the fin's top length, given by:

\[
T = B - 2H \tan(\theta)
\]

(6)

The overall efficiency is calculated using the following equation:

\[
\eta = 1 - \frac{A_f}{A_{tot}} (1 - \eta_f)
\]

(7)

where \( \eta_f \) is the individual fin efficiency, defined as the heat transferred by the fin over the maximum possible heat that can be transferred, which is numerically equal to:

\[
\eta_f = \frac{2 L_1 (2mH)}{m H L_1 (2mH)}
\]

(8)

with:

\[
m = \sqrt{\frac{4k}{k_a D}}
\]

(9)

In the previous equations adapted from Incropera [8], \( L_1 \) and \( L_2 \) denote the first and second order Bessel functions, respectively, while \( k_a \) is the thermal conductivity of the fin's metal. The individual fin efficiency equation for triangular pins is given for the geometries in this work since it has the most similar geometry. The only difference between the two is the shape of the base, as the equation was developed for circular base cones while the manufactured fins present a square base. Therefore, the diameter of the fin \( D \) in the previous equation is replaced by the fin length at the base \( B \).

The thermal conductance is computed with:

\[
UA = \frac{1}{R_m} = h \cdot A_{tot} \cdot \eta_f
\]

(4)

where \( \eta_a \) is the overall surface efficiency.

The total pressure loss measured over the fin array can be divided as:

\[
\Delta P_{tot} = \Delta P_{inlet} + \Delta P_{fin} + \Delta P_{outlet}
\]

(13)

where \( \Delta P_{inlet} \) is the total pressure loss through the fin array, \( \Delta P_{inlet} \) is the pressure loss due to flow contraction at the inlet of the array, \( \Delta P_{fin} \) is the pressure loss due to skin friction and flow separation through the fin array, and \( \Delta P_{outlet} \) is the pressure gained from the expansion of the flow at the outlet of the fin array.

To obtain the efficiency curves produced in Section 4.3, the required fan power input per unit volume was calculated using:

\[
\epsilon_f = \frac{\dot{V}_f \cdot \Delta P_{fin}}{\eta \cdot V}
\]

(14)

In the previous relation, adapted from Sahiti's work [12], \( \epsilon_f \) is the pumping power per unit volume, \( \dot{V}_f \) is the volumetric flow rate of the fluid, \( \eta \) is the fan efficiency while \( V \) is the volume of the heat exchanger. A fan efficiency of 0.8 was arbitrarily chosen as a reasonable value to perform these calculations.

### 3.5. Test sample geometric data

Table 1 presents a list of the 1.0 mm height pin fin arrays produced and tested, with the average base \( B \), spacing \( S \) and height \( H \) dimensions and their associated standard deviations measured for 25 fins per sample. Fin array samples were measured using a depth of field microscope VHX-2000 which was acquired from Keyence (Mississauga, Ontario, Canada) which allows building three dimensional images of the given samples. The number next to the prefix "M" indicates the original height of the ground sample. For all pyramidal fin samples, the fin density was set at 12 fins per inch. **Table 2** shows the important geometric variables for pyramidal and trapezoidal samples calculated using the data from **Table 1**. **Table 3** shows a list of comparison/reference samples. The sample labeled SC (**straight cut**) has rectangular fins machined from bulk Al 6061 while the sample labeled US is an unfinned Al 6061 reference sample. Pictures of these two types of samples are shown in **Fig. 10**. Sample SC was used to compare with the pin fin samples, having comparable base length and fin spacing with a 90° base angle.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>1.0 mm Pyramidal fin dimensions (in microns) of tested samples for the spray angle study.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Sample</strong></td>
</tr>
<tr>
<td></td>
<td>Average</td>
</tr>
<tr>
<td>1.0</td>
<td>1159</td>
</tr>
<tr>
<td>M1.3</td>
<td>1394</td>
</tr>
<tr>
<td>M1.5</td>
<td>1586</td>
</tr>
<tr>
<td>M1.8</td>
<td>1429</td>
</tr>
<tr>
<td>M2.0</td>
<td>1559</td>
</tr>
<tr>
<td>M2.4</td>
<td>1628</td>
</tr>
<tr>
<td>* SD: standard deviation.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Important geometric variables of pyramidal and trapezoidal samples.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Sample</strong></td>
</tr>
<tr>
<td></td>
<td><strong>mm</strong></td>
</tr>
<tr>
<td>1.0</td>
<td>1.12</td>
</tr>
<tr>
<td>M1.3</td>
<td>1.02</td>
</tr>
<tr>
<td>M1.5</td>
<td>0.96</td>
</tr>
<tr>
<td>M1.8</td>
<td>0.95</td>
</tr>
<tr>
<td>M2.0</td>
<td>0.94</td>
</tr>
<tr>
<td>M2.4</td>
<td>0.93</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Samples tested for comparison.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Sample</strong></td>
</tr>
<tr>
<td></td>
<td><strong>Fins per in</strong></td>
</tr>
<tr>
<td>US</td>
<td>N/A</td>
</tr>
<tr>
<td>SC</td>
<td>N/A</td>
</tr>
</tbody>
</table>

4. Results

4.1. Heat transfer performance

**Fig. 11** shows the thermal conductance of the different fin arrays tested as a function of the Reynolds number. The results reveal
little variations between the pyramidal/trapezoidal fin samples at all Reynolds number tested. It is observed that all the results could be grouped around a line of thermal conductance which increases linearly with Reynolds number up to approximately 1500–2000 $Re_{th}$. The trend seems to remain linear past that Reynolds number but with a reduced slope. These results suggest that there is little effect in changing the pyramid base angle at a given fin height on the thermal conductance of the fin array. However, a decrease of the convective heat transfer coefficient values can be observed in Fig. 12 as the base angle increases. Sample 1.0 has the highest convective coefficient value, which is reduced with each increase in initial fin height up to sample M2.4. This effect is moderated by an increase in the total heat transfer area available, explaining why the fin array thermal conductance can be considered independent of the fin base angle. The decrease of convective heat transfer coefficient observed is believed to be caused by a difference in the flow structure around the fins, with steeper base angles leading to a reduction of the amount of fluid mixing, and consequently of the convective heat transfer coefficient. The performance of a pyramidal type fin would approach that of a completely rectangular pin fin as the base angle is increased.

Examining the results from the rectangular fin array, one can observe that its thermal conductance is significantly lower than those of the pyramidal/trapezoidal fin arrays. This is expected due to the different flow structures between continuous geometries such as plain rectangular fins and pin fin geometries, which are discontinuous. These discontinuities are believed to cause turbulent wakes behind each column of fins, which increases fluid mixing and consequently increases the convective heat transfer coefficient. This is supported by Fig. 12, which shows a significant increase in the convective heat transfer coefficient between the two types of fins. This difference in convective coefficient reaches up to 300% increase at 2500 $Re_{th}$ between the pyramidal sample 1.0 and the rectangular fin array, with increasing fin angle diminishing this difference to a 200% increase when comparing to the M2.4 sample at the same Reynolds number. A plateau of thermal performance is noted for the plain rectangular fin sample, which begins at 1000 $Re_{th}$ and extends to 3000 $Re_{th}$. This plateau has a
similar rate of increase of convective coefficient as an unfinned surface, which is to be expected as the major advantage of adding plain rectangular fins is not the increase in convective coefficient, which can usually be neglected, but the increase in total heat transfer area [8].

4.2. Hydrodynamic performance

The pressure loss through the arrays of the different fin geometries is shown in Fig. 13, while the total pressure loss including the entrance and exit effects is shown in Fig. 14. There is little difference between the hydrodynamic performances of the trapezoidal samples, which have a very similar pressure loss over the range of Reynolds number studied. The pyramidal sample, however, shows a slightly lower pressure loss than the trapezoidal samples. This is attributed to the slight clearance between the top of the fins and the shroud of the testing set-up, which stems from the variability in the manufacturing process of this type of fin array. The ground (trapezoid) fins have a very uniform height due to the material removal process, while the variability between the maximum and the minimum height of the pyramidal sample is more significant as shown in Table 1. This variability is believed to cause a clearance between the average fins and the shroud, which can reduce the pressure loss significantly. The results suggest that the convective heat transfer coefficient is not affected as much, however. The total pressure loss follows the same trends as the fin array pressure losses, which indicates that these observations are not due to entrance and exit effects.

The pressure loss of the rectangular fin sample is much lower than that of the pin fins tested, which is expected. The reduction in fluid mixing and turbulence zones allows a smooth flow along the length of the fins. Furthermore, pin fins have a large form drag pressure loss due to their discontinuity along the flow length, a feature which is not present for plain rectangular fins, which are continuous along the flow direction. The pressure losses due to the inlet and outlet effects are consistently measured to be approximately 30% of the total pressure loss through the pin fin arrays.
4.3. Heat transfer surface efficiency

To determine which fin array transfers heat more efficiently, an efficiency indicator must be selected. Based on an extensive literature review performed, the method proposed in Sahin’s work [12] was selected. This method is based on plotting the thermal and hydrodynamic data as a curve of thermal conductance per unit of fin array volume as a function of the required pumping power per unit volume for different flow conditions. This yields curves which can be directly compared one to another, with the most efficient fin array having a higher thermal conductance at a given pumping power.

Fig. 15 shows the efficiency indicator plotted for the different types of fin arrays tested. The performances of the pin fins are very similar over the range of test conditions, which indicates that little performance is lost when pyramidal fins are ground down to a trapezoid shape. An inflection point is noted for the pin fin samples, located near 500 kW/m². This inflection point denotes the zone where this type of fin array performs best, i.e., where the maximum amount of heat is transferred per unit pumping power. Further increasing the Reynolds number past this point leads to increasingly large pressure losses for little heat transfer gain. These facts lead to the conclusion that in this case manufacturing concerns should be accommodated, with the following production method: Fins should be produced several hundred microns higher than the target height and the top of the fins should be removed by grinding, which will allow the quality of the array to better be controlled. This process will ensure that all the fins over a sample are at the same height and that there is no bypass flow between the top of the fins and the shroud, which could have detrimental effects on fin array performance.

It can be observed that the performance of the plain rectangular fins is similar to that of pyramidal and trapezoidal fins at low Reynolds number, but rapidly peaks once their maximal thermal performance is reached. Indeed, at 1000 kW/m², a 300% increase in performance is attained when using pyramidal pins fins instead of plain rectangular fins for the same heat exchanger volume. This is due to the plateau of thermal performance that begins at about 1000 $R_{Re}$ for rectangular fins, which was detailed in Section 4.1. The same type of inflection point is found in the performance curve of the rectangular fin array as in the pin fin arrays. This inflection, however, is located much earlier in the performance curve due to low pumping powers required by the rectangular fin array.

5. Summary and conclusion

This study investigates the thermal and hydrodynamic performance of pyramidal and trapezoidal fin arrays. The new geometries proposed are produced using Cold Gas Dynamic Spraying, with the former type being left as-sprayed while the latter type was sprayed and subsequently ground down to size. This operation removed the top part of the pyramid to yield fins with a trapezoid prism shape. This investigation concentrated on samples of 12 fins per inch at 1.0 mm height. The performances of these fins are compared using the thermal conductivity over the required pumping
power per unit volume. The performances of these new types of fin arrays are also compared to traditional plain rectangular fin arrays. The conclusions of this work are summarized as:

1. There is a small difference in the thermal conductance when fins are ground down to the same height as an as-sprayed sample. This small difference is due to a decreasing convective heat transfer as the pyramid base angle increases, while the total available heat transfer surface area increases as the base angle increases. Since these two parameter offer a conflicting effect but change in a similar ratio with the base angle parameter, there is little net change in the thermal conductance.

2. The hydrodynamic performance of the new types of fin is similar over the range of Reynolds numbers studied, with the pyramidal sample having the lowest pressure loss. This is believed to be caused by clearance induced by the manufacturing process used, and will be confirmed in a later publication which will focus on the flow structures found in these types of fin arrays.

3. The global performance of the trapezoidal and pyramidal fins was found to be very similar over the range of pumping power studied. This result confirms that removing the top of the fins by grinding is a viable way of controlling the quality of the end product without compromising the performance of the fin array. Using an industrial process for grinding could also tighten the tolerances and further increase the reliability of production.

4. The new types of fins have a better performance value than traditional plain rectangular fins over the range of Reynolds numbers studied (100 < Re < 5000). This is due to the large increase in convective heat transfer coefficient due to the turbulence between the rows of fins, which increase fluid mixing. This gain is offset by the increased pressure loss through the discontinuous fin array. The increased thermal performance, however, still ensures that the total performance of the new type of fin array is superior to that of a comparable rectangular fin array.
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ABSTRACT. This work studies the thermal and hydrodynamic performance of near-net square base pyramidal fins produced using the cold spray process. The manufacturing method for this new geometry of fin arrays is discussed. The fin array was tested in the inline configuration using a forced convection test apparatus. The efficiency of these surfaces is assessed by comparing the thermal conductances at the same required pumping powers. The effect of varying the array height and the fin density is evaluated and correlations are established. The performance of pyramidal pin fins is compared to that of several configurations of plain rectangular fins with similar dimensions. It is found that the pin fin arrays outperform the rectangular fins at the same fin density over the range of flow rates studied. This trend becomes more significant at increasing Reynolds number, especially in the sub-critical flow regime.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔP_{fin}</td>
<td>Fin differential pressure [Pa]</td>
</tr>
<tr>
<td>ΔT_{1}</td>
<td>Inlet temperature difference [K]</td>
</tr>
<tr>
<td>ΔT_{2}</td>
<td>Outlet temperature difference [K]</td>
</tr>
<tr>
<td>ΔT_{lm}</td>
<td>Log mean temperature difference [K]</td>
</tr>
<tr>
<td>η</td>
<td>Fan efficiency</td>
</tr>
<tr>
<td>η_{o}</td>
<td>Overall fin efficiency</td>
</tr>
<tr>
<td>A_{flow}</td>
<td>Net flow area [m²]</td>
</tr>
<tr>
<td>A_{tot}</td>
<td>Total heat transfer area [m²]</td>
</tr>
<tr>
<td>B</td>
<td>Base fin length [m]</td>
</tr>
<tr>
<td>D_{mean}</td>
<td>Mean base fin length [m]</td>
</tr>
<tr>
<td>D_{h}</td>
<td>Hydraulic diameter [m]</td>
</tr>
<tr>
<td>e</td>
<td>Pumping power [kW]</td>
</tr>
<tr>
<td>e_{p}</td>
<td>Pumping power per unit area [W/m²]</td>
</tr>
<tr>
<td>D_{p}</td>
<td>Pumping power per unit volume [kW/m³]</td>
</tr>
<tr>
<td>P_{flow}</td>
<td>Flow perimeter [m]</td>
</tr>
<tr>
<td>Re_{h}</td>
<td>Reynolds number based on hydraulic diameter</td>
</tr>
<tr>
<td>Re_{eq}</td>
<td>Equivalent thermal resistance [K/W]</td>
</tr>
<tr>
<td>S</td>
<td>Spacing between two fins [m]</td>
</tr>
<tr>
<td>T_{b}</td>
<td>Base temperature [K]</td>
</tr>
<tr>
<td>U_{max}</td>
<td>Maximum fluid velocity [m/s]</td>
</tr>
<tr>
<td>U</td>
<td>Thermal conductance [W/K]</td>
</tr>
<tr>
<td>U_{A_{p}}</td>
<td>Thermal conductance per unit area [W/(m²-K)]</td>
</tr>
<tr>
<td>U_{A_{v}}</td>
<td>Thermal conductance per unit volume [kW/(m³-K)]</td>
</tr>
</tbody>
</table>
INTRODUCTION

The enhancement of heat transfer is a topic of utmost importance, which has received much attention over the past 30 years. Whether used for the cooling of electronic components or gas turbine blades, new fin types have been developed to enhance heat transfer surface performance. To this end, industrial applications have pushed towards miniaturization and thermal conductance enhancement while reducing the hydrodynamic cost of pumping fluid through a fin array. The first type of fin array that has been extensively studied is the plain rectangular fin (also called plate fin) array. Its precedence is explained by the ease of manufacturing this type of fin array. The maximal heat transfer attainable by such surfaces, however, is much inferior to that of pin fins, which were first investigated in the 1980s.

Pin fins with circular cross-sections were first studied by Sparrow et al. [1978, 1980] and Metzger et al. [1984] in the inline and staggered configurations, establishing that the main advantage of such pin fins is the increased local heat transfer coefficient. Drop shaped and oblong pin fin geometries have been investigated by Li et al. [1998] and Chen et al. [1997] who have determined that their heat transfer is increased, with both types also presenting a decrease in pressure loss when comparing to similar size circular cross-section pin fins. Numerical simulations and experimental testing of square shaped pin fins were performed to determine their efficiency by several authors [You and Chang 1997, Sara 2003, Jeng and Tzeng 2007].

Since these landmark publications, many researchers have compared different fin geometries and cross-sections to plate fins in order to determine which type of fin is the most efficient. One approach was to use simulation to determine the properties of both plate fin and pin fin heat exchangers [Sahiti et al. 2006, Zhou and Catton 2011]. Comparisons were made using different efficiency criterions which all lead to conclusion that pin fins have a better overall heat transfer surface efficiency when compared to plain rectangular fins. The flow structures were also extensively studied through numerical models to understand the mechanism beyond these gains, which is attributed to the increased turbulence and the periodic disruption of the boundary layer caused by the discontinuous features of pin fin arrays. Experimental validation of the comparisons between the different pin fin geometries previously detailed was also performed more recently by Yang et al. [2007], among others.

Previous studies of pin fin geometries have focused on fins whose geometry is constant along the height of the fin. Until very recently there existed little literature for variable cross-section fins such as pyramidal shaped fins. This is believed to be attributable to the lack of economically viable manufacturing methods for this type of fin. Traditional production methods (casting, machining, etching, etc.) cannot make fin arrays which do not have a constant dimension cross-section along their height on an industrial scale. The manufacturability of square base pyramidal shape pin fin arrays produced by additive manufacturing using cold spray was demonstrated by Cormier et al. [2013] in a study which presented information regarding the current limits of production. Currently, the fin density is limited to a maximum of 24 fins per inch for the specific aluminum powder used, while the maximal attainable fin height is determined to be inversely proportional to the fin density. For 12 fins per inch arrays, this limit is approximately 2.5 mm using the manufacturing equipment and method described. The thermal and hydrodynamic performance of such fin arrays was detailed by Dupuis et al. [2014]. In this work, it was shown that the thermal performance is insensitive to the base angle of the pyramid at a given fin height.
This study focuses on the thermal and hydrodynamic performance of inline short aluminum square base pyramidal pin fin arrays produced using cold spray. The efficiency of this new type of fin is also compared to that of plate fin arrays with similar geometries to determine the gain of using this type of discontinuous features instead of the traditional plain fins. The effect of varying the height and the fin density of pyramidal fins was also investigated and correlations were proposed linking the Nusselt number to the Reynolds number when varying the aforementioned geometric parameters.

**EXPERIMENTAL PRODUCTION TECHNIQUE DESCRIPTION**

**CGDS Process and Masking Technique** Kinetic spray processes such as Cold Gas Dynamic Spraying (CGDS) rely on the transfer of momentum from a high pressure and temperature inert gas (usually nitrogen) to relatively cold particles, which are deposited onto a substrate’s surface. The high pressure driving gas is heated and subsequently accelerated to supersonic speeds using a converging-diverging (DeLaval) nozzle, where its kinetic energy is imparted to the particles by drag effects [Alkhimov et al. 1994, Tokarev 1996]. Upon colliding with the substrate, the particle’s kinetic energy is used to plastically deform the particles and to induce adhesion. This impact between the particles and the substrate occurs at relatively low temperatures, which is typically less than half the material’s melting temperature. The particle’s mechanical deformation is sustained by the adiabatic shear instabilities created during the impact, which causes the material to viscously flow outwards from the center of the particle. Bonding to the substrate is attributed to localized high pressure waves breaking oxide layers and promoting intimate contact between the particle and the substrate.

Figure 1 illustrates the additive manufacturing technique used to create square based pyramidal fin arrays using commercially available plain woven, steel wire mesh (McMaster-Carr, Aurora, OH, USA) to mask the substrate from cold spray deposition. This configuration creates a pyramidal fin array with peaks aligning with the holes of the screened area and little or no deposition underneath the wires.

![Figure 1. Schematic of the masking technique with resulting pyramidal fin array](image)
The main factor that determines if adhesion occurs with the CGDS process is the particle’s normal impact velocity with respect to the substrate. Thus, since the CGDS flow near the edges of the mask holes is affected by wall (viscous) effects, particles present in the CGDS flow in the vicinity of the mask wires are slowed down. As such, the particles tend to build up a coating preferentially on the substrate underneath the center of the mask holes. This creates a zone near the center of the holes where build up is more pronounced than on the sides. This preferential build up leads to the creation of an angle between the top and the base, thus forming a pyramid. When this angle becomes sharp enough, particles do not have a sufficient normal impact velocity and adhesion stops, with subsequent particles simply bouncing off the feature. The working principles of the CGDS process make it an ideal candidate for the proposed masking technique used to produce pyramidal fins. Using other thermal spray techniques such as Plasma Spraying and High Velocity Oxy Fuel (HVOF) would cause issues where the mesh would either melt or be clogged by the molten particles in the very high temperature gas stream. Production parameters were chosen to ensure that the dimensions of the pyramid’s base would match those of the wire mesh mask as closely as possible.

**Spray System and Powder Details** The CGDS system used for this work is a commercially available Plasma Giken PCS-1000 with a spray nozzle that has a 3.0 mm throat diameter and a 6.5 mm exit diameter. The feedstock powder used was aluminum (99.8% Al, Centerline (Windsor) Ltd. (Windsor, Ontario, Canada)). The powder size is described with a D10 value of 13.29 microns, a D50 value of 25.35 microns and a D90 value of 49.58 microns. Figure 2 presents a Scanning Electron Microscopy (SEM) image of the powder where elongated, non-spherical particle geometry is noted.

![Figure 2. Scanning Electron Microscopy image of as-received pure aluminum powder](image)

**Test Sample Preparation** Fins were produced on 5.1 cm by 5.1 cm aluminum substrates (Al6061 T6). These substrates were cleaned and degreased using acetone after being cut to size. No further surface preparation steps were performed. To ensure production consistency, samples were produced taller than the target height and then ground down to the target height using a conventional sanding belt.
with 320 grit sandpaper and water as coolant. This process yielded fins such as those presented in Fig. 3. No other type of post-treatment of the sprayed samples was performed.

![Ground fin array](image)

**Figure 3. Ground fin array**

**TESTING PROCEDURE**

**Performance Test Apparatus** Performance of the various fin arrays produced was assessed using an in-house heat transfer and pressure drop test apparatus. A schematic of the apparatus is shown in Fig. 4.

![Diagram of test apparatus](image)

**Figure 4. Schematic of test apparatus**

The main components of this apparatus are the test section, the heating pad, the air supply and the data acquisition system. The air is supplied by a compressed air line equipped with a filter and dehumidifier to obtain dry room temperature air, free of oil contaminations. The air inlet flow rate is controlled by a needle valve and is measured with a flow meter. This air is smoothly expanded by a diffuser into a rectangular channel equipped with a honeycomb flow straightener. This rectangular channel is 51 mm wide by 457 mm long, with the top and bottom plates made of acrylic. These plates are spaced apart using a rectangular rubber gasket, which is compressed to ensure there is no clearance between the fins and the shroud surface. These gaskets also ensure that the joint is leak-proof. A length of unobstructed flow after the honeycomb flow straightener ensures that the fluid is fully developed hydrodynamically.
before reaching the test section for the given hydraulic diameter and Reynolds number [Incropera et al. 2006]. The test sample is subjected to a constant heat flux provided by a strip heater. A conduction block is used to ensure that heat is evenly distributed onto the substrate’s surface.

A differential pressure measurement taps are located 12.7 mm on either sides of the test section. Two thermocouples are located 6 mm upstream and downstream of the test section at mid-height to record the fluid’s local average temperature. Four thermocouples are attached to the fin array’s base, with two on the side facing the incoming flow, and two more on the side facing the exiting flow. On each of these faces, one thermocouple is located in the middle of the width of the base, while the other thermocouple is located 6 mm from the wall. All the thermocouples used are T-type, butt-bonded, 32 gauge thermocouples. Radiative heat transfer losses are neglected since they account for less than 0.5% of the total heat input under similar testing conditions [Naik et al. 1987, Hwang et al. 1995].

Heat Transfer and Pressure Loss Testing Procedure  All measurements were performed at steady-state and were repeated until statistical significance was achieved. Heat transfer data samples were taken at 2 Hz over a 30 second interval. For both types of tests, five sets of data samples were recorded for each flow rate tested. Measurements were taken at flow rates varying between 20 and 70 SLPM, which corresponds to Reynolds numbers varying from 200 to 4000 depending on sample geometry. Deviation of the measurements from the mean value was less than 5%, which led to error bars that were smaller than the markers. Since the error bars were not visible, they were not included in the corresponding figures. A detailed description of the apparatus’ accuracy and of the instrument’s uncertainties is given in Cormier et al. [2013].

Data Analysis Method  To analyze the raw data obtained, flow conditions are expressed using the Reynolds number based on the flow hydraulic diameter, which is given by:

\[
Re_{Dh} = \frac{\rho U_{max} D_h}{\mu}
\]  

(1)

Where \(\rho\) is the fluid’s density, \(U_{max}\) is the maximal fluid velocity in the fin array, \(D_h\) is the hydraulic diameter of the fin array flow passage and \(\mu\) is the fluid’s dynamic viscosity. The variable \(D_h\) is given by:

\[
D_h = \frac{4 \cdot A_{flow}}{P_{flow}}
\]  

(2)

where \(A_{flow}\) and \(P_{flow}\) are the flow channel’s face area and perimeter, respectively.

The thermal conductance can be calculated using:

\[
UA = \frac{1}{R_{eq}} = h \cdot A_{tot} \cdot \eta_o
\]  

(3)

where \(R_{eq}\) is the thermal circuit’s equivalent resistance, \(h\) is the convective heat transfer coefficient, \(\eta_o\) is the overall surface efficiency and \(A_{tot}\) is the total heat transfer area of the exposed fin and base.
surface. The overall surface efficiency is calculated using the procedure detailed in Incropera’s work [2006]. More details can be found elsewhere [Cormier et al. 2013, Dupuis et al. 2014].

The fin array’s convective heat transfer coefficient and Nusselt number are calculated using the following relations:

\[ h = \frac{q}{\Delta T_{im} A_{tot} \eta_o} \]  

\[ Nu_{DH} = \frac{h \cdot D_h}{k_f} \]  

In these equations, \( k_f \) is the thermal conductivity of the fluid, \( q \) is the heating rate and \( \Delta T_{im} \) is the log-mean temperature difference between the fluid and the fin array. The log-mean temperature difference is calculated with:

\[ \Delta T_{im} = \frac{\Delta T_1 - \Delta T_2}{\ln(\Delta T_1 / \Delta T_2)} \]  

where \( \Delta T_1 \) and \( \Delta T_2 \) are the temperature difference between the fin surface and the flow at the inlet and outlet, respectively. The total heat input rate to the system is calculated using:

\[ q = \dot{M} \cdot (T_{out} - T_{in}) \cdot c_p \]  

where \( \dot{M} \) is the fluid mass flow rate, \( (T_{out} - T_{in}) \) is the fluid temperature difference between the entrance and the exit of the test section, \( c_p \) is the fluid’s thermal capacitance.

To determine which fin array transfers heat more efficiently, an efficiency indicator must be selected. Based on the literature review performed, the method proposed in Sahiti’s work [2005] was selected. This method is based on plotting the thermal and hydrodynamic data as a curve of thermal conductance as a function of the required pumping power for different flow conditions. This yields curves which can be directly compared one to another, with the most efficient fin array having a higher thermal conductance at a given pumping power. The pumping power for a given pressure loss was calculated according to Sahiti’s definition [2006]:

\[ e = \frac{\dot{V} \cdot \Delta P_{fin}}{\eta} \]  

In the previous relation, \( e \) is the pumping power, \( \dot{V} \) is the volumetric flow rate of the fluid while \( \eta \) is the fan efficiency which was selected to be 0.8 [Sahiti 2006]. The pumping power is divided either by the fin array base (subscript b) to yield the pumping power per unit area or by the volume (subscript v) of the fin array to obtain the pumping power per unit volume.
For tube banks, the dimensionless pitch $p_{\text{mean}}$ is defined as the ratio of fin spacing to fin size. This is described in Incropera’s work [2006], and adapted for the pyramidal geometry in the following manner:

$$p_{\text{mean}} = \frac{D_{\text{mean}} + S}{D_{\text{mean}}} \quad (9)$$

where $D_{\text{mean}}$ is the average fin base and $S$ is the fin spacing, as shown in Fig. 5.

![Diagram showing important geometric parameters](image)

Figure 5. Important geometric parameters

**EXPERIMENTAL RESULTS**

**Heat Transfer Efficiency of Pyramidal Pin Fins**  The first effect characterized was varying the height of the pyramidal fin samples. For this study, samples ranging from 1.0 to 2.0 mm heights were tested at a fin density of 12 fins per inch. The geometric data for these samples can be found in Table 1, with the prefix H designating that the sample was used for the height study and the numerical value besides it indicating the sample height in mm. These values were obtained using a VHX-2000 depth of field microscope (Keyence, Mississauga, Ontario, Canada).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Hydraulic Diameter (mm)</th>
<th>$D_{\text{mean}}$ (mm)</th>
<th>$H/D_{\text{mean}}$ ratio</th>
<th>Total Heat Transfer Area ($mm^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1.0</td>
<td>1.02</td>
<td>0.81</td>
<td>1.24</td>
<td>3637</td>
</tr>
<tr>
<td>H1.2</td>
<td>1.19</td>
<td>1.56</td>
<td>0.77</td>
<td>3834</td>
</tr>
<tr>
<td>H1.4</td>
<td>1.30</td>
<td>1.83</td>
<td>0.76</td>
<td>4128</td>
</tr>
<tr>
<td>H1.6</td>
<td>1.24</td>
<td>1.53</td>
<td>1.05</td>
<td>5184</td>
</tr>
<tr>
<td>H1.8</td>
<td>1.35</td>
<td>1.84</td>
<td>0.98</td>
<td>5389</td>
</tr>
<tr>
<td>H2.0</td>
<td>1.45</td>
<td>2.20</td>
<td>0.91</td>
<td>5525</td>
</tr>
</tbody>
</table>
The fin array area based heat transfer efficiency is shown in Fig. 6(a), where it can be seen that increasing fin height yields a better performance but that the gains in performance tend to be minimal past a fin height of 1.6 mm. This conclusion is especially useful when designing heat sinks where the most important size parameter is the footprint area. However, Fig. 6(b) shows that when the fin array volume is taken into consideration, the pyramidal fins have a similar performance over the range of pumping powers tested, except for the H1.0 sample which has a slightly lower performance than its higher counterparts. The mechanism behind these trends is hypothesized to be due to the flow structure and the size of the recirculation zones behind the fins.

Figure 6. Heat transfer surface efficiency comparison for the height effect based on (a) footprint area; (b) volume
The second parameter that has been studied is the fin density. Samples were produced with 12, 16, 20 and 24 fins per inch at a height of 1.0 mm and are designated by the prefix FD followed by the fin density value. The geometric characteristics of these samples are given in Table 2 while Fig. 7 presents the volume based thermal efficiency of these samples. It can be noted that there is a large difference in heat transfer efficiency between the 12 fin per inch sample and the other samples. This difference is mostly due to the higher thermal conductance of the denser samples, offset by a small increase in the pressure loss. This increase in thermal conductance is explained by the increase in available heat transfer area since the FD16, FD20 and the FD24 samples have very similar heat transfer efficiency, with a maximal difference of 10% over the range of flow rates tested.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Hydraulic Diameter (mm)</th>
<th>$D_{mean}$ (mm)</th>
<th>$H/D_{mean}$ ratio</th>
<th>Total Heat Transfer Area (mm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FD12</td>
<td>1.02</td>
<td>0.81</td>
<td>1.24</td>
<td>3637</td>
</tr>
<tr>
<td>FD16</td>
<td>0.90</td>
<td>0.72</td>
<td>1.38</td>
<td>4570</td>
</tr>
<tr>
<td>FD20</td>
<td>0.73</td>
<td>0.66</td>
<td>1.51</td>
<td>5524</td>
</tr>
<tr>
<td>FD24</td>
<td>0.66</td>
<td>0.55</td>
<td>1.81</td>
<td>6346</td>
</tr>
</tbody>
</table>

Figure 7. Volume based heat transfer surface efficiency comparison for the fin density effect.
Performance Comparison with Rectangular Fins  The thermal performance of pyramidal pin fins was compared to that of plain rectangular fins. The geometric data for the samples tested is presented in Table 3. In this table, the prefix SC designates a plain rectangular (straight cut) fin sample, while the prefix PY designates a pyramidal fin sample. For the first 3 samples, the numbers represent the height of the sample with 12 fins per inch, while for the next four, these numbers represent fin densities in fins per inch with a fin height of 1 mm.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Hydraulic Diameter (mm)</th>
<th>$D_{\text{mean}}$ (mm)</th>
<th>$H/D_{\text{mean}}$ ratio</th>
<th>$P_{\text{mean}}$</th>
<th>Total Heat Transfer Area ($\text{mm}^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC1.3-1</td>
<td>1.33</td>
<td>0.76</td>
<td>1.71</td>
<td>2.8</td>
<td>4759</td>
</tr>
<tr>
<td>SC1.3-2</td>
<td>1.37</td>
<td>0.66</td>
<td>1.97</td>
<td>3.2</td>
<td>4864</td>
</tr>
<tr>
<td>PY1.3</td>
<td>1.33</td>
<td>0.61</td>
<td>2.12</td>
<td>3.2</td>
<td>4044</td>
</tr>
<tr>
<td>SC12</td>
<td>0.94</td>
<td>1.22</td>
<td>0.81</td>
<td>1.7</td>
<td>3478</td>
</tr>
<tr>
<td>SC24</td>
<td>0.78</td>
<td>0.39</td>
<td>2.63</td>
<td>2.7</td>
<td>6393</td>
</tr>
<tr>
<td>FD12</td>
<td>1.02</td>
<td>0.81</td>
<td>1.24</td>
<td>1.9</td>
<td>3637</td>
</tr>
<tr>
<td>FD24</td>
<td>0.66</td>
<td>0.55</td>
<td>1.81</td>
<td>1.9</td>
<td>6346</td>
</tr>
</tbody>
</table>

The first comparison is shown in Fig. 8(a), between the sample PY1.3 and the samples SC1.3-1 and SC1.3-2. It is to be noted that the rectangular fin samples respectively have the same hydraulic diameter (SC1.3-1) and the same mean pitch (SC1.3-2) as the pyramidal fin sample, with all three samples having a fin density of 12 fins per inch with a height of 1.3 mm. From this figure, it can be seen that the PY1.3 sample is more efficient than the plain fin arrays over the range of pumping powers studied. Although the straight fins have a much lower pressure loss than the pyramidal fin array, their lower thermal conductance result in pyramidal pin fin samples having a better overall thermal efficiency. This fact is supported by Fig. 8(b), which shows the convective coefficients of these samples. Pin fins have a much higher convective coefficient at a given flow rate, especially at Reynolds numbers higher than 1000. This agrees with the theory advanced by Žukauskas [1972] for banks of tubes. According to his work, a laminar regime can be identified from very low Reynolds to approximately 1000 $Re_{Dh}$, where the flow is dominantly laminar with large scale recirculation regions behind the fins while the sub-critical regime would start near 500 $Re_{Dh}$ and extend to 200 000 $Re_{Dh}$, with the flow structure being largely laminar but becoming increasingly turbulent, especially in the fin’s wake. This theory explains why there is a larger performance gain in the sub-critical regime when using pin fins compared to rectangular fins.

The next comparison is between rectangular and pyramidal fin array samples at 1.0 mm height for both 12 and 24 fins per inch. From Fig. 9(a), it can be noted that the 12 fin per inch pin fin array outperforms both straight fin samples at pumping powers exceeding 1500 kW/m$^3$. It can be noted that when comparing the pyramidal and rectangular fin samples with similar fin densities, a gain of
approximately 100% in thermal conductance can be observed at the same pumping powers over the domain of the curves. Once again, this performance is explained by the higher convective coefficients attainable by pin fin arrays. As it can be seen in Fig. 9(b), the slope of the convective coefficient as a function of Reynolds number for pin fins is much steeper that it is for the continuous fins studied. Furthermore, at approximately 1000 $Re_{Dh}$, the rectangular fin samples’ slope gradually flattens out while the slope of the pin fin’s slope remains almost constant for the range of Reynolds number tested.

Figure 8. Straight cut comparison with a height of 1.3mm (a) volume based heat transfer surface efficiency; (b) convective coefficient
Figure 9. Straight cut comparison at different fin density (a) volume based heat transfer surface efficiency; (b) convective coefficient

Heat Transfer Correlations for Fin Height and Fin Density To be able to predict the heat transfer performance of fin arrays at various fin heights and fin densities, correlations should ideally be developed using non-dimensional parameters. This would allow one to perform predictive modeling
and to compare different fin array geometries without having to perform an excessive amount of experimental work. In this case, the Nusselt number acts as a dimensionless heat transfer performance scaling parameter. Due to the small number of samples tested, no cross-correlations were produced between the height effect and the fin density effect. Two linearly proportional relationships (regimes) between the Reynolds number and the Nusselt number have been identified. The performance of the H1.0 and the FD12 samples was observed to be different from that of the others in their respective groups and for this reason they have not been included in the correlations. It is hypothesized that this phenomenon is due to differences in the flow structures.

To determine the correlation linking the Nusselt number, fin height and the Reynolds number, the following procedure was used. The average Nusselt value line determined for the sub-critical regime was then reconverted to thermal conductance values with the geometric data to evaluate the error between the correlation and the actual experimental data. A linear regression was found which correlate the results appropriately with error averages of less than 15% for all samples, which validates the proposed approach. This would indicate that using the equation:

\[ N_u_{Dh} = 0.0120 \, Re_{Dh} + 2.8463 \quad \text{for } 750 < Re_{Dh} < 2000 \]  

would appropriately model the thermal performance of 12 fin per inch pyramidal fin arrays with heights varying between 1.2 and 2.0 mm over the range of Reynolds number studied.

A different approach was used to create a correlation between the Nusselt number, Reynolds number and the fin density. The Nusselt number was found to be a quadratic function of the fin density. A correlation was built using first and second order terms for the fin density and a first order term for Reynolds number. Once again, the domain was restricted to the sub-critical regime, since this is the region of interest for pin fins. The correlation and experimental curves are found to have good agreement with the error averages of less than 5% using this approach. The following correlation is then proposed:

\[ N_u_{Dh} = 2.61 \cdot 10^{-5} \, Re_{Dh} \, FD^2 + 0.0171 \, FD^2 - 0.00133 \, Re_{Dh} \, FD - 1.05 \, FD + 0.0238 \, Re_{Dh} + 17.0 \quad \text{for } 750 < Re_{Dh} < 2000 \]  

to appropriately model the thermal performance of 1.0 mm height pyramidal fin arrays over the range of Reynolds number studied for fin densities between 16 and 24 fins per inch.

**SUMMARY AND CONCLUSION**

This work studies the thermal and hydrodynamic performance of various geometries of inline, square base pyramidal fin arrays. Fin densities varying between 12 and 24 fins per inch were tested at 1.0 mm height while other samples were tested at 12 fins per inch with heights varying between 1.0 and 2.4 mm. Heat transfer efficiency comparisons were made between pyramidal fin samples and several configurations of similar geometry plate fin arrays. For both 12 and 24 fins per inch samples, the pin fin arrays outperform their continuous counterpart, especially in the sub-critical regime (at Reynolds numbers exceeding 1000), due to the increased convective coefficient. The 12 fin per inch sample tested at 1.3 mm height also outperformed a 12 fin per inch rectangular fin sample with the same mean
pitch and the another sample with the same hydraulic diameter over the range of Reynolds numbers tested. Correlations were built to describe and predict the performance of these samples with less than 15% error.
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CHAPTER 7    FLOW STRUCTURE ANALYSIS FOR PYRAMIDAL PIN FINS

The focus of the following article was to establish a method to visualize the flow structures found in pyramidal pin fin arrays, with the goal of linking changes in flow structures to the thermal and hydrodynamic performance of such fin arrays. Furthermore, the turbulence intensity of the flow at different locations was evaluated to demonstrate that although the flow is in the sub-critical regime, the perturbations to the flow pattern caused by the fins are non-negligible, even though the large scale flow structures are well established after a few fin columns. Furthermore, after observing the flow structures, a slight misalignment of the axial and transverse flow channel was observed and studied in detail with the use of a CFD model to determine the effect on the thermal and hydrodynamic performance of this misalignment.
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ABSTRACT

The focus of this work is the identification and analysis of the flow structures found in pyramidal pin fin arrays produced using the Masked Cold Gas Dynamic Spraying (MCGDS) additive manufacturing process. The observed flow structures are described, with classic double recirculation patterns being identified. The turbulence intensity levels of the flow in the axial flow channels was measured and it was found that although the flow rates considered in this work correspond to low Reynolds numbers (300–3000), significant turbulence intensity levels are found. Furthermore, these levels increase as the flow progresses downstream, even though the large scale flow structures are well established after a few rows (as little as two in this case). A slight misalignment of the axial and transverse flow channels resulting from imperfections in the masks caused a bypass flow structure to arise in the wake of the pin fins, replacing the double recirculation pattern observed when there is no such misalignment. A CFD model was used to investigate the effect of these misalignments on heat transfer efficiency and predicted that there would be no significant effect in the configurations studied. Finally, this work shows the importance of not only considering the flow structures in the fin's wake, but also the effect of these structures on the turbulence levels of the axial flow channels, which could significantly affect the thermal and hydrodynamic performance.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Increasing heat transfer in many industrial applications has been a major concern over the last 50 years. For example, in the aerospace and the automotive sectors, the use of compact heat exchangers has become widespread. Compact heat exchangers account for approximately 10% of the global heat exchanger market with a growth in sales ten times larger than that of other types of heat exchangers, as a result of the high industrial demand [1]. Indeed, the high surface area to volume ratio that characterizes compact heat exchangers allows this class of heat exchangers to obtain high heat transfer performance while minimizing the amount of space required for this component [2,3]. The drawback of using compact heat exchangers is that the high thermal performance is usually offset by high head losses [2,3]. The development of even more space efficient heat transfer surfaces could also bring significant benefits to the general commercial usage of compact heat exchangers.

To this end, pin fins have replaced traditional continuous fin arrays such as plate or wavy fins in state-of-the-art applications due to the higher volumetric heat transfer rates attainable [3,4]. The increased thermal performance that can be obtained by pin fins is usually partially offset by larger head loss through the fin array, but pin fin arrays typically offer a better overall performance than continuous fin arrays [5–8]. Sahiti et al. [6–8] have demonstrated that pin fins offer the best performance for a given pumping power and heat exchanger volume, when properly designed. This was justified by the fact that using pin fins instead of plate fins does not only increase the available heat transfer area, but also significantly increases the average convective heat transfer coefficient.

Pin fin array performance has been the subject of many studies over the past decades. Sparrow et al. [9,10] and Metzger et al. [11] have extensively studied the heat transfer characteristics of cylindrical pin fins in the inline and staggered configurations, concluding that the pin fin surface convective heat transfer coefficient was approximately 100% larger than that of the end walls. The conventional theory behind this type of heat transfer enhancement by pin fins is that the flow structures on the downstream side of a pin fin consists of a large recirculation zone enhancing the local heat transfer coefficient. This type of fluid motion was studied by
Zukauskas for banks of tubes, who observed and split the flow structures into three flow regimes [5]. The first regime (laminar regime) would extend from very low Reynolds numbers up to 1000, where the flow is dominantly laminar with large scale recirculation regions behind the fins. The second regime (sub-critical regime) would start near Reynolds numbers of 500 and extend to 200,000, with the flow structure being largely laminar but becoming increasingly turbulent in the fin’s wake. The third regime (fully turbulent regime, located at Reynolds numbers higher than 200,000) is where the flow is in a fully turbulent state, with the recirculations behind the fins dissipating into random fluid motion.

Novel methods of producing extended surfaces to increase heat transfer are currently being investigated, such as the creation of compact heat exchangers using metal foam cores [12,13], or by using additive manufacturing principles to simplify the manufacturing of fin arrays with complex geometries. For example, the Cold Gas Dynamic Spray (CGDS, or simply cold spray) process has been identified as a potential candidate for the production of near-net shape pin fin arrays [14–17]. The cold spray process was developed in the late 1980s at the Institute of Theoretical and Applied Mechanics of the Siberian Branch of the Russian Academy of Sciences [18,19]. This process is based on the addition of material to a substrate by the deposition of solid powder particles accelerated by a high pressure carrier gas flowing at supersonic speeds. Upon impact, the particles plastically deform as a result of adiabatic shear instabilities and adhere to the substrate and to the particles that were already deposited, creating dense coatings on the substrate’s surface [20,21]. Using a mask to selectively shield the substrate from deposition, as depicted in Fig. 1, it is possible to create pin fin arrays of various shapes and dimensions. The operating principles of the spray process also encourage preferential build-up of material in the center of the mask openings, allowing the construction of features with tapered cross-sections along their height, such as pyramids or cones, when proper spray parameters are used [14]. The advantages of this new production method are its high productivity rates, combined with the low production costs of such fin arrays and the ease of implantation of this technology. This new fin array production technique yields near-net shape, short (height over base diameter ratio less than 4) pyramidal pin fin arrays that are lighter than constant cross-section fins due to the reduced amount of materials required.

The studies regarding the performance of pin fins described previously focused on pin fin arrays with constant cross-section along the fin height. The characterization of the thermal and hydrodynamic performance of tapered pin fin arrays was performed and reported by the authors in other works [14–16], and show great promise as a economically viable replacement for plate (continuous rectangular) fin arrays. The increase in thermal performance of pyramidal pin fins compared to constant cross-section rectangular fins reported in these works [14–16] was hypothesized to be attributable to the reattachment regions behind the pin fins, similarly to the structures and regimes identified by Zukauskas for regular (non-tapered) pin fins [5], however this has not yet been confirmed experimentally. Given that the increased performance is much larger at higher Reynolds numbers, it was proposed that this is potentially caused by an increased contribution to the total heat transfer due to reattachment structures that are believed to exist behind the pin fins. Another interesting finding is shown in Fig. 2, which presents data previously published by the authors [18], illustrating the typical Nusselt number vs Reynolds number curves for different pyramidal pin fin arrays, where it is possible to observe a change in the slope near $Re_{f0}$ 1000. This slope change occurs at Reynolds numbers in the transition zone from the laminar regime to the sub-critical regime (which are described in detail in Zukauskas’ work [5]). This change in Nusselt number slope is then most likely a flow structure based phenomenon, which could potentially be studied in detail using flow visualization techniques.

Flow structure visualization in heat exchangers using particle image velocimetry (PIV) has been performed by several authors [22–25]. Wen et al. [22] focused on the determination of the effect of the flow structures found in the headers upstream of a plate fin heat exchanger and the consequences of maldistribution of fluid transfer. The authors in other works [14–16], and show great promise as a economically viable replacement for plate (continuous rectangular) fin arrays.

Fig. 1. Schematic of the masking spray process with its resulting pyramidal fin arrays.
on these fin arrays. Jones et al. [23] used micro-particle image velocimetry (μPIV) measurements to examine the flow maldistribution in microchannel heat sinks, which allowed experimentally determining that maldistribution increases drastically as the Reynolds number is increased. Uzol et al. [24] studied both the performance and the flow structures arising from circular and elliptical pin fin arrays and found that the elliptical shaped fins transferred less heat, but did so at a much lower aerodynamic cost, yielding a better overall efficiency than their circular counterpart. This was explained to be due to the early flow separation from the circular pin fin’s surface, which creates a large low velocity wake behind the fin, that has been identified and measured using PIV [25]. Furthermore, the higher levels of turbulent kinetic energy measured in the circular fin’s wake helped explain the increased thermal performance of this type of geometry when compared to ellipses [25].

The focus of this work is to identify and study the fluid motion zones in pyramidal fin arrays using μPIV, in order to better understand the performance curves of such fin arrays. Particular attention is devoted in this study to try to identify if a change in the large scale flow structure or properties in the wake of the fins can be found which could explain the fundamental phenomenon that induces the change of slope of the heat transfer performance curve in the vicinity of $Re_{in} = 1000$ reported previously. Furthermore, the observations made using μPIV will help validate a computational fluid dynamics (CFD) model that serves the purpose of furthering the understanding of the flow patterns and their associated heat transfer properties. The investigations are focused on a 12 fin per inch sample with a fin height of 1.0 mm and a fin base length of 1.5 mm, in both axial and transverse flow directions.

2. Characteristics of the heat exchanger samples

2.1. Masked CGDS fin production technique

The technique used to create square based pyramidal fin arrays using cold spray is shown in Fig. 1. This additive manufacturing method consists of shielding parts of the substrate from the deposition of the particles accelerated by the cold spray nozzle by selectively masking the substrate, which allows the user to build features of various shapes and dimensions. The operating principles of the spray process also encourage preferential build-up of material in the center of the mask openings, allowing the construction of features with tapered cross-sections along their height, such as pyramids or cones, when proper spray parameters are used [14]. Commercially available, plain woven, steel wire meshes (McMaster-Carr, Aurora, OH, USA) were used as masks to produce square based pyramidal fin arrays, such as those presented in the detail of Fig. 1. These fin arrays closely mimic the reversed geometry of the chosen wire mesh, with peaks aligning with the holes of the screened area. Cold spray parameters were chosen to ensure that the deposited geometry is as close to the idealized geometry as possible.

A commercial SST series EP cold spray apparatus (Centerline (Windsor) Ltd., Windsor, ON, Canada) was used in conjunction with the process described previously to produce the fin arrays for this work. The carrier gas used in this work is commercially pure nitrogen, with a nozzle inlet pressure of 1.7 Mpa and a nozzle inlet temperature of 350 °C. The feedstock powder material used is commercially pure aluminum (99.8% Al, Centerline (Windsor) Ltd., Windsor, ON, Canada) with an elongated shape and a mean particle diameter of 25 μm. Details regarding this feedstock powder are available elsewhere [12].

2.2. Test sample preparation and geometry evaluation

Fins were sprayed on Al6061 T6 aluminum substrates (Metal Supermarkets, Ottawa, ON, Canada) with dimensions of 7 mm by 51 mm (3 fin rows by 24 fin columns). The substrates were cleaned and degreased using acetone after being cut to size. No further surface preparation step was performed. The top of the pyramids were ground using a Tegra Pol circular polishing machine (Struers, Ballerup, Denmark) with 120 grit silicon oxide sandpaper to ensure fin height consistency and shroud sealing, as described in Dupuis et al. [15].
The detailed geometry measurements were obtained using a depth of field microscope (Keyence model VHX-2000, Mississauga, Ontario, Canada) which allows building three dimensional images of the given samples. Ten fin specimen were measured and average values with the associated standard deviations were reported for the relevant measurements.

3. Testing procedure

3.1. µPIV apparatus and equipment

A commercial µPIV Flowmaster3 apparatus (LaVision, Goettingen, Germany) was used to capture the flow structures using a cross-correlation algorithm. The pin fin array sample was mounted in an aluminum sample holder equipped with a transparent polycarbonate viewing window, built at the University of Ottawa, A 1/25 hp centrifugal pump (The Pump House, Ottawa, ON, Canada) was used to pump the fluorescent polyester particle doped water through the system. A high-accuracy flow meter (McMaster-Carr, Aurora, OH, USA) equipped with a valve was used to adjust the flow rates between 2 and 8 ml/s, which corresponds to Reynolds numbers varying between 500 and 2000. Schematics of the apparatus are shown in Figs. 3 and 4.

The camera used to record the visual information is a double pulsed CCD camera equipped with a microscope to condition the incoming light. It has a 5 Hz frame rate with a minimal time interval of 0.5 μs between two successive exposures. The camera offers a resolution of 1376 × 1040 pixels with an exposure plate of 8.9 × 6.7 mm and was used in conjunction with a long working distance microscope objective lens with 5× magnification. This yielded a pixel width of 1.31 μm and a depth of field of 28 μm.

The laser source used for sample illumination is a double pulsed Nd:YAG laser used in conjunction with a dichroic filter, which only allows green light (λ = 532 nm) towards the sample and the red light (λ = 650 nm) that is emitted by the fluorescent tracer particles back to the camera. The laser pulses are collinear and produce a full volume illumination in the test section, which causes the depth of focus to be solely a function of the microscope optics. The laser pulse delay between successive exposures was adjusted to maintain particle displacements of five to ten pixels for the bulk of the fluid in each measurement zone, as the local fluid velocity distribution varied significantly at a given Reynolds number.

The tracer particles used were Fluoro-Max red particles (Fisher, Walhamb, MA, USA) with a particle diameter of 0.8 μm. These polystyrene particles have a density of 1.05 g/cm³ and a refractive index of 1.59 for 589 nm wavelength light at 298 K. This particle size, used in conjunction with the aforementioned lens, yielded a depth of correlation of 27 μm [26,27].

The PIV images were taken at a 100 μm intervals one from another, depth-wise (Fig. 5(a)). These data were used to reconstruct a stepped profile of the fluid flow at three areas on the fin array deemed to be critical: between two columns of fins (Fig. 5 (b) region i), at the junction of a longitudinal and a transverse flow channel (at the corner of four fins, Fig. 5(b) region ii) and in a longitudinal flow channel (Fig. 5(b) region iii). Due to the high background intensity near the viewing window and the base of the fins, data was collected 200 microns offset from each of these surfaces. Sets of 100 pairs of images were taken for each measurement height to determine reliable averages and root mean square (RMS) values of the velocity and its fluctuations, respectively.

3.2. Image post-processing

The raw image pairs in a set were first averaged to obtain a picture of the background. The averaged picture was then subtracted from the raw images, yielding images that contained only the position of particles, with the background intensity removed. These images were then post-processed using Flowmaster’s standard PIV cross-correlation algorithm, using a two-step process in which the interrogation window size is reduced from 64 × 64 pixels to 32 × 32 pixels, both with 0% overlap. Spurious vectors were then removed using the software’s built-in vector filter function. The image sets were then processed to create maps of average velocity, velocity fluctuation RMS and turbulence intensity.

3.3. Data reduction

The Reynolds number was calculated according to the following relation:

$$R_{el} = \frac{\rho u_{max} D_h}{\mu}$$  \hspace{1cm} (1)

where ρ is the fluid’s density, utmax is the maximal fluid velocity in the fin array, D_h is the hydraulic diameter of the fin array flow passage and μ is the fluid’s dynamic viscosity. For the works related to pyramidal fins [14–17], the characteristic length was chosen to be the hydraulic diameter, as the fin array geometry promotes structures typical of internal flows. Indeed, due to the small size of the passages, the boundary layer growth and coalescence in this type of fin array is more akin to that of internal flows than to external flows. The variable D_h is given by:

$$D_h = \frac{4 \cdot A_{flow}}{N_{flow}}$$  \hspace{1cm} (2)

where A_flow and N_flow are the flow channel’s face area and perimeter, respectively.

The turbulence intensity (I) of the flow was computed as:
\[ I = \frac{U'}{U} \]  

where \( U' \) denotes the RMS of the velocity fluctuations in time and \( U \) represents the mean velocity.

4. CFD model details

A computational model was developed to complement the experimental studies and to evaluate how the flow structures observed experimentally for geometrically imperfect fins (rough and rounded fins produced by cold spray) differ from pin fin arrays with idealized geometries. The model was also used to evaluate the potential effects of these imperfections on the fin array performance. This model was constructed using commercial CFD software: Gambit was used to create the domain geometry and mesh, while Fluent was used to solve the mass, momentum and energy equations in a coupled semi-implicit scheme (SIMPLE) for steady-state, incompressible fluid flow. The Reynolds Averaged Navier-Stokes (RANS) equations approach was used to model the turbulent behavior of the flow, using the realizable k-\( \varepsilon \) turbulence equations for three different mass flow rates (0.00136, 0.00272 and 0.00550 kg/s), which correspond to Reynolds numbers of 500, 1000 and 2000. Although the Reynolds numbers involved potentially lie in the sub-critical regime, the use of a turbulence model (instead of a purely laminar model) is warranted due to the complexity of the expected flow structures and the non-negligible presence of turbulence, as demonstrated in the literature [28,29]. Furthermore, as it will be shown in Section 5.3, the turbulence intensity levels obtained with the simulation cannot be neglected, especially near the surface of the heat transfer enhancing features. Fluent’s standard wall functions were selected, as the mesh is sufficiently fine (\( y' = 0.31 \)) to appropriately resolve the near-wall features of the flow. Radiative heat transfer was neglected due to the fact that it accounted for much less than 0.1% of the total heat transfer during the grid independence test (described in the following paragraph). The influence of gravity was neglected due to the fact that forced convection largely dominates free convection, in this case.

The three dimensional solution domain is separated into a solid zone (pin fins) and a fluid zone (flow), with the fluid zone meshed with unstructured tetrahedral mesh and the solid zone meshed with hexahedral element dominated mesh. The solid zone mesh point density was set at 20 points per edge, while the fluid zone was set to 50 mesh points per edge. A schematic of the computational domain is shown in Fig. 6(a) and the boundary conditions applied to the different surfaces are summarized in Table 1. To model the heat transfer, a constant wall surface temperature of 360 K and a fluid inlet temperature of 300 K were selected to reflect typical temperature differences observed experimentally by the authors [14–17]. For the purpose of simplicity, the fin surface walls were treated as smooth conductive surfaces in the solid zone, while the bounding walls were considered to be smooth, adiabatic surfaces. The model has the same width as the experimental samples, but has a reduced length, to save computational time. This reduction in domain length can be achieved as it was observed experimentally that the large scale recirculation structures do not vary significantly as the number of rows increases. The dimensions used for the pyramids and passage width reflect the average measured dimensions of the specimens used for the \( \mu \)PIV study which are presented in Section 5.1. Fig. 6(b) shows a second computational domain that was used for modeling, with the main difference being that the middle row of the fin array has transverse flow passages at an 85° angle with the axial flow passages (instead of being purely perpendicular), following observations which are detailed in Section 5. A grid independency test was performed and it was determined that 507 275 cells yielded satisfactory results while not being too expensive on computational time. Calculations were conducted until the absolute residuals were evaluated to be less than \( 10^{-6} \), at which point the solution was considered to have reached convergence. Temperature and pressure were also monitored at the outlet to ensure that their value had reached a steady value that did not change with further iterations.

The heat transfer performance of the fin arrays under the different simulation conditions was assessed by setting the bottom surface (base of the fin array and base of the fluid passages) to a fixed temperature of 360 K, and evaluating the total heat output by the system (Q) using the following equation

\[ Q = m \cdot C_p \cdot (T_{in} - T_{in, average}) \]

In this equation, \( m \) represents the mass flow rate, \( C_p \) is the thermal capacitance of the fluid while \( T_{in} \) and \( T_{in, average} \) are the mass-weighted average temperatures of the fluid at the inlet and outlet, respectively. This criterion accurately reflects the thermal conductance (UA), which is calculated in its most basic form using the following relation.

\[ UA = \frac{Q}{\Delta T_{LM}} \]

In the previous equation, \( \Delta T_{LM} \) represents the log-mean temperature difference between the fluid and the solid surface which can be calculated with:

\[ \Delta T_{LM} = \frac{\Delta T_1 - \Delta T_2}{\ln \left( \frac{\Delta T_1}{\Delta T_2} \right)} \]
where $\Delta T_1$ and $\Delta T_2$ are the temperature difference between the fin surface and the fluid at the inlet and outlet respectively. In this case, by imposing the temperature of the fluid at the inlet and the base temperature at both the inlet and the outlet, one solely needs to evaluate the heat output to accurately predict the gain in thermal conductance.

5. Results

5.1. Test sample geometric data

Fig. 7 shows the nomenclature used with regards to the locations of the $\mu$PIV data collection zones on the fin array sample, as well as identifying the terms "fin row" to the axial alignment of fins and "fin column" to the alignment transverse to the flow direction. Table 2 presents the average geometric data of the fin pin arrays used in this work, which served for the elaboration of the CFD model domain.

The pin fins produced using masked CGDS do not have an idealized geometry due to the nature of the deposition process. Slight variations in the particle speed or in the mask geometry and weave can yield macroscopic differences in the actual shape and roughness of the resulting pin fins in the array, Fig. 8 shows a typical cross-section profile of a pyramid produced using this process. One of the important differences between the actual geometry and the modeled geometry, aside from the general shape, is the presence of roughness on the fin surface. This factor can affect the turbulence intensity levels measured, compared to smooth pyramids with idealized geometry.

5.2. $\mu$PIV results

The particle image velocimetry experiments yielded information on the large scale flow structures encountered in pyramidal pin fin arrays. The average velocity in the axial flow channels measured for the different Reynolds numbers is 0.37, 0.75 and 1.55 m/s, respectively. Relatively large stable flow zones were identified in the axial flow channels A and B, especially at the data collection zones 7 and 10, as shown in Fig. 9. The data is presented alternatively from zones 7 and 10 to demonstrate the similarity between the flow patterns encountered in these two zones. As expected, the maximal fluid velocity is found near the center of the flow channels and boundary layer effects can easily be observed. The locations at the corner of four fins (zones 5, 6, 8 and 9 from Fig. 7) exhibit fluid entering and exiting the transverse flow.

Table 1: Surface boundary conditions for Fluent model.

<table>
<thead>
<tr>
<th>Surfaces</th>
<th>Boundary condition</th>
<th>Comment/values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet</td>
<td>Mass flow inlet</td>
<td>Flow normal to surface, turbulence intensity specified at 5% with hydraulic diameter of 1.019 mm, flow rate dependent on target Reynolds number, fluid temperature of 300 K</td>
</tr>
<tr>
<td>Outlet</td>
<td>Outflow</td>
<td>No outlet specifications</td>
</tr>
<tr>
<td>Top, sides</td>
<td>Wall</td>
<td>Adiabatic, no-slip</td>
</tr>
<tr>
<td>Flow channel bottom, pyramid bottom</td>
<td>Wall</td>
<td>Constant surface temperature (T = 360 K), no slip</td>
</tr>
<tr>
<td>Pyramid surfaces</td>
<td>Wall</td>
<td>Conductive, no-slip</td>
</tr>
</tbody>
</table>

Table 2: Pyramid pin array measured geometric data.

<table>
<thead>
<tr>
<th>Fin height (mm)</th>
<th>Base (mm)</th>
<th>Base angle (°)</th>
<th>Hydraulic diameter (mm)</th>
<th>Flow area (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>978 ± 65</td>
<td>1477 ± 31</td>
<td>58.4 ± 1.0</td>
<td>1018 ± 86</td>
<td>1.22 ± 0.08</td>
</tr>
</tbody>
</table>

Fig. 7. Nomenclature of the $\mu$PIV measurement locations (zones) along the fin array. Flow direction is from right to left.
This is illustrated in Fig. 10, where the influence of the transverse flow on the fluid motion in the axial channel can be observed. This is most evident at the junction between these flow channels, where the fluid motion either to or from the transverse flow channel widens or constricts the higher velocity portion of the fluid structure and the position of maximum velocity, respectively. This type of effect, combined with the increased instability it causes, can potentially increase the local heat transfer coefficient and the amount of fluid mixing, which could consequently increase the amount of heat transfer that occurs in the axial flow channels. Once again, the data presented in Fig. 10 is alternatively taken from zones 5, 8 and 9 to present the similarities in the flow structures observed between the four zones aforementioned. This also seems to indicate that the global flow structure reaches a fully developed state quite rapidly, after the first or second column.

The average velocity as a function of height in the axial flow channels are plotted for the three Reynolds numbers tested in Fig. 11. In this case, the curves presented are the average of all the velocity values obtained from zones 5 through 10. The three curves produced exhibit the expected velocity profiles for fins with cross-sections tapered along their height and bounded by a solid wall at the bottom and top. They present a parabolic profile, with the highest average velocity values slightly skewed towards the top of the fins where the free stream zone is largest. These shapes are consistent along the flow channel length, as supported by Fig. 12, which shows the normalized average velocity as a function of height for data collection zones 5 through 10 at a Reynolds number of 2000. The curves for the other Reynolds numbers are not shown for the sake of simplicity, but exhibit a very similar behavior. It is important to note that the low velocity values noted for zones 7 and 8 near the bottom of the channel are attributed to noise caused by the background intensity leftover after the application of the data filter. This residual noise caused dark zones in certain images, which skewed the results to lower the average velocity measurements. The use of this data is warranted, despite the measurement artifacts, to illustrate the similarities between the profiles obtained at the different data collection zones.

The turbulence intensity in the axial flow channels was measured at locations 5 through 10 for the three different Reynolds numbers tested, and are presented in Table 3. The first observation
that can be made is that the turbulence intensity values between zone 5 and 6 are similar, which is expected as there should be no significant differences in the turbulence intensity between channels A and B. It is possible to note that the average turbulence intensity for zones 8 and 9 (junction zones) are higher than those for their axial zone counterparts (locations 7 and 10), which is attributed to the influence of the flow structures in the fin wake affecting in a measurable manner the fluctuation of the flow at the channel junctions. Furthermore, the average turbulence intensity increases for locations downstream of the first measurements zones (9 compared to 5 and 8 compared to 6), which indicates that the disturbances in fluid motion stack increasingly as the fluid flows downstream, increasing faster than the dissipation rate. These increases in the turbulence intensity as the fluid moves downstream are expected to contribute to increasing the local convective coefficient of the fin array, thus promoting heat transfer. Another interesting conclusion is that the data presented in Table 3 may explain why there is a change in the Nusselt number slope for pyramidal fin arrays such as the one under scrutiny in this work. One can refer back to Fig. 1 which illustrates a change in the slope.
near Re 1000, that can be observed in typical Nusselt number vs Reynolds number curves for different pyramidal pin fin arrays. The initial increase in turbulence intensity measurements obtained by μPIV from Re 500 to Re 1000 and its subsequent decrease between Re 1000 and Re 2000 (Table 3) could explain why the slope of the Nusselt number (or convective coefficient) is steeper between the first two values than between the second and third values of Reynolds number. Of course, these observations are insufficient to establish a definitive relationship between the cause and the effect, but may serve as a starting point for future research into this type of slope transition and the factors affecting this transition.

The region between two columns of fins is of particular interest (zones 1 through 4), due to the widespread belief that it is the main heat transfer enhancing feature of pin fins when compared to continuous fins. It is also reported in the literature [24,25,30-33]

Table 4
Fin flow passage tilt data measured by optical microscopy.

<table>
<thead>
<tr>
<th>Tilt direction</th>
<th>Number of passages affected</th>
<th>Average tilt angle [°]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orientation A</td>
<td>6</td>
<td>5.3 ± 2.7</td>
</tr>
<tr>
<td>Orientation B</td>
<td>10</td>
<td>5.6 ± 2.3</td>
</tr>
<tr>
<td>No tilt</td>
<td>7</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Fig. 13.** Double recirculation flow structures observed experimentally between fin columns at the mid-height plane at (a) Re 500 and (b) Re 2000 (taken at zone 2).

**Fig. 14.** Bypass flow structures observed experimentally between fin columns at the mid-height plane at (a) Re 500 and (b) Re 2000 (taken at zone 3).
that the flow structures at low Reynolds number between columns of conventional pin fins (pin fins with the same cross-section along their height) is that of double recirculations with laminar flow bounding those recirculations in the axial flow channels. This type of flow structure is also observed in pyramidal fin arrays, as can be seen in Fig. 13(a) and (b), where a double recirculation structure in the fin's wake, bounded by stable flow in the axial flow channel, can be observed. These findings are consistent with the theory outlined by Žukauskas for banks of tubes, which was discussed in Section 1. A notable feature of the double recirculation structure observed for the pyramidal pin fins is that a portion of the fluid is fed out of plane (either towards the base or the top of the fin), which can be deduced by noticing the local acceleration or deceleration (in-plane) of the fluid in a given area (acceleration near the point where the recirculating flows combine, and deceleration as it approaches the fin's downstream surface). Since the flow is incompressible, for the continuity equation to be satisfied, it must then follow that the in-plane acceleration must be compensated by an out-of-plane fluid motion. This type of motion is also observed in the simulation, and is further discussed in Section 5.3. Although the double recirculation flow structure can be encountered in any column of the fin array, it is only observed infrequently. The typical
flow structure observed is presented in Fig. 14, where a significant amount of fluid is fed from one flow channel to the other between fin columns, with the presence of a single recirculation. A portion of fluid moves out of plane, which can once again be inferred from the deceleration of the fluid near the fin's downstream wall. This type of flow structure should not arise from fin arrays with idealized geometry, regardless of whether the fin is tapered along the height or not. Fins with idealized geometries are, by definition, produced to be completely symmetrical from one row to another. It would then be illogical for fluid to bypass from one flow channel to the other, as both would have the same pressure losses along their length. The fins which yielded this type of flow structure, however, were tilted either to one side or to the other. Table 4 presents the observations made regarding the tilt direction, with the number of passages affected and the average tilt angle reported (the tilt directions are shown in Fig. 15). It is interesting to note that consecutive fins are always tilted in the same direction, indicating that the imperfections in the tilt angle of the pin fin array is not due to the spray process itself but rather to the weave of the wire mesh mask used to produce this type of fin array. The small bends that must be made to weave a wire around another may explain the observed tilts. With a strict control of the mask production technique, it is then believed that these imperfections could be controlled. The bypass observed must then be due to irregularities in the geometry of the fin array, such as those presented in Fig. 15. It is unclear whether this phenomenon assists or hinders the heat transfer performance of pyramidal pin fins solely using the data provided by µPIV. Consequently, this factor has been investigated using numerical simulation, as presented in the following section.

5.3. CFD model results

The CFD model provides valuable heat transfer performance data prediction on the flow structures observed with the µPIV apparatus for both straight and tilted fins, regardless of their lack of roughness or shape imperfections. The fluid velocity profile along the height of the axial flow channels observed experimentally was also observed in the simulation, where the location of maximum velocity is found at midheight with the velocity profile skewed to higher velocities near the top of the channel, as shown in Fig. 16.

The flow structures between columns of fins previously described in Section 5.2 are also encountered with the CFD model. The flow in the axial flow channels is laminar, with small amounts of fluid entering and exiting the transverse flow channels. When the fins are arranged with perfectly perpendicular flow channels, the double recirculation pattern is observed (Fig. 17(a) and (b)) between two columns of fins. Conversely, when there is a small angle between the flow channel's perpendicularly 5° offset, bypass flow can be observed (Fig. 18(a) and (b), with a detail view shown in (c)). These observations were made in the three cases tested, at Reynolds numbers of 500, 1000 and 2000. Additionally, the significant portion of out of plane motion discussed in Section 5.2 can be observed in the model (an example of this can be found in Fig. 19). On the leading edge of the fins, the fluid follows the pyramid's taper towards the top of the flow channel, with a smaller amount of fluid fed towards the top from the trailing edge. To satisfy the contiguity equation, some fluid motion towards the bottom of the flow channel must occur, which is concentrated on the sides of the pyramid in contact with the axial flow channel or in the middle of the recirculation region between fin columns.

The model predicts that there will be no significant enhancement or detriment to the heat transfer performance in having slightly tilted flow passages such as those modeled (with an angle

<table>
<thead>
<tr>
<th>Reynolds</th>
<th>Fin orientation</th>
<th>(\Delta Q_{\text{ax}} / Q_{\text{in}})</th>
<th>(\eta_2)</th>
<th>(\Delta p_{\text{ax}} / \Delta p_{\text{in}})</th>
<th>(\eta_p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>Straight</td>
<td>56.3</td>
<td>-1.07</td>
<td>193</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>Tilted</td>
<td>55.7</td>
<td></td>
<td>194</td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>Straight</td>
<td>78.2</td>
<td>5.88</td>
<td>1689</td>
<td>6.51</td>
</tr>
<tr>
<td></td>
<td>Tilted</td>
<td>82.8</td>
<td></td>
<td>1796</td>
<td></td>
</tr>
</tbody>
</table>
between flow channels of 85° instead of 90°). This performance can be evaluated by calculating the relative increase in heat transfer $\eta_Q$ and the relative increase in pressure loss $\eta_P$:

$$\eta_Q = \frac{\Delta Q_{\text{tilted}} - \Delta Q_{\text{straight}}}{\Delta Q_{\text{straight}}}$$  \hspace{1cm} (7)

and

$$\eta_P = \frac{\Delta P_{\text{tilted}} - \Delta P_{\text{straight}}}{\Delta P_{\text{straight}}}$$  \hspace{1cm} (8)

The results of these calculations are presented in Table 5. Although the increase in heat transfer may reach up to 6% between the tilted fins and straight fins model, it is offset by a similar value of pressure loss increase, effectively yielding no overall performance gain, although the flow structures can differ substantially between the two model geometries.

For both model geometries, the turbulence intensity calculated with the CFD model are lower than those measured with the PIV apparatus, as illustrated in Fig. 20. This discrepancy is most likely attributable to the differences between the smooth, idealized geometry of the model and the rougher geometry of the physical sample. As expected, due to the low Reynolds numbers involved, the axial flow channels have a low level of turbulence. For both configurations, where fluid enters and leaves the transverse flow channel, there is a notable increase in the local turbulence intensity, when compared to that of the free stream (approximately 6% vs 1%), indicating that the fluid motion in the transverse flow channel has a non-negligible effect on the flow structures in the axial flow channels. The magnitude of these variations is similar for both the tilted and straight geometries, indicating that the turbulence levels are not significantly affected by the flow structures themselves, but rather by the amount of fluid flowing in and out of the region between fin columns. In the simulation, the turbulence intensity continually increases with the Reynolds number, which is different than what was observed with the PIV. This discrepancy illustrates that the model cannot yet distinguish all the flow features obtained experimentally, which is most likely attributable to the differences between the modeled fin’s geometry (which is perfectly smooth, with sharp edges and constant slope) and the actual geometry of the pin fins produced using masked CQDS.

The model predicts a roughly even distribution between the heat transferred by the surfaces in contact with the axial flow channel and by those in contact with the transverse flow channel (45% vs 55% of the total heat transfer, respectively), which is believed to be due to the increased turbulence intensity and the presence of large scale recirculations between columns of fins. This indicates that the flow structures in the wake of the pin fins play an important role in the total performance of this type of heat exchanger, as it is a turbulence generator that not only increases the heat transfer in the wake of the fin, but also contributes to increase the turbulence intensity (and as a byproduct the local convective heat transfer coefficient) in the axial flow channel. Furthermore, as discussed earlier, the flow characteristics in the transverse channel significantly affect those in the axial flow channels, both in the experimental (Fig. 10) and the numerical (Figs. 18 and 19) investigations. These conclusions demonstrate the importance of optimizing the flow structures in the wake of the fins to maximize heat transfer, minimize pressure losses and further increase the performance of pyramidal pin fin arrays and help to understand why this type of fin outperforms similar sized plate fin arrays at the same fin density [17].

6. Summary and conclusion

The conclusions reached in this work could be summarized as follows:

1. The velocity profiles obtained by $\mu$PIV match the expected velocity profiles for the flow between pin fins with tapered cross-sections along their height. The turbulence intensity in the axial channels was found to increase significantly as the fluid moves downstream due to the significant turbulence production of the flow structures in the fin’s wake and of the mixing that occurs at the junctions of the axial and transverse flow channels.

2. Trends were found where the turbulence intensity increased up to $\text{Re} \approx 1000$ and then subsequently decreased, which could explain the change in slope of the Nusselt number and convective coefficients of similar pin fin arrays, which was discussed in detail in prior work [16]. This trend cannot be definitely confirmed with the small amount of data points obtained in this regard in the current work, but demonstrates the possible advantages of studying the flow structures encountered in pin fin arrays in parallel to the heat transfer and hydrodynamic performance tests.
3. The types of flow structure observed in the wake region of the pin fins were: classic double recirculation structures, which were reported in various other works dealing with pin fins and banks of tubes, and flow bypass structures, where a significant amount of fluid is fed from one flow channel to another. In both these types of fluid motion, there is a portion of the flow which is redirected out of plane, either towards the top or the base of the fins, revealing a complex 3-dimensional flow structure.

4. The bypass flow structure previously described is believed to be caused by imperfections in the alignment of the transverse and axial flow channels, with the direction of the bypass being dictated by the direction of the misalignment. This imperfection in alignment is attributed to the weave of the wire mesh mask used to produce the pyramidal pin fins studied in this work. Furthermore, the recirculation flow structures can be encountered after the first or second row, and are maintained whenever there is no misalignment between the flow channels, which also indicates that the flow structures become periodic quite rapidly, even after a single column of fins, although the turbulence intensities measured increase as the fluid flows downstream.

5. A CFD model was developed to evaluate the heat transfer performance of both the well aligned and misaligned flow channel configurations (straight and tilted fins). The important flow structures observed in using μPIV were also encountered in the CFD model. The model predicts that the heat transfer performance for both configurations is similar. The model, however, lacks the capacity to predict the turbulence intensities with accuracy due to its idealized geometry and the lack of surface roughness of the modeled pyramids.

6. The performance gain that is measured when using pin fin arrays instead of using plate fin arrays can be attributed to the large amount of heat transfer that occurs in the wake of the fins, which accounts for approximately 50% of the total heat transferred. Furthermore, the flow structures obtained in the transverse flow channel (wake of the fins) affect the flow stability, structure and turbulence levels in the axial flow channels. These factors contribute to the increase of the convective heat transfer coefficient, which consequently increases the thermal conductance.
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CHAPTER 8 PERFORMANCE AND FLOW STRUCTURE CHARACTERIZATION OF DIFFERENT PIN FIN GEOMETRIES PRODUCED BY COLD SPRAY

The article presented in this chapter details the thermal and hydrodynamic performance of round base, diamond base and square base tapered pin fins. The manufacturability of fin arrays with the use of several commercially available masks with two different fin densities was established. The findings of the performance tests are supported by the µPIV analysis. This analysis also yielded valuable information regarding the turbulence kinetic energy and the turbulence intensity, and hypotheses regarding the role of these turbulence quantities on the performance of the fin array are proposed, in terms of the influence of the Reynolds number, the configuration of the array and the influence of the shape of the cross-section of the fin.
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Heat transfer and flow structure characterization for pin fins produced by cold spray additive manufacturing
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1. Introduction

The prevalent use of electronics in today's society has translated to great interest in the broad subject of thermal management for this type of component. The problems associated with the heat production of electronics has become even more complex in the last few decades, as miniaturization of the power consuming components has left designers with an increased thermal load to manage with very limited heat transfer areas [1]. If left unchecked, this increased power load results in heightened operating temperatures, which in turn yields higher rates of component failure and reduced life of the electronic package. These problems have pushed the general market towards the development of more efficient heat exchangers.

Several types of heat transfer surfaces have been proposed to transfer the maximum amount of heat possible at a given head loss in a restricted amount of space using forced convection, such as micro-channels, metal foam heat exchanger media and pin fin arrays, to name a few. Fin arrays have been extensively used due to the relative simplicity of manufacturing, combined with their versatility. In high heat removal applications, pin fins have replaced continuous fin geometries such as plain rectangular or wavy fins due to the higher heat transfer rates attainable [2,3]. It has been demonstrated that although pumping fluid through pin fin arrays instead of plate fin arrays typically involves a higher hydrodynamic cost, pin fins offer a higher heat transfer rate for a given heat exchanger volume [4–7]. Sahiti et al. [5–7] have demonstrated that pin fins offer the best performance for a given pumping power and heat exchanger volume, when properly designed. This increase in heat transfer performance can be attributed to the fact that unlike their continuous counterparts, pin fins not only increase the total heat transfer area, but also the average convective coefficient of the fin array [8–10].

Various pin fin geometries and fin array parameters have been investigated to determine the optimal configuration for pin fin heat exchangers and build correlations helping in the selection and design of these components. Circular pin fins in a staggered configuration were the subject of some of the earliest investigations by Brigham and Van Vossen [11,12], who determined that longer pin fins (H/d > 4, where H is the fin height and d is the pin fin diameter) tended to transfer more heat than shorter fins. Further studies conducted by Sparrow et al. [8,9] and Metzger et al. [10] on circular pin fins determined that the pin fin's surface convective heat transfer coefficients measured were 100% larger than those measured for the bounding walls. The performance of square and diamond base pin fins was investigated by several authors, such as You
Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔP_{in}</td>
<td>fin differential pressure [Pa]</td>
</tr>
<tr>
<td>ΔT_{i}</td>
<td>inlet temperature difference [K]</td>
</tr>
<tr>
<td>ΔT_{o}</td>
<td>outlet temperature difference [K]</td>
</tr>
<tr>
<td>ΔT_{log}</td>
<td>log mean temperature difference [K]</td>
</tr>
<tr>
<td>η</td>
<td>fan efficiency</td>
</tr>
<tr>
<td>η_{f}</td>
<td>individual fin efficiency</td>
</tr>
<tr>
<td>η_{o}</td>
<td>overall fin efficiency</td>
</tr>
<tr>
<td>λ</td>
<td>wavelength [m]</td>
</tr>
<tr>
<td>μ</td>
<td>dynamic viscosity [Pa·s]</td>
</tr>
<tr>
<td>ρ</td>
<td>fluid density [kg/m³]</td>
</tr>
<tr>
<td>A_{f}</td>
<td>fin heat transfer area [m²]</td>
</tr>
<tr>
<td>A_{flow}</td>
<td>net flow area [m²]</td>
</tr>
<tr>
<td>A_{heat}</td>
<td>total heat transfer area [m²]</td>
</tr>
<tr>
<td>B</td>
<td>fin Base Length [m]</td>
</tr>
<tr>
<td>C_{p}</td>
<td>fluid specific heat capacity [kJ/(kg·K)]</td>
</tr>
<tr>
<td>D_{b}</td>
<td>hydraulic diameter [m]</td>
</tr>
<tr>
<td>ε_{v}</td>
<td>pumping power per unit volume [kW/m³]</td>
</tr>
<tr>
<td>h</td>
<td>convective heat transfer coefficient [W/(m²·K)]</td>
</tr>
<tr>
<td>H</td>
<td>fin height [m]</td>
</tr>
<tr>
<td>I</td>
<td>turbulence intensity</td>
</tr>
<tr>
<td>k</td>
<td>turbulence kinetic energy [m²/s²]</td>
</tr>
<tr>
<td>m</td>
<td>mass flow rate [kg/s]</td>
</tr>
<tr>
<td>P_{flow}</td>
<td>flow perimeter [m]</td>
</tr>
<tr>
<td>q</td>
<td>heat input rate [W]</td>
</tr>
<tr>
<td>R_{th}</td>
<td>Reynolds number based on hydraulic diameter</td>
</tr>
<tr>
<td>R_{eq}</td>
<td>equivalent thermal resistance [K·W]</td>
</tr>
<tr>
<td>S</td>
<td>average Flow Channel Width [m]</td>
</tr>
<tr>
<td>T_{in}</td>
<td>inlet fluid temperature [K]</td>
</tr>
<tr>
<td>T_{out}</td>
<td>outlet fluid temperature [K]</td>
</tr>
<tr>
<td>u'</td>
<td>root mean square (RMS) of the velocity fluctuations [m/s]</td>
</tr>
<tr>
<td>u_{i}</td>
<td>axial velocity fluctuations [m/s]</td>
</tr>
<tr>
<td>u_{j}</td>
<td>transverse velocity fluctuations [m/s]</td>
</tr>
<tr>
<td>U</td>
<td>mean velocity [m/s]</td>
</tr>
<tr>
<td>U_{max}</td>
<td>maximum fluid velocity [m/s]</td>
</tr>
<tr>
<td>U_{A}</td>
<td>thermal conductance [W/K]</td>
</tr>
<tr>
<td>U_{A,v}</td>
<td>thermal conductance per unit volume [kW/(m³·K)]</td>
</tr>
<tr>
<td>V</td>
<td>volume [m³]</td>
</tr>
<tr>
<td>V_{f}</td>
<td>volumetric flow rate [m³/s]</td>
</tr>
</tbody>
</table>

and Chang [13], who produced numerical simulation based correlations; Jeng and Tzeng [14] who have experimentally confirmed certain correlations found in the literature and Sara [15], who has produced correlations for several fin array geometry parameters such as shroud clearance and fin spacing. It was found that, in general, circular base pin fins have superior heat transfer efficiency than their square base counterparts [15]. It is worth noting, however, that some configurations of square base pin fins can have a better performance than cylindrical pin fins under the same flow conditions and geometric constraints [15].

Flow structure visualization using Particle Image Velocimetry (PIV) has been performed by several authors with the goal of characterizing heat transfer [16–19]. In particular, Uzol et al. studied both the performance and the flow structures arising from circular and elliptical pin fin arrays and found that the elliptical shaped fins transferred less heat at a much lower aerodynamic cost, which yields a better overall efficiency than their circular cross-section pin fins [18]. This was attributed to the early flow separation from the circular pin fin’s surface, which creates a larger low velocity wake behind the fin, which could be identified and measured using PIV [19]. Furthermore, the higher levels of turbulent kinetic energy measured in the circular fin’s wake helped explain the increased thermal performance of this type of geometry when compared to ellipses [19].

These studies focused on pin fin arrays with constant cross-section along the fin height. New types of tapered pin fins have recently been developed using the masked Cold Gas Dynamic Spraying (CGDS or simply cold spray) technique as an additive manufacturing process [20]. The cold spray process was developed in the late 1980s at the Institute of Theoretical and Applied Mechanics of the Siberian Branch of the Russian Academy of Sciences [21,22]. This process is based on the addition of material to a substrate by the deposition of solid powder particles accelerated by a high pressure carrier gas flowing at supersonic speeds. Upon impact, the particles plastically deform as a result of adiabatic shear instabilities and adhere to the substrate and to the particles that were already deposited, creating dense coatings on the substrate’s surface [22–24]. Using a mask to selectively shield the substrate from deposition, as depicted in Fig. 1, it is possible to create pin fin arrays of various shapes and dimensions. The operating principles of the spray process encourage preferential build-up of material in the center of the mask openings, allowing the construction of features with tapered cross-sections along their height, such as pyramids or cones, when proper spray parameters are used [20].

The advantages of this new production method are its high productivity rates, combined with the low production costs and the ease of large scale implementation of this technology. This new pin array production technique yields near-net shape, short (height over base diameter ratio less than 4) pin fin arrays that are lighter than constant cross-section fins due to the reduced amount of materials required.

Characterization of the thermal and hydrodynamic performance of this type of tapered pin fin array was performed and reported for different inline pyramidal pin fin heights, fin densities

![Fig. 1. Schematic of the masking spray process with its resulting pyramidal fin arrays.](image-url)
and base angles [20, 25–27]. The increase in thermal performance of inline pyramidal pin fins, when compared to constant cross-section continuous rectangular fins, was hypothesized to be attributable to the recirculation regions behind the pin fins increasing the average convective coefficient of the array. A micro-PIV (μPIV) investigation of the flow structures that occur in a fluid flowing in an array of inline pyramidal fins with a density of 12 flpi concluded that in the range of Reynolds number of interest (500 < ReD < 3000), the flow structures did not vary significantly from those typical of fluid flow around constant cross-section fins [28]. The classic double recirculation pattern was observed in the wake of the fin, with steady flow channels found between rows of fins. The turbulence intensity levels were measured at diverse locations in the axial flow channels of this fin array, where significant turbulence intensities were found (from 15% to 30%) [28]. Furthermore, it was noted that the steady state average turbulence intensity in the axial flow channels increased as the fluid flows downstream, indicating that the flow structure generates more turbulence that it can dissipate as the fluid moves from the entrance to the exit. A variable flux of fluid was found to move to and from the recirculator structure in the fin’s wake, which seems to be the mechanism by which the turbulence in the axial flow channel is generated [28]. Many questions remain, however, as to the extent of the impact of these flow structures and of the turbulence quantity on the thermal and hydrodynamic performance of the fin array.

The focus of this work is to characterize the heat transfer properties of several geometries of tapered fin arrays produced using masked CGDS. Fin arrays with square, diamond and round profiles were produced in the inline or staggered arrangements at 8 and 12 fins per inch (fpi) fin densities, depending on the commercial availability of the masks used for manufacturing. The heat transfer and hydrodynamic performance of the different fin array samples is characterized and discussed. A μPIV analysis of the flow structure around the fins with quantitative measurements of the flow turbulence properties in both the fin wake and in the flow channels is performed to help further understand the trends found in the results obtained from the thermal and hydrodynamic performance study.

2. Characteristics of the heat exchanger samples

2.1. Masked CGDS fin production technique

The technique used to create pin fin arrays using cold spray is shown in Fig. 1. This additive manufacturing method consists of shielding parts of the substrate from deposition by selectively masking the substrate, which build features of various shapes and dimensions which closely mimic the inverse of the mask opening geometry. The operating principles of the spray process also encourage preferential build-up of material in the center of the mask openings, allowing the construction of features with tapered cross-sections along their height, such as pyramids or cones [20]. Cold spray parameters were chosen to ensure that the deposited geometry is as close to the idealized geometry as possible. Commercially available materials were used as masks, including plain woven steel wire mesh and circular hole punched metal sheets (both procured from McMaster-Carr, Aurora, OH, USA), to produce square based, diamond based and round based fin arrays with tapered cross-sections along their length, as shown in Fig. 2.

A commercial SST series EP cold spray apparatus (Centerline (Windsor) Ltd, Windsor, ON, Canada) was used in conjunction with the process described previously to produce the fin arrays. The carrier gas used in this work is commercially pure nitrogen, with a nozzle inlet pressure of 1.7 MPa and a nozzle inlet temperature of 350 °C. The feedstock powder material used is commercially pure aluminium (99.8% Al, Centerline (Windsor) Ltd) with an elongated shape and a mean particle diameter of 25 microns. Details regarding this feedstock powder are available elsewhere [20].

2.2. Test sample preparation and geometry evaluation

Fins were sprayed on Al6061-T6 aluminum substrates (Metal Supermarkets, Ottawa, ON, Canada) with dimensions of 7 mm by 51 mm for the μPIV tests, while substrates with dimensions of 51 mm by 51 mm were used for the heat transfer and hydrodynamic performance evaluation. The substrates were cleaned and degreased using acetone after being cut to size. No further surface preparation steps, such as heat treatment, was performed.

The fins were produced slightly higher than 1.0 mm, with the top of the pyramids subsequently ground using a Tegra Pol circular polishing machine (Struers, Ballerup, Denmark) with 120 grit silicon oxide sandpaper to ensure fin height consistency and shroud sealing, as described in Dupuis et al. [21]. Detailed geometry measurements were obtained using a depth of field microscope (Keyence model VH-X2000, Mississauga, Ontario, Canada) which allows building three dimensional images of the given samples. Ten fin specimens were measured and average values with the associated standard deviations are reported for the important geometric quantities. The relevant geometric quantities are presented in Table 1 and are illustrated in Fig. 3.

Prior to the flow characteristics evaluation using μPIV, the fin array samples’ surface were coated with a thin layer of black ink to reduce the background noise intensity and greatly diminish the intensity of the particles' reflected light from the metallic surface.

3. Testing procedure

3.1. Performance test apparatus and procedure

Performance of the various fin arrays produced was assessed using an in-house heat transfer and pressure drop test apparatus.
Table 1
Fin array sample characteristics.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Base shape</th>
<th>Configuration</th>
<th>Density</th>
<th>Base dimension (B) μm</th>
<th>Flow Channel Width (S) μm</th>
<th>Height (H) μm</th>
<th>Hydraulic diameter (Dₜ) mm</th>
<th>Fin frontal area mm²</th>
<th>Heat transfer area mm²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Square</td>
<td>Inline</td>
<td>8</td>
<td>2232 ± 106</td>
<td>943 ± 106</td>
<td>1023 ± 34</td>
<td>1140 ± 128</td>
<td>1.88</td>
<td>3335 ± 190</td>
</tr>
<tr>
<td>2</td>
<td>Round</td>
<td>Staggered</td>
<td>8</td>
<td>1797 ± 37</td>
<td>1378 ± 37</td>
<td>1014 ± 25</td>
<td>1269 ± 51</td>
<td>1.27</td>
<td>3092 ± 91</td>
</tr>
<tr>
<td>3</td>
<td>Diamond</td>
<td>Staggered</td>
<td>8</td>
<td>2220 ± 129</td>
<td>955 ± 129</td>
<td>1001 ± 32</td>
<td>1117 ± 158</td>
<td>2.64</td>
<td>3336 ± 272</td>
</tr>
<tr>
<td>4</td>
<td>Square</td>
<td>Inline</td>
<td>12</td>
<td>1401 ± 30</td>
<td>716 ± 30</td>
<td>1048 ± 12</td>
<td>1083 ± 40</td>
<td>0.88</td>
<td>3775 ± 66</td>
</tr>
<tr>
<td>5</td>
<td>Round</td>
<td>Inline</td>
<td>12</td>
<td>1644 ± 62</td>
<td>473 ± 62</td>
<td>1004 ± 45</td>
<td>913 ± 95</td>
<td>1.31</td>
<td>3881 ± 373</td>
</tr>
<tr>
<td>6</td>
<td>Round</td>
<td>Staggered</td>
<td>12</td>
<td>1615 ± 30</td>
<td>502 ± 30</td>
<td>1006 ± 41</td>
<td>930 ± 58</td>
<td>1.18</td>
<td>3733 ± 167</td>
</tr>
<tr>
<td>7</td>
<td>Diamond</td>
<td>Staggered</td>
<td>12</td>
<td>1600 ± 101</td>
<td>517 ± 101</td>
<td>1034 ± 45</td>
<td>967 ± 147</td>
<td>1.61</td>
<td>4038 ± 280</td>
</tr>
</tbody>
</table>

Adapted from the literature [29]. A schematic of the apparatus and of the sensor placement locations is shown in Fig. 4.

The main components of this apparatus are the air supply, the test section, the heating pad and the data acquisition system. The air is supplied by a compressed air line equipped with a filter and dehumidifier. The air inlet flow rate is controlled by a needle valve and is measured with a flow meter. This air is smoothly expanded into a horizontal rectangular channel with a diffuser and a honeycomb flow straightener, with the shroud touching the top of the fins in the test section for every trial. An unobstructed 457 mm long section ensures that the flow is fully developed before reaching the test section. The test sample is subjected to a constant heat flux provided by a strip heater.

A stagnation pressure measurement hole is located 25.4 mm upstream from the test section, while a set of differential pressure measurement holes are located 12.7 mm upstream (high pressure side) and downstream (low pressure side) from the middle of the test section. Two thermocouples are located 60.0 mm ahead and after the test section at mid-height to record the fluid local average temperature. Four thermocouples are attached to the fin array’s base, with two on the side facing the incoming flow, and two on the side facing the exiting flow. On each face, a thermocouple is located on the centerline, while the other thermocouple is located 6.0 mm away from the wall. All the thermocouples are T-type, butt-bonded, thin gauge (28 gauge) thermocouples. Radiative heat transfer losses are neglected.

All measurements were performed at steady-state and were repeated until statistical significance was achieved. Heat transfer data samples were taken at 2 Hz over a 30 s interval. For both types of tests, five sets of data samples were recorded for each flow rate tested. Measurements were taken at flow rates of 20 to 70 SLPM, which corresponds to Reynolds numbers varying from 200 to 3500 depending on sample geometry. Deviation of the measurements from the mean value was less than 5%, which led to error bars that were smaller than the markers. Since the error bars were not visible, they were not included in the graphs of Section 4. A detailed description of the apparatus’ accuracy and of the instrument’s uncertainties is given in Cormier et al. [29]. For hydrodynamic performance tests, a set of pressure taps is used to obtain the fin array friction losses, which include skin friction and form drag.

3.2. µPIV apparatus and procedure

A commercial µPIV Flowmaster3 apparatus (LaVision, Goettingen, Germany) was used to capture the flow structures of the

Fig. 3. Pin fin array geometry diagram, with relevant associated dimension variables. Top views of: (a) inline square base, (b) staggered diamond base, (c) inline round base, (d) staggered round base and (e) section view applicable for all samples.

Fig. 4. Schematic of heat transfer fixture used to evaluate the fin arrays heat transfer performance; (a) fixture with differential pressure transducer and flow thermocouple location, (b) base thermocouple location.
12 fpi samples using a cross-correlation algorithm. The 8 fpi samples could not be subjected to a μPIV analysis due to the larger flow rate required and the high head loss encountered through these samples, which could not be achieved by the pumping apparatus used for this work. The pin fin array sample was mounted in an aluminum sample holder equipped with a transparent polycarbonate viewing window, built at the University of Ottawa. A 1/25 hp centrifugal pump (The Pump House, Ottawa, ON, Canada) was used to pump the fluorescent polyester particle doped water through the system. A high-accuracy flow meter (McMaster-Carr, Aurora, OH, USA) equipped with a valve was used to adjust the flow rates between 2 and 8 m/s, which corresponds to Reynolds numbers varying between 500 and 2000. Schematics of the apparatus are shown in Figs. 5 and 6.

The camera used to record the visual information is a double pulsed charged couple device (CCD) camera equipped with a microscope lens to condition the incoming light. It has a 5 Hz frame rate with a minimal time interval of 0.5 μs between two successive exposures. The camera offers a resolution of 1376 × 1040 pixels with an exposure plate of 8.9 × 6.7 mm and was used in conjunction with a long working distance objective lens with 5x magnification. This yielded a pixel width of 1.31 μm and a depth of field of 28 μm.

The laser source used for sample illumination is a double pulsed Nd:YAG laser used in conjunction with a dichroic filter, which only allows green light (λ = 532 nm) towards the sample and the red light (λ = 650 nm) that is emitted by the fluorescent tracer particles back to the camera. The laser pulses are collinear and produce a full volume illumination in the test section, which causes the depth of focus to be solely a function of the microscope optics. The laser pulse delay between successive exposures was adjusted to maintain particle displacements of five to ten pixels for the bulk of the fluid in the measurement zone.

The tracer particles used are Fluoro-Max red particles (Fisher, Waltham, MA, USA) with a particle diameter of 0.8 μm. These polystyrene particles have a density of 1.05 g/cm³ and a refractive index of 1.59 for 589 nm wavelength light at 298 K. This particle size, used in conjunction with the lens described previously, yielded a depth of correlation of 27 μm [20,31].

The μPIV images were taken at mid-height of the pin fin, at Reynolds numbers of 500, 1000 and 1500. Sets of 100 pairs of images were taken to determine reliable averages and Root-Mean-Square (RMS) values of the velocity and its fluctuations, respectively.

The raw image pairs in a set were first averaged to establish the background intensity, which was then subtracted from the raw images, creating images that contained only the signal of particles, without the reflection of the particle’s emitted light from the metallic fin surface. These images were then post-processed using Flowmaster’s standard PIV cross-correlation algorithm, using a two-step process in which the interrogation window size is reduced from 64 × 64 pixels to 32 × 32 pixels, both with 0% overlap. Spurious vectors were then removed using the software’s built-in vector filter function (remove and iteratively replace filter) with the removal of vectors with values that differed by more than three standard deviations from the mean of its neighbors. The image sets were then processed to create color maps of average velocity, turbulence intensity and turbulence kinetic energy. Individual images of the flow field for a given fin array sample were composited into a single image for a clearer presentation of the results.

3.3. Data reduction

The Reynolds number was calculated according to the following relation:

$$Re_{bl} = \frac{\rho \cdot U_{max} \cdot D_h}{\mu} \quad (1)$$

where ρ is the fluid’s density, $U_{max}$ is the maximal fluid velocity in the fin array, $D_h$ is the hydraulic diameter of the fin array flow channel and μ is the fluid’s dynamic viscosity. For the works related to pyramidal fins [20,25–27], the characteristic length was chosen to be the hydraulic diameter, as the fin array geometry promotes structures typical of internal flows. Indeed, due to the small size of the channels, the boundary layer growth and coalescence in this type of fin array is more akin to that of internal flows than to external flows. The variable $D_h$ is given by:

$$D_h = \frac{4 \cdot A_{flow}}{P_{flow}} \quad (2)$$

where $A_{flow}$ and $P_{flow}$ are the flow channel’s face area and perimeter, respectively.

The equivalent thermal conductance for the heat exchanger specimen can be calculated using:

$$UA = \frac{1}{R_{eq}} = \frac{q}{\Delta T_m} \quad (3)$$

where $R_{eq}$ is the thermal circuit’s equivalent resistance, $q$ is the total heat input rate to the system and $\Delta T_m$ is the log-mean temperature difference between the fluid and the fin array.

The total heat input rate to the system is calculated using:

$$q = \dot{m} \cdot \left( T_{in} - T_{out} \right) \cdot C_p \quad (4)$$

where $\dot{m}$ is the fluid mass flow rate, $(T_{in} - T_{out})$ is the fluid temperature difference between the entrance and the exit of the test section, $C_p$ is the fluid’s thermal capacitance.
The log-mean temperature difference is calculated with:

\[
\Delta T_{lm} = \frac{\Delta T_1 - \Delta T_2}{\ln \left( \frac{\Delta T_2}{\Delta T_1} \right)}
\]  

(5)

where \(\Delta T_1\) and \(\Delta T_2\) are the temperature difference between the fin surface and the flow at the inlet and outlet, respectively.

To determine which fin array transfers heat more efficiently, the thermal conductances of the various heat exchanger samples must be compared at the same pumping power required for air, which was calculated according to Sahiti's definition [6]:

\[
e_s = \frac{\dot{V}_f \cdot \Delta P_{fin}}{V \cdot \eta_f}
\]  

(6)

In the previous relation, \(e_s\) is the pumping power per unit volume. \(\dot{V}_f\) is the volumetric flow rate of the fluid. \(V\) is the volume occupied by the heat exchanger sample while \(\eta\) is the fan efficiency. A fan efficiency of 0.8 was chosen as a reasonable value to perform these calculations [6].

The fin array's convective heat transfer coefficient is calculated using the following relation:

\[
h = \frac{q}{\Delta T_{lm} - \Delta T_{inf} \cdot \eta_f}
\]  

(7)

with \(A_{tot}\) representing the total heat transfer area of the fin array and \(\eta_f\) represents the overall surface efficiency which can be calculated as:

\[
\eta_f = 1 - \frac{A_p}{A_{con}} (1 - \eta_f)
\]  

(8)

where \(A_p\) is the exposed fin area and \(\eta_f\) is the individual fin efficiency, defined as the heat transferred by the fin over the maximum possible heat that can be transferred, which is compared with the procedure detailed in Incropera's work [3]. More details can be found in the authors' previous work [20,25], but for the samples described previously, the overall surface efficiency is computed to be over 0.99 due to the very large cross-sectional area to height ratio of the fin arrays produced, which drives the individual fin efficiency to near unity values.

The turbulence intensity \((I)\) of the flow was computed as:

\[
I = \frac{\bar{w}}{U}
\]  

(9)

where \(\bar{w}\) denotes the Root-Mean-Square value of the velocity fluctuations in time and \(U\) represents the mean velocity.

The turbulence kinetic energy \((TKE)\) of the fluid is evaluated using:

\[
k = \frac{1}{2} \left( \bar{w}_i^2 + \bar{w}_j^2 \right)
\]  

(10)

where \(k\) is turbulence kinetic energy, \(\bar{w}_i\) is the value of the axial velocity fluctuations and \(\bar{w}_j\) is the value of the transverse velocity fluctuations.

Finally, the theoretical form drag \((F_d)\) caused by an individual feature can be calculated with the following relation:

\[
F_d = \frac{1}{2} C_d \cdot \rho \cdot U^2 \cdot A_{front}
\]  

(11)

where \(C_d\) is the drag coefficient and \(A_{front}\) is the fin’s projected frontal area. It is important to note that although an extensive amount of data can be obtained regarding the drag coefficient of cones, square and diamond base pyramids exists in re-entry type situations (with the flow either coming from the base or from the top of the features), very little literature can be found regarding the drag coefficients of such shapes in a cross-flow (flow towards the sides of the features). As such, estimation of the drag force is tricky at best, and must be based on the assumption that more aerodynamic profiles lead to lower drag coefficients.

4. Results and discussion

4.1. Hydrodynamic performance results and discussion

The pressure losses through the different fin array samples described in Table 1 are presented in Fig. 7. At first glance, the results obtained are unexpected considering that the square fins have the lowest amount of pressure loss, with the round fin arrays having higher losses and the diamond fins having the highest hydrodynamic losses. One would expect that more aerodynamic profiles would yield lower pressure losses. Looking at Eq. (11), it is possible to see the multiple factors which affect the theoretical drag force caused by an individual fin. It would then be logical to assume that for fin arrays with the same configuration (either staggered or inline), the more streamlined the shape is, the lower would be the associated drag force, due to the decreased drag coefficient. Consequently, the conical sample should have the lowest drag coefficient, followed by the diamond base pyramid and finally the square base pyramid. It is possible to make sense of the results by comparing the data sets in smaller groups and observing the marked differences in hydraulic diameter and in fin frontal area of the various samples.

The first factor to consider, however, is the configuration of the fin array. It is widely recognized in the literature that staggered fin array configurations lead to higher hydrodynamic losses than having the same fin geometries in the inline configuration, due to the increased amount of flow disruption created by the features, which require the fluid to deviate from its course at each fin column [2-5,9-11]. The measurements obtained from this study are consistent with this explanation, as the staggered samples, at a given fin density, have higher pressure losses than their inline counterparts.

The second observation that can be made concerns samples 1, 2 and 3, which are all 8 fpi samples. For this data set the samples are ranked from lowest to highest pressure losses, in the following order: square (pyramidal) inline (sample #1), round (conical) staggered (#2) and diamond (pyramidal) staggered (#3). In this case, although the form drag caused by an individual conical shape fin with a lower average fluid velocity (a consequence of its larger hydraulic diameter) and a smaller frontal area is lower than its square base pyramid counterpart, the array configuration (staggered vs inline, respectively) causes sample 2 to have higher hydrodynamic losses than sample 1. When the fin arrays are in the same configuration, such as for samples 2 and 3, then the theoretical measure of drag force becomes relevant, where the fin array with the lower average velocity, lower frontal area and lower (assumed) drag coefficient for its features has a much lower pressure loss.

The next data set consists of samples 4 through 7, the 12 fpi samples. For this set, the samples are ranked from lowest to highest pressure losses in the following order: square inline (pyramidal) (#4), round (conical) inline (##5), round (conical) staggered (#6) and finally diamond (pyramidal) staggered (#7). This order can be understood by noting first that, once again, the inline samples have a lower pressure loss than the staggered samples. The next observation that can be made is that the hydraulic diameter of the round base sample (#5) is much smaller than its square base (#4) counterpart, as seen in Table 1. This consequently increases the average fluid velocity, which in turn increases the pressure loss (since drag force is proportional to velocity squared). In this case, the reduction in hydraulic diameter causes a 20% increase in the average flow velocity (44% increase for the average velocity...
squared factor) at the same Reynolds number. This, compounded with the fact that the fin frontal area is approximately 50% larger for #5 compared to #4, could explain the causes behind the increased pressure loss of sample #5 with respect to sample #4, although the conical shape is much more streamlined than a square base pyramid for cross-flows. Concerning the staggered round (#6) and diamond (#7) fin arrays, the hydraulic diameter is very similar (less than 4% difference), yielding similar average flow velocities, with the difference being explained by the lower frontal area and by the lower drag coefficient of the more streamlined shape of the round base sample.

The three preceding observations are summarized in Table 2. The last observation that can be made is that the pressure losses of the 8 fin per inch samples compared to their 12 fin counterparts do not always have the same trends: the inline square base fins have identical pressure losses, the staggered diamond sample at 8 finp has a slightly lower pressure loss than its 12 fin counterpart, which becomes more and more noticeable as the Reynolds number increases while the staggered round base 8 finp sample has widely different losses compared to the 12 finp sample with the same shape and configuration. This can be explained by looking at Table 3, where the velocity ratios between the 12 finp samples and their 8 finp counterparts are presented. The velocity ratios are calculated by dividing the squared average flow velocity obtained for the 12 finp array sample by the squared average velocity of its 8 finp counterpart at the same Reynolds number, to understand the effect of increased fluid velocities on pressure loss (since pressure loss is proportional to velocity squared). For the square samples, a 10% increase of the average velocity ratio yields a negligible pressure loss difference for these two samples. In a similar manner, the 84% increase between the round samples’ velocity ratio causes a significant difference in pressure loss, with the relatively smaller increase of 36% of the velocity ratio between the diamond samples causing a smaller difference in pressure loss at the same Reynolds number.

The observations regarding the pressure loss order of the 12 finp samples are supported by the µPIV measurements of the average TKE in the least turbulent part of the flow located in the wake of the tenth column, center row of the fins samples, which is presented in Table 4. The data contained in this table reveals that measurement of the average TKE could be used as a predictor for the pressure loss order of the samples in this study. Indeed, the data is presented in order of increasing pressure loss, with the TKE increasing accordingly. This correlation between pressure loss and TKE can be understood as being a consequence of the low pressure, turbulent wake, increasing the form drag experienced by the individual fins. The more turbulent the wake is, the lower is the associated pressure in this region, which causes stronger form drag.

These data seem to suggest that the governing factor behind the hydrodynamic performance of the different fin arrays tested in this work is the flow structure in the wake of the fins and its turbulence level. This implies that at low Reynolds numbers, such as those tested in this work, the form drag largely dominates the skin friction drag for the types of bluff body fin arrays under consideration. Indeed, the increased pressure losses of the staggered arrays...
Table 3
Fin array flow characteristics.

<table>
<thead>
<tr>
<th>Sample #</th>
<th>Base shape</th>
<th>Configuration</th>
<th>Density fin/in</th>
<th>Hydraulic diameter ($D_h$) μm</th>
<th>Fin frontal area mm²</th>
<th>Velocity ratio (12,8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Square</td>
<td>Inline</td>
<td>8</td>
<td>1140</td>
<td>1.89</td>
<td>1.10</td>
</tr>
<tr>
<td>4</td>
<td>Square</td>
<td>Inline</td>
<td>12</td>
<td>1093</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Round</td>
<td>Staggered</td>
<td>8</td>
<td>1269</td>
<td>1.27</td>
<td>1.84</td>
</tr>
<tr>
<td>6</td>
<td>Round</td>
<td>Staggered</td>
<td>8</td>
<td>930</td>
<td>1.18</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Diamond</td>
<td>Staggered</td>
<td>8</td>
<td>1177</td>
<td>2.64</td>
<td>1.36</td>
</tr>
<tr>
<td>7</td>
<td>Diamond</td>
<td>Staggered</td>
<td>12</td>
<td>967</td>
<td>1.61</td>
<td></td>
</tr>
</tbody>
</table>

Velocity ratios are calculated by dividing the square of the average flow velocity obtained for the 12 fin array sample at an arbitrary Reynolds number by the square of the average velocity of its 8 fin counterpart at the same Reynolds number (used for the prediction of the hydrodynamic losses).

Table 4
Average turbulent kinetic energy (TKE) [m²/s²] in the wake of the fins for the 12 fin samples, measured by PIV analysis. The measurements were taken in the center row behind the tenth column of fins.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$Re_{in} = 500$</th>
<th>$Re_{in} = 1000$</th>
<th>$Re_{in} = 1500$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square Inline</td>
<td>0.00006</td>
<td>0.00147</td>
<td>0.00560</td>
</tr>
<tr>
<td>Round Inline</td>
<td>0.00050</td>
<td>0.00438</td>
<td>0.02010</td>
</tr>
<tr>
<td>Round Staggered</td>
<td>0.00070</td>
<td>0.00698</td>
<td>0.02890</td>
</tr>
<tr>
<td>Diamond Staggered</td>
<td>0.00325</td>
<td>0.01000</td>
<td>0.03390</td>
</tr>
</tbody>
</table>

compared to their inline array counterpart is attributed to the high levels of turbulence in the wake of the fins caused by the non-periodic nature of these arrays from one fin column to the next, causing significant flow disruptions. Conversely, the periodic nature of the inline arrangement allows preferred flow channels to develop with more stable fin wake structures. This can also be observed in Fig. 8, which presents the turbulence kinetic energy maps of the wakes of the four 12 fin array samples characterized in this work, showing that the inline samples have less turbulent flow structures in the fin wake than the staggered samples, which is inferred from the lower TKE values measured.

4.2. Heat transfer test results

The heat transfer test results for thermal conductances and convective coefficients are presented in Figs. 9 and 10, respectively. At this point, it is useful to point out that by rearranging Eq. (3), it is possible to obtain the definition of the thermal conductance for convective flows with the following equation:

$$UA_{conv} = \frac{1}{R_{conv}} = h_A \cdot \eta_h \cdot \eta_b$$  \hspace{1cm} (12)

For the fin arrays discussed in this work, as mentioned previously, the overall surface efficiency $\eta_h$ was calculated to be near unity for all the samples tested, with the total heat transfer area of the different samples presented in Table 1. Looking at Eq. (12), it then becomes obvious that the only parameter which defines the thermal conductance that can vary with the flow conditions is the convective heat transfer coefficient. Since the total heat transfer areas are similar (as seen in Table 1), in this case the convective coefficient becomes a performance indicator.

When comparing the convective coefficients of samples 1 to 3 (8 fin samples) in Fig. 10, it is possible to observe that samples 2 and 3 perform similarly, especially at lower Reynolds numbers, and vastly outperform sample 1. This data distribution is explained through the fin array configuration, where the staggered fin array samples (samples #2 and 3) have similar convective coefficient values at a given Reynolds number, which are much higher than for the inline fin array sample (#1). The same trends can be observed when comparing samples 4 through 7, where the inline fin arrays (#4 and #5) have similar convective coefficient values and the staggered arrays (#6 and #7) present larger convective coefficients. Once again, it is well known that the staggered configuration for pin fin arrays leads to higher convective coefficients than having the same fin geometries in the inline configuration, due to the increased amount of flow disruption created by the features [2-5, 9-11]. The effect of turbulence on the convective coefficient was first described through the mass-momentum-heat transfer analogies developed by Reynolds and adapted by Chilton and Colburn [23]. These analogies stipulate that increases in wall shear stresses, such as those caused by turbulence, are accompanied by larger momentum and heat dissipation rates, which translate to higher pressure losses and convective coefficients, respectively. Although these analogies were developed for fully turbulent flows where skin friction is dominant and that their applicability for form drag dominated flows is questionable [23], this type of analogy may justify the explanation that turbulence generating features increase the average convective heat transfer coefficients through the disruptions of boundary layer development and through the increase of fluid mixing within this boundary layer.

For both the 8 and 12 fin data sets, a correlation between the convective coefficient and the hydraulic diameter cannot be established, which indicates that the difference between the flow structures of staggered and inline samples contributes more importantly to the performance than the hydraulic diameter or, consequently, the average fluid velocity in the fin array.

The next observation that can be made from these results is that increasing the fin density from 8 to 12 fin samples also increases the convective coefficient for the three fin shapes tested (samples 1 vs 4, 2 vs 6 and 3 vs 7). This implies that the increase in performance between the 12 fin samples and their 8 fin counterparts is not due solely to the increased heat transfer area, but is caused by differences in the flow properties, affecting the convection coefficient.

The third conclusion that can be reached by observing these graphs is that the heat transfer for pin fin arrays, such as those discussed in this work, is not only affected by the flow structures or turbulence levels in the wake of the fins. Indeed, if the heat transfer were solely a wake driven phenomenon, there would be a strong similarity between the sample order in the pressure drop curves and in the convective coefficient curves, where increasing one would consequently increase the other. The data presented earlier in Tables 2-4 does not correlate well with the heat transfer data for fin cross-section (round vs square vs diamond base), or for the Reynolds number dependency, which indicates that there is another parameter other than the turbulence of the flow in the fin’s wake affecting the array average convective coefficient.

The conventional theory for banks of tubes and non-tapered, ideally shaped pin fins in general is that at low Reynolds numbers (such as those involved in this work) there is little or no turbulence of importance in the flow channels, with the velocity fluctuations being mainly concentrated in the wake of the fins [2-5]. These velocity fluctuations in the wake of fins have been discussed in the literature as being the main driver of the heat transfer enhancement by pin fins, as the turbulence included in the wake...
of the fins creates higher surface convective heat transfer coefficients, especially on the front and back surfaces of the pin fins [2–5,8–11]. In the case of tapered fins produced by CGDS, there is a significant turbulence intensity not only in the wake of the fins, but in the flow channels as well, as can be seen in Table 5. It is believed that this turbulence in the flow channels promotes heat transfer by contributing to the increase of the average convective coefficient of the fin array on the sides of the fins that are in contact with the flow channels, alongside the increase of the convective coefficient on the front and back surfaces of the pin fin that occurs due to the increased turbulence levels in the wake of the fins. Furthermore, the observed increase and subsequent decrease of the turbulence intensity in the flow channels from $Re_{ch} = 500$ to 1000 and then from 1000 to 1500 could potentially explain the change in slope of the convective coefficient curves for the different pin fin samples around $Re_{ch} = 1000$, which was also reported in earlier works [23–27]. There is not enough evidence at this point to create a definitive quantitative relationship between the turbulence intensities measured by μPIV in the fin wake and flow channel to the convective heat transfer coefficient, but these observation may serve as a starting point for future research into this type of slope transition.

Finally, the specific performance of the different fin arrays is presented in Fig. 11. In this chart, the thermal conductance per unit volume is plotted against the pumping power per unit volume required for the given flow rate. Observing this graph, it is possible
to see that the efficiencies are similar for the samples at the same fin density, with the higher density group performing better than the lower fin density samples. It seems that at a given fin density, the increased heat transfer performance is moderated by an increase in the hydrodynamic losses, which in turn translates to a larger required pumping power, yielding similar fin array thermal efficiencies for the different samples at the same fin density. The only notable exception to these trends is the 8 fin circular section fin array sample, which tends to outperform the other two 8 fin samples, especially at high flow rates. This could be attributed to its large hydraulic diameter, which would not significantly affect its heat transfer performance but significantly decrease the pressure losses.

### Table 5

<table>
<thead>
<tr>
<th>Sample</th>
<th>$Re_{fin}$ = 500</th>
<th>$Re_{fin}$ = 1000</th>
<th>$Re_{fin}$ = 1500</th>
<th>$Re_{ch}$ = 500</th>
<th>$Re_{ch}$ = 1000</th>
<th>$Re_{ch}$ = 1500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square Inline</td>
<td>34.6</td>
<td>76.8</td>
<td>111.3</td>
<td>14.2</td>
<td>16.3</td>
<td>14.7</td>
</tr>
<tr>
<td>Round Inline</td>
<td>67.8</td>
<td>125.5</td>
<td>147.0</td>
<td>17.4</td>
<td>20.0</td>
<td>18.0</td>
</tr>
<tr>
<td>Round Staggered</td>
<td>93.5</td>
<td>89.0</td>
<td>75.0</td>
<td>19.2</td>
<td>20.8</td>
<td>17.2</td>
</tr>
<tr>
<td>Diamond Staggered</td>
<td>79.9</td>
<td>94.0</td>
<td>107.5</td>
<td>25.1</td>
<td>26.6</td>
<td>21.8</td>
</tr>
</tbody>
</table>

### 4.3. Flow structure discussion

The velocity profiles of the fluid flowing around the different 12fin samples at Reynolds numbers of 500 and 1500 were reconstructed from different images and composed into one image for each fin array type at a given Reynolds number, and is presented in Fig. 12. It is important to note that although agreement between the various images composed together is good, it is not seamless. In any case, this figure serves to illustrate the point that at the Reynolds numbers investigated, there is no significant change in the large scale recirculation structures for any of the fin geometries as the Reynolds number increases. For both inline configurations, a skewed double recirculation pattern can be observed, where the recirculations centers are offset from one another in the flow direction (one of the recirculations is located downstream with respect to the other). The offset between the positions of the upper and lower recirculations in these images is attributed to the imperfect geometry of the fins, which can be slightly tilted and thus affect the flow structure downstream. Furthermore, small defects in the flow channel alignment caused by imperfections in the mask used to produce the fin array samples can also significantly affect the flow structures, as was reported in previous work performed by the authors [28]. For the staggered samples, the flow detachment at the tips of the diamond fins and near the 6 and 12 o’clock position of the circular section fin can be observed, which causes a broad fin wake for the diamond sample but a smaller, tear drop shaped wake for the round fin array. This significant difference in turbulent wake size also helps explain the increased pressure loss, detailed in Section 4.1, of the pyramidal sample compared to that of the conical sample.

From all of these observations, it is surmised that the increase in heat transfer that occurs between the different fin geometries for the 12 fin samples tested in this work is not due to a large scale flow structure change. Indeed, the flow structures observed did not change significantly with the fin section geometry (square vs round vs diamond) or with Reynolds number, as long as the samples are in the same configuration (inline or staggered). The two different configurations create distinct flow structures, where the inline fin arrays have a double recirculation pattern between fin columns, with relatively unperturbed flow channels between fin columns.
rows, while the staggered arrays have a much more profiled wake which also includes recirculations, and flow channels that constrict and expand to circumvent the fins and their low velocity wakes.

5. Summary and conclusion

In this work, the pressure losses and the convective coefficients of square base, round base and diamond base tapered pin fins produced by cold spray additive manufacturing were measured and plotted as a function of the Reynolds number. The turbulence intensity and the turbulent kinetic energy were measured by µPIV and were correlated to the performance of the different 12 fpi fin array samples.

The principal factor affecting both the hydrodynamic performance and the thermal performance of the fin arrays tested in this work is the fin array configuration, where staggered configurations produce higher convective coefficients and higher pressure losses.
Furthermore, it was observed that increasing the hydraulic diameter caused a decreased pressure loss, which can be understood through the reduction of the form drag on individual pin fins due to the reduction of the average flow velocity, while the thermal performance curves did not exhibit a pronounced sensitivity to variations in the hydraulic diameter. As the samples in the staggered configuration produced much higher convective coefficients and pressure losses compared to the samples in the inline configuration, the different fin arrays turned out to have similar thermal conductances at a given fin density and pumping power. Increasing the fin density did not significantly affect the pressure losses of tapered pin fin arrays but largely increased their thermal conductance, which amounted to the 12 lpi fin arrays having a higher specific performance than their 8 lpi counterparts.

The observations made in this work indicate that although the flow field is considered to be in a sub-critical regime, the turbulence properties of the flow are important to consider, as high turbulence levels were measured in both the fin wake and flow channels. An interesting trend was found where the turbulence intensity values increased from $R_{\theta}=500$ to $R_{\theta}=1000$ and subsequently decreased from $R_{\theta}=1000$ to $R_{\theta}=2000$, which could potentially explain the change in the convective coefficient slope observed experimentally near $R_{\theta}=1000$. Furthermore, these large turbulence levels, which increase the average convective coefficient of the fin array, explain why the tapered pin fin samples greatly outperform similar sized plain rectangular fin arrays (tested in previous work [25–27]), which have been extensively reported by other authors to have low convective heat transfer coefficients and small amounts of flow disruptions [2–5,8–10].

The turbulent kinetic energy values measured in the flow structure in the fin's wake qualitatively correlate with the pressure loss, which indicates that the pressure loss due to form drag is much larger than the pressure loss due to skin friction. Conversely, the turbulent kinetic energy values do not correlate well with the convective coefficient values, which indicates that the heat transfer enhancement from pin fins does not depend solely on the flow structure in the fin's wake. Quantitative relationships have yet to be established between the turbulence quantities and the measured performances, but the information contained in this work will serve to guide future work in the development and characterization of tapered pin fin arrays.
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CHAPTER 9 CONCLUSION AND FUTURE WORK

9.1 General Conclusions
This thesis has presented the work performed by the author regarding the thermal and hydrodynamic performance of pin fin arrays produced by cold spray. This new method of additive manufacturing for the production of pin fins has proven to have the potential for commercial viability, due to the ease of manufacturing and due to the high volumetric thermal efficiency. In the context of this research, the flow structures arising from fluid motion around the extended heat transfer surfaces were also characterized and the relevant turbulence quantities were measured. The results obtained from these endeavours are presented in the form of peer-reviewed articles, which address the specific research objectives set out for this project. These research objectives were successfully reached within the timeframe allowed. Much work still remains to be performed before the analysis of the performance metrics of pin fin arrays produced using cold spray is complete.

9.2 Significant Contributions of this Research
This work contributed in many respects to the scientific literature available regarding the performance of pin fins and the possibility of using cold spray as an additive manufacturing technique, especially for the production of near-net shape fin arrays.

The first significant contribution of this work is the proof of concept regarding the production of pin fin arrays using cold spray technology as an additive manufacturing technique. Indeed, the rapid production of fin array samples, combined with the low cost and the potential for automation of the cold spray process make this type of fin production a very interesting alternative to the complex and usually labour or time intensive operations required to obtain complex geometries for pin fin arrays. The potential for creating fins with a tapered geometry also presents
new and exciting opportunities for fin array manufacturing that have yet to be explored, in addition to those currently used commercially by the project’s industrial partner.

Another contribution of this work is the extensive studies regarding the influence of the various geometric parameters on the thermal and hydrodynamic performance of the pin fin arrays. Indeed, the influence of the fin height and of the fin density were characterized and reported, with the results agreeing well with what was published previously in the literature. It was found that increasing the fin density increases the thermal performance of the fin arrays as well as the pressure loss, with the net effect of these two parameters showing that denser fin arrays have a better overall performance than less dense fin arrays, with a plateau at fin densities greater than 16 fpi. Increasing the fin height was also found to increase both the thermal conductance and the hydrodynamic losses, yielding an increased heat transfer surface efficiency as the fins are taller, with diminishing returns as the height increases when comparing on the basis of footprint area. The height did not significantly increase the thermal conductance per unit pumping power when compared on a unit volume basis. The effect of varying the base angle of the fin’s taper was also characterized, with the results indicating that a very similar thermal conductance per unit pumping power can be expected when the taper angle is increased.

The flow structures of the fluid flowing around square base pyramids, diamond base pyramids and cones were characterized by μPIV, with more focus being accorded to the square base pyramids. For both the inline and staggered fin configurations, the flow structures observed resembled those previously described in the literature for banks of tubes in cross-flow. For the staggered configuration, expanding and contracting flow channels were found, with tear-shaped recirculation zones located in the fin’s wake. For the inline configuration, relatively unperturbed flow channels are evident, with large, slow moving recirculation zones found in
the fin’s wake. These differences in the flow structures causes a significant difference in the performance of staggered and inline fin arrays, with the former configuration increasing both the heat transfer and the pressure loss. Globally, these increases lead to similar performance at a given pumping power. Evidence of flow channel misalignment was found for the inline configuration of square base pyramidal fins, which was investigated both by µPIV and by numerical simulation. This misalignment caused a transition in the fin wake flow structure from the classic double recirculation pattern to a single recirculation with bypass flow structure. This slight misalignment is most likely caused by production inconsistencies of the wire mesh masks used for the production of the pin fins. From the numerical simulation, it is expected that this slight misalignment and the associated flow structures do not significantly influence the thermal and hydrodynamic performance of the pin fin array, which does not compromise the commercial viability of using pin fin arrays with slightly skewed passages.

Lastly, the performance metrics were tentatively correlated to the flow instability quantities measurable by µPIV: the turbulence intensity and the turbulent kinetic energy. It seems that for the pin fin arrays studied in this work, the turbulent kinetic energy values measured for the fluid in the fin’s wake can be directly correlated to the pressure loss of the fin arrays, indicating that the principal driver for the hydrodynamic performance of such pin fin arrays is the pressure loss resulting from form drag, with skin friction playing a minor role. The turbulence intensity in the flow channel and the turbulent kinetic energy of the fluid in the fin’s wake are both important factors contributing to increase the thermal performance of the fin array, indicating that the turbulence levels in the axial flow channels needs to be taken into account for the performance of fin arrays such as those presented in this work, even at Reynolds numbers usually considered to be in the sub-critical regime. Finally, the change in the slope of the
thermal conductance curve as a function of the Reynolds number identified between $Re_{Dh}=500$ and $Re_{Dh}=1000$ was explained as being due to the initially increasing contribution of turbulence intensity before this value, and its subsequent decrease after this point is reached. This turbulence contribution is measured with the turbulence intensity found in the axial flow channel, which correlates well with the change in slope for all samples described in this work. These correlations are still tentative, however, as further work should be performed to identify the precise transition point and the mechanism for this transition.

9.3 Recommended Future Work

The work contained in this thesis consists of the preliminary studies required to demonstrate the viability of using pin fin arrays produced using cold spray and understand some of the effects of the various fin geometrical parameters. Much work remains to be done regarding the characterization of the thermal and hydrodynamic performance of such pin fin arrays. Furthermore, the exploratory experiments regarding the flow structures and the links between the turbulence quantities and the performance of the fin arrays needs to be explored in more details.

The first study that should be performed is to test the manufacturing limits of the masked cold spray technique. Soft limits were explored in this work, with respect to the constraints from the industrial partner and for the two cold spray apparatuses that were available for testing at the time, but a more in-depth study linking nozzle size, particle size distribution and mask opening size should be performed to better understand the multiple factors influencing production quality. For example, the particle size and feed rate strongly influence the maximal fin density that can be obtained without clogging the mask. A study which describes the maximal particle size for a given mask opening at a specific powder feeding rate could be performed to broaden the range of application and identify the maximal fin density attainable under the given conditions through
correlations, instead of by trial and error. Other limits such as the maximal taper angle, maximal height and the minimal base dimension for various fin densities could also be investigated to reduce the amount of material that requires to be deposited to obtain a given fin performance. Performing studies to identify the optimal fin to passage width ratio to optimize performance for a given fin density is also mandated, which could also help reducing the amount of material deposited. The last manufacturing study proposed is to determine the most efficient spray pattern possible to limit deposition on the wire mesh mask and to reduce overspray, which would once again reduce the amount of material required to build a given fin array and help further reduce the costs associated with this technique.

Other experimental work concerning the performance of the fin array could also be performed with the purpose of creating correlations usable for the analytical investigation of fin array performance. Broadening the correlations proposed for the Nusselt number and the friction factor as functions of the Reynolds number for more fin densities and for a larger range of Reynolds number should also be performed.

The physical properties of different materials cold sprayed into fin arrays should also be determined to ensure that the product survives the application stresses and temperatures, especially in a full configuration including the bond coat and wire mesh core. Indeed, preliminary studies regarding the mechanical strength of the fin arrays have been performed by the University of Ottawa Cold Spray Lab, but insufficient data has been collected yet to assert with certainty that the fin arrays could be used in commercial heat exchangers with infinite life. In particular, thermal cycling tests and oxidations tests should be performed at temperatures resembling those found in industrial applications of heat exchangers to ensure that delamination does not occur between the
various layers, and that the thermal conductivities of the materials do not degrade significantly in corrosive environments.

Some modelling work has been performed for the purpose of the evaluation of the performance of the fin arrays, but much can also be performed to predict the effects of parameters that cannot easily be controlled experimentally, such as the fin surface’s roughness. Indeed, preliminary calculations regarding the fin roughness height for flow conditions such as those tested in this work show that the roughness elements are significant enough to affect the viscous generation of unsteadiness in the flow. A more in depth study of the flow structure around a single fin could also be performed numerically, ranging from macroscopic structures down to Kolmogorov scale structures, which cannot currently be resolved near the walls using experimental methods such as µPIV.

Finally, the hypotheses linking the turbulence metrics and the thermal and hydrodynamic performance should be investigated in much detail to determine both the extent of the validity of the correlation between these quantities and the range of application of such correlations. Specifically, the transition point between the high slope and low slope regimes for the thermal conductance as a function of the Reynolds number curve should be precisely identified. Furthermore, a quantitative correlation between the turbulence intensity value increase and the slope increase should be computed and a verification of this correlation should be made for different samples with the same geometry, to ensure a strong link between these values can be established. The mechanism behind this increase and subsequent decrease in the turbulence intensity should be investigated, as it could lead to the identification of a significant thermal performance driving phenomenon. Similarly, the mechanism behind the transfer of instabilities from the turbulence generating wake region of the fin to the relatively stable flow in the axial flow
channel should also be investigated further, in order to maximize this contribution. This would allow the growth of the thermal performance with only small corresponding increases in the hydrodynamic losses due to the form drag, which should yield a better overall performance for the fin array.
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