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Abstract

We investigate ionization and high harmonic generation (HHG) from the interaction of a mid infra-red laser pulse with a solid state system confined to nano-dimensions. The theory of strong field processes in solids is developed for confined quantum systems in general. Here it is applied to two-dimensional quantum wires with a driving field linearly polarised along the axis of the wires. Our findings indicate that we are able to control the ionization and high-harmonic output by altering the width of the wire. Control of ionization leads to an increased damage threshold which has important implications for nano-engineering and realizing all solid state coherent XUV sources.
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Introduction

The invention of the laser nearly six decades ago revolutionized the study of light-matter interaction, leading to the discovery of many new phenomena. One such phenomenon is harmonic generation, where multiple pump laser photons are parametrically converted into a single photon of higher energy, with a frequency that is an integer multiple, or ‘harmonic’ of the driving laser frequency [1]. This phenomenon is fundamental to the field of non-linear optics and was initially studied in the perturbative regime. However, with the developments in laser technology allowing for more intense pulses, the study of light-matter interaction was extended to the non-perturbative realm [2]. One of the most prominent outcomes of such interactions is high harmonic generation (HHG): the generation of coherent harmonics with frequencies many times the fundamental laser frequency [2–4]. This process is able to yield ultrafast pulses of unprecedented intensities on an attosecond (10\(^{-18}\)s) time-scale, which was previously unattainable [5]. This motivated the advent of attosecond science [4–6] and helped develop new ultrafast imaging methods such as molecular spectroscopy [7–10] and tomography [11,12].

High harmonic generation in atoms

High harmonic generation was first observed in 1977 from the interaction of intense CO\(_2\) laser pulses with plasma [13]. Since then HHG has been extensively studied in atomic and molecular gases [14–16]. As a result, the theory for HHG in these systems is well developed and widely accepted within the strong-field community [2–4]. Here we present a physical picture of the process using the three-step model for atomic HHG [2,17].

In the following discussion, we neglect the magnetic component of the applied laser pulse and consider only the potential due to the electric field. Furthermore, since the applied pulse has a wavelength orders of magnitude larger than the atomic radius, we neglect the space dependence of the applied electric field; this is known as the dipole approximation [18]. Figure 1 qualitatively illustrates the three-step model under these assumptions. The electron (blue circle) is in a bound state in an atomic potential (black curve). The electric potential (red dashed line) skews the total potential, allowing the electron to tunnel ionise across the reduced potential barrier (step 1). Once ionised, the effect of the atomic potential is negligible due to the high intensity of the laser pulse, and the electron is accelerated solely by the temporally oscillating electric field (step 2). In the final step, the electron collides with the ion with a higher energy, and emits a harmonic photon upon recombination [2,3].
Figure 1: The three step model for HHG in atoms. The red dashed line is the electric potential, and the red arrow shows the direction of $\mathbf{E}$, the electric field.

High harmonic generation in solids

While HHG was been extensively studied in atomic and molecular systems, very little attention has been paid to solid state systems. Recently, HHG was observed in 2011 for a ZnO crystal structure illuminated by a mid-infra red laser pulse of wavelength $3.25\,\mu\text{m}$ [19]. Since then, further experimental work involving bulk semiconductor crystals in the THz range [20,21] and mid-IR [22,23] ranges have been investigated. Furthermore, HHG has also been observed in dielectrics [24]. In tandem with the experimental work, there has been a growing compliment of theoretical work in recent years [25–30]. Here we present a qualitative picture for HHG in bulk solids. In the next chapter we will present the mathematical theory in detail.

Figure 2: a) Comparison of atomic orbitals with solid band structure. b) Dispersion relations for electron in atoms and solids compared.\textsuperscript{2}
For a better understanding of the mechanism behind HHG in solids, it is helpful to compare and contrast atoms with solids. In Fig.(2) we compare the band structure of solids with atomic energy levels (Fig. 2a) and the dispersion relationship of an electron in atoms with that of solids (Fig. 2b). In atomic HHG, an electron in an atomic orbital tunnel ionizes across an ionization potential into the continuum, where it obeys a parabolic dispersion relationship given by its energy as a function of momentum, $\mathbf{k}$. Similarly for HHG in solids, an electron in the valence band ionizes across a band gap into the conduction band, where the dispersion relationship is given by the energy as a function of the crystal momentum, $\mathbf{k}$.

One of the key differences between the atomic case and the case in solids is that in atoms the positive ion is much heavier than the electron and has relatively little motion in the driving field. In solids, however, the hole left by the electron in the valence band has a comparable mass, so its motion also needs to be taken into account. Another difference is that in solids we have two sources of HHG, interband current and intraband current. Intraband current arises due to motion of an electron or hole within a band. In contrast, the interband current occurs due to the transition of electrons between bands and is calculated as the rate of change of the total polarization. At first, the interband mechanism was thought to be the dominant mechanism, which it usually is for low order harmonics. However, recently it has been theoretically shown that the interband current dominates the harmonic spectrum for harmonic orders with energies above the minimum bandgap of the solid [28, 29]. This has been confirmed by experimental observation in 2015 [22].

**Interband mechanism**

It has been shown that interband harmonics are driven by a process similar to the three-step model of atomic HHG [28, 29]; this process if depicted in Fig.(3). An electron from the valence band tunnel ionises to the conduction band (step 1); it then moves under the influence of the driving field (step 2), obeying the dispersion relation for the conduction band. Finally, it recombines with the hole at some crystal momentum $\mathbf{k}$ and emits a harmonic photon with energy equal to the band gap at $\mathbf{k}$. The similarity of this process to that of the three-step model for HHG in atoms provides a connection between attosecond science and solid state physics — two previously disjoint fields. This also implies that it may be possible to extend the tools developed for attosecond science to solid state systems. A quantitative treatment

\[\text{\footnotesize Reproduced with permission of C. McDonald}\]
of the interband mechanism is provided at the end of Chapter 1.

Confined quantum systems

While high harmonics have been studied in bulk crystals, they have yet to be investigated in confined quantum systems. Through confinement these structures effectively become low dimensional systems having zero (quantum dots), one (quantum wire) or two (quantum wells) dimensions [33]. These structures have many applications in quantum computing, biotechnology and photovoltaic devices [34,35]. Reducing dimensions changes the density of states, affecting fundamental processes such as ionization, quantum diffusion and evolution in a strong field. As a result, lower-dimensional quantum systems can be used to nano-engineer strong field processes in solids. Here we will confine our analysis to a quantum wire and leave the other low dimensional systems for future research.

A quantum wire or nanowire is an electrically conducting wire with a narrow enough width that the electrons in the wire experience quantum confinement in the transverse directions, while along the axis of the wire their motion is unimpeded. The emergence of quantum effects due to spatial confinement can drastically change the optical properties of the material it is made of, thus nanowires hold great potential in optoelectronics such as nanowire lasers [36]. The main goal of this thesis is to provide a theoretical framework for strong field processes in confined systems that takes into account the quantum effects of confinement, with particular focus on HHG and ionization in quantum wires. We then present results that show how the extent of this confinement affects the ionization and the harmonic spectrum.

Outline

In the first part of this thesis, we will develop a two-band model for high harmonic generation in confined quantum systems in general, with special focus on quantum wires. Chapter 1 will provide the theoretical background for HHG in bulk solids, the framework on which our theory for HHG in confined systems will be built. In this chapter, the Hamiltonian of the solid-state system in the presence of an external field is defined neglecting electron-electron interaction, and the time-dependent Schrödinger equation (TDSE) is solved using a Bloch expansion of the wavefunction, according to the approach of Refs. [28,29]. We simplify the equations of motion using the two band model [37] and derive a set of differential equations for the probability amplitudes. We then show how we calculate observable quantities of interest, namely the interband and intraband currents.

The second chapter builds on the methods described in the first by introducing a confining potential to the Hamiltonian used for bulk crystals. To do this, we first solve the eigenvalue equation for this system with a general confining potential and expand the wavefunction in the basis of the new eigenvectors instead. Next, we derive equations of motion for confined systems in general and apply it to the case of a quantum wire, simplifying our equations accordingly. Finally, we discuss how to calculate the relevant observables.
In the Results and Discussions part of this thesis we numerically investigate ionization and HHG in a quantum wire. Different wire widths are examined and compared to the results from bulk calculations. We find that the overall harmonic intensities of both contributions are suppressed when the quantum wire is made narrower. Investigating further we find that this is due to lower final ionisation (ionisation at end of pulse). For strong field applications to solids, a lower ionisation means a higher damage threshold. Thus we are able to control the damage threshold of the wire by changing its width, which could prove particularly useful for realizing all-solid-state electron accelerators [38].
Part I

Theory
Chapter 1

High Harmonic Generation in Solids

Here we will present the theoretical background for HHG in bulk solids. This will provide
the framework on which our theory for HHG in confined quantum systems will be built.
To do this we follow the approach outlined in Refs [28, 29] by deriving the equations
of motion for electron and hole dynamics for a two band single-electron model [37] (i.e,
electron-electron interaction is neglected). The time-dependent Schrödinger equation
(TDSE) will be solved by representing the wavefunction in the basis of Bloch functions
[31,32]. This will yield equations of motion for the probability amplitudes of the valence
and conduction bands. From the time integration of these equations we can obtain the
quantities of interest, namely the interband and intraband currents, as well as the band
populations and polarization.

1.1 The Hamiltonian of the system

Throughout this chapter and the rest of this thesis, unless otherwise noted, we shall use
atomic units where $m_e = e = \hbar = 1$. In these units the Schrödinger equation is

$$i\frac{\partial |\Psi(t)\rangle}{\partial t} = (H_0 + H_{int}) |\Psi(t)\rangle$$

(1.1)

where we model the Hamiltonian as a sum of two contributions: the unperturbed Hamiltonian, $H_0$ of an infinite solid (or one with a very large number of lattice points), and the
interaction with the laser pulse, $H_{int}$. The solid or Bloch Hamiltonian is

$$H_0 = -\nabla^2 + U(r)$$

(1.2)

$$U(r) = U(r + R)$$

(1.3)

The potential $U(r)$ is the sum of potentials due to each lattice point. Since every
lattice point is identical to any other, this has to be periodic in space:

$$U(r + R) = U(r).$$

(1.4)

Here $R$ is any direct lattice vector [31], which means if the position of a lattice point
is translated by $R$, it will give the position of another lattice point. When the driv-
ing field frequency is low, so that its wavelength is much greater than the lattice con-
stants, the dipole approximation can be used to write the interaction Hamiltonian
as $H_{int} = -r \cdot F(t)$, where $F$ is constant in space. The total Hamiltonian of the system
will then be the sum of the unperturbed lattice Hamiltonian and the Hamiltonian of the applied electric field, which we denote as

\[ H = H_0 + H_{\text{int}} \]
\[ = -\nabla^2 + U(r) - r \cdot F. \] (1.5)

**Bloch Eigenstates**

The eigenfunctions of the unperturbed Hamiltonian (1.2) are Bloch states which satisfy the eigenvalue equation

\[ H_0 |\Phi_{m,k}\rangle = E_{m,k} |\Phi_{m,k}\rangle \] (1.6)

where \( |\Phi_{m,k}\rangle \) is a Bloch eigenstate, \( E_{m,k} \) is its corresponding eigenvalue. The band index is denoted by \( 'm' \), and \( k \) is known as the crystal momentum or Bloch wave vector, which is a vector in the reciprocal lattice [31]. Because of translational symmetry, the wave vector can be restricted to the first Brillouin zone (denoted as BZ), which is a primitive cell of the reciprocal lattice centered around \( k = 0 \). Any wavefunction in this system can be expressed in terms of the bands \( m \), and wavevectors \( k \in BZ \), which for a cubic lattice implies

\[ k_i < \frac{2\pi}{a_i} \] (1.7)

where \( a_i \) are the lattice constants in directions \( i = x, y, z \). The \( r \)-basis representation of the Bloch state is

\[ \Phi_{m,k}(r) = u_{m,k}(r)e^{ik\cdot r}, \] (1.8)

where

\[ \Phi_{m,k}(r) = \langle r | \Phi_{m,k} \rangle. \] (1.9)

Here \( u_{m,k}(r) \) is any periodic function that has the same periodicity as the direct lattice, i.e,

\[ u_{m,k}(r + R) = u_{m,k}(r). \] (1.10)

**Properties of Bloch states**

Bloch states satisfy orthonormality, i.e,

\[ \langle \Phi_{m,k} | \Phi_{m',k'} \rangle = \int_L \Phi_{m,k}^*(r)\Phi_{m',k'}(r)d^3r \]
\[ = \delta_{m,m'}\delta_{k,k'} \] (1.11)

For \( k = k' \), we also have an orthonormality relationship for \( u_{m,k} \) given by

\[ \langle \Phi_{m,k} | \Phi_{m',k} \rangle = \langle u_{m,k} | u_{m,k} \rangle = \delta_{m,m'} \] (1.13)
The symbol $\delta_{x,x'}$ stands for the **Kronecker Delta Function**, which has value 1 if $x = x'$, 0 otherwise. Bloch states also satisfy completeness:

$$\sum_{m,k \in BZ} |\Phi_{m,k}\rangle \langle \Phi_{m,k}| = I$$  \hspace{1cm} (1.14)

where $I$ is the identity operator.

Since the unperturbed Hamiltonian, $H_0$, is diagonal in this basis, we shall use this basis to represent our wave-function. The other terms in the total Hamiltonian can also be simplified in this basis given certain conditions, as we shall discuss in the next section.

### 1.2 Equations of motion

Now that we have a suitable basis for our problem, we can proceed to solving the Schrödinger equation following the methods of Ref. [29]; however, here we will work with the probability amplitudes as opposed to the density matrix equations. We first expand the wavefunction $\Psi(r,t)$ in the Bloch-eigenstate basis:

$$|\Psi(t)\rangle = \sum_{m,k} a_{m,k}(t) |\Phi_{m,k}\rangle. \hspace{1cm} (1.15)$$

We can further write (1.15) in the $r$-basis with components

$$\Psi(r,t) = \sum_{m,k} a_{m,k}(t) \Phi_{m,k}(r)$$

$$= \sum_{m,k} a_{m,k}(t) u_{m,k}(r) e^{ik \cdot r}. \hspace{1cm} (1.17)$$

Next, we insert the ansatz (1.15) in the Schrödinger equation (1.1), and obtain

$$i \sum_{m,k} \dot{a}_{m,k} |\Phi_{m,k}\rangle = H_0 \sum_{m,k} a_{m,k} |\Phi_{m,k}\rangle + H_{int} \sum_{m,k} a_{m,k} |\Phi_{m,k}\rangle$$  \hspace{1cm} (1.18)

Pre-multiplying by $\langle \Phi_{m',k'} |$ yields the equation of motion for the probability amplitudes $a_{m,k}$,

$$i \alpha_{m',k'} = E_{m',k'} a_{m',k'} + \sum_{m,k} \langle \Phi_{m',k'} | H_{int} | \Phi_{m,k}\rangle a_{m,k}$$  \hspace{1cm} (1.19)

$$\Rightarrow i \dot{a}_{m,k} = E_{m,k} a_{m,k} - F \cdot \sum_{m',k'} \langle \Phi_{m,k} | r | \Phi_{m',k'}\rangle a_{m',k'}. \hspace{1cm} (1.20)$$

Equation (1.20) tells us how the probability amplitudes of the wave function evolve in time. To solve this, we need to evaluate the dipole interaction term $\langle \Phi_{m,k} | r | \Phi_{m',k'}\rangle$.}

$$\langle \Phi_{m,k} | r | \Phi_{m',k'}\rangle = \int_{L^3} e^{-ik \cdot r} u_{m,k}^*(r) u_{m',k'}(r) e^{ik' \cdot r} d^3r$$  \hspace{1cm} (1.21)
where \( d^3r = dx
dy
dz \). Now, the integral above can be rewritten in a different way using
the product rule identity of \( \nabla_k \Phi_{m,k} \):

\[
-i \nabla_k \Phi_{m,k} = -i \nabla_k (u_{m,k} e^{ik \cdot r}) = -i(\nabla_k u_{m,k})e^{ik \cdot r} + ru_{m,k}e^{ik \cdot r}
\]  
(1.22)

Rearranging (1.23) gives

\[
ru_{m,k}e^{ik \cdot r} = i(\nabla_k u_{m,k})e^{ik \cdot r} - i \nabla_k \Phi_{m,k}.
\]  
(1.24)

Substituting (1.24) into (1.21), we get

\[
\langle \Phi_{m,k} | r | \Phi_{m',k'} \rangle = i \int e^{-i(k-k') \cdot r} (u^*_m \nabla_k u_{m',k'}) d^3r - i \int \Phi^*_m \nabla_k' \Phi_{m',k'} d^3r.
\]  
(1.25)

Here we notice that the second term on the right is:

\[
i \int \Phi^*_m \nabla_k \Phi_{m',k'} d^3r = -i \nabla_k' \langle \Phi_{m,k} | \Phi_{m',k'} \rangle
\]  
(1.26)

\[
= -i \nabla_k \delta_{m,m'} \delta_{k,k'}
\]  
(1.27)

The Kronecker delta functions on the right will eliminate all but one of the terms in
the double summation in equation (1.20). For the other integral, however, we are still
left with all the bands and the full Brillouin zone. To tackle this problem, we assert
that non-negligible contributions only come from values of \( k' \) that are close to \( k \). In
other words, \( k - k' \) is small enough so that the exponential factor \( e^{-i(k-k') \cdot r} \) is slowly
varying, and can be taken to be roughly constant over one lattice cell, i.e., for any \( r' \) in
the primitive cell,

\[
e^{-i(k-k') \cdot (n \bar{a} + r')} \approx e^{-i(k-k') \cdot (n \bar{a})}
\]  
(1.28)

where for brevity we introduce the tensors

\[
n = (n_x, n_y, n_z) \quad \bar{a} = (a_x, a_y, a_z)
\]  
(1.29)

and the dot operator between them is simply a vector dot product so that: \( n \cdot \bar{a} = n_x a_x + n_y a_y + n_z a_z \). On the other hand, the term \( u^*_m \nabla_k u_{m',k'} \) is periodic and is the
same for every lattice cell, that is,

\[
u_{m,k}(n \cdot \bar{a} + r') = u_{m,k}(r')
\]  
(1.30)

Thus we can arrive at a helpful result by breaking up the integral over the entire lattice
into a sum of integrals over each lattice cell, taking \( e^{-i(k-k') \cdot r} \) to be constant over each
cell and pulling it out of the integral.

\[
i \int L^3 e^{-i(k-k') \cdot r} (u^*_m \nabla_k u_{m',k'}) d^3r
\]  
(1.31)

\[
= i \sum_{n_x, n_y, n_z} e^{-i(k-k') \cdot (n \bar{a})} \int a^3 u^*_m \nabla_k u_{m',k'} d^3r
\]  
(1.32)
Appendix B. Combining equations (1.27), (1.38) and (1.39), we get

\[ \sum_{n_x,n_y,n_z} e^{-i(k-k') \cdot (n \bar{a})} = \frac{1}{a^3} \sum_{n_x,n_y,n_z} e^{-i(k-k') \cdot (n \bar{a})} a^3 \]  

(1.33)

where \( a^3 = a_x a_y a_z \). In the limit \( N \to \infty \), the sum becomes an integral.

\[ \frac{1}{a^3} \sum_{n_x,n_y,n_z} e^{-i(k-k') \cdot (n \bar{a})} a^3 = \frac{1}{a^3} \int_{L^3} e^{-i(k-k') \cdot (n \bar{a})} d^3r \]  

(1.34)

The integral must be zero for any of the allowed values of \( k \) and \( k' \) unless \( k = k' \) because of the Born-von Karman periodic boundary conditions imposed on the entire lattice [31]. For \( k = k' \) the integral is \( L^3 \).

\[ \therefore \quad i \int_{L^3} e^{-i(k-k') \cdot r} (u_{m,k}^* \nabla_{k'} u_{m',k'}) d^3r = d_{m,m'}(k) \delta_{k,k'} \]  

(1.35)

(1.36)

(1.37)

Here we used the fact that \( N = \frac{L^3}{a^3} \) and because \( u_{m,k} \) is periodic over the primitive cell, the integral of such a periodic function over the entire lattice is simply \( N \) times the integration of one primitive cell. We call \( d_{m,m'}(k) \) the \textit{transition dipole moment}, which is dependent on interband transitions only, i.e,

\[ d_{m,m'}(k) = 0 \quad \text{if} \quad m = m' \]  

(1.39)

The reason for this and a derivation of its value using the \( k \cdot p \) theory [32] is given in Appendix B. Combining equations (1.27), (1.38) and (1.39), we get

\[ \langle \Phi_m | r | \Phi_{m'} \rangle = -i \nabla_{k'} \delta_{m,m'} \delta_{k,k'} + d_{m,m'
eq m}(k) \delta_{k,k'} \]  

(1.40)

Now we substitute our final form for the dipole moment given by (1.40) into the Schrödinger equation for \( a_{m,k}(t) \) given by (1.20).

\[ i \dot{a}_{m,k} = E_{m,k} a_{m,k} - \sum_{m',k'} (-i \nabla_{k'} \delta_{m,m'} \delta_{k,k'} + d_{m,m'
eq m}(k) \delta_{k,k'}) \cdot F_{m',k'} \]

\[ = E_{m,k} a_{m,k} + i F \cdot \nabla_{k} a_{m,k} - F \cdot \sum_{m'} d_{m,m'
eq m}(k) a_{m',k}. \]  

(1.41)
And so the Schrödinger equation for \( a_{m,k}(t) \) with the dipole approximation reads
\[
\dot{a}_{m,k} = (-iE_{m,k} + \mathbf{F} \cdot \nabla_k) a_{m,k} + i\mathbf{F} \cdot \sum_{m' \neq m} d_{m,m'}(k)a_{m',k} \tag{1.42}
\]

The integration of equation (1.42) is complicated by the presence of the \( \nabla_k \) term, but we can eliminate it and simplify the equation by a transformation of variables,
\begin{align*}
\kappa(k, t) &= k - A(t) \tag{1.43} \\
\tau(k, t) &= t \tag{1.44}
\end{align*}

where the vector potential \( A(t) \) is defined as
\[
\frac{dA(t)}{dt} = -\mathbf{F}(t) \tag{1.45}
\]

Note that this also shifts the Brillouin zone to \( BZ' = BZ - A(t) \). These transformations lead to the following rules for derivatives, for a given function \( f(k, t) \) tranformed to \( f(\kappa, \tau) \):
\begin{align*}
\frac{df(\kappa, \tau)}{dt} &= \frac{\partial f(\kappa, \tau)}{\partial \kappa} \frac{dk}{dt} + \frac{\partial f(\kappa, \tau)}{\partial \tau} \frac{d\tau}{dt} \\
&= \frac{\partial f(\kappa, \tau)}{\partial \kappa} \mathbf{F} + \frac{\partial f(\kappa, \tau)}{\partial \tau} \\
&= \left( \mathbf{F} \frac{\partial}{\partial \kappa} + \frac{\partial}{\partial \tau} \right) f(\kappa, \tau) \tag{1.46}
\end{align*}

and
\begin{align*}
\frac{df(\kappa, \tau)}{dk} &= \frac{\partial f(\kappa, \tau)}{\partial \kappa} \frac{dk}{d\kappa} + \frac{\partial f(\kappa, \tau)}{\partial \tau} \frac{d\tau}{d\kappa} \\
&= \frac{\partial f(\kappa, \tau)}{\partial \kappa} \tag{1.47}
\end{align*}

Now we apply the transformation to the probability amplitude equation (1.42) and subsequently eliminate \( \nabla_k \).
\begin{align*}
\frac{da_{m,k}(t)}{dt} &= \{ -iE_m(\kappa + A) + \mathbf{F} \cdot \nabla_k \} a_{m,k} + i\mathbf{F} \cdot \sum_{m' \neq m} d_{m,m'}(\kappa + A)a_{m',k} \\
\Rightarrow \frac{\partial a_{m,k}}{\partial \tau} + \mathbf{F} \cdot \nabla_\kappa a_{m,k} &= -iE_m(\kappa + A) a_{m,k} + \mathbf{F} \cdot \nabla_\kappa a_{m,k} + i\mathbf{F} \cdot \sum_{m' \neq m} d_{m,m'}(\kappa + A)a_{m',k}
\end{align*}

Thus the equation for amplitudes in terms of the transformed variables is given by (replacing \( \tau \) with \( t \))
\[
\partial_t a_{m,k}(t) = -iE_m(\kappa + A(t)) a_{m,k}(t) + i\mathbf{F}(t) \cdot \sum_{m' \neq m} d_{m,m'}(\kappa + A(t))a_{m',k}(t) \tag{1.48}
\]

where \( \partial_t = \frac{\partial}{\partial t} \). The ordinary differential equation (1.48) can be further simplified by
another transformation using an integrating factor:

\[ a_{m,\kappa}(t) = b_{m,\kappa}(t) \exp \left[ -i \int_{-\infty}^{t} E_m(\kappa + A(t')) dt' \right]. \]  

(1.49)

Here we write the amplitude as a product of a transformed amplitude and a phase factor \( \exp \left[ -i \int_{-\infty}^{t} E_m(\kappa + A(t')) dt' \right] \). Calculating the time derivative of the above and rearranging, we get

\[ \partial_t b_{m,\kappa}(t)e^{-i \int_{-\infty}^{t} E_m(\kappa + A(t')) dt'} = \partial_t a_{m,\kappa}(t) + i E_m(\kappa + A(t'))a_{m,\kappa}(t) \]  

(1.50)

Substituting in the expression for \( \partial_t a_{m,\kappa}(t) \) from (1.48) and replacing \( a_{m,\kappa} \) with (1.49), we obtain the following equation for \( \partial_t b_{m,\kappa}(t) \):

\[ \partial_t b_{m,\kappa} = iF \cdot \sum_{m' \neq m} d_{m,m'} b_{m,\kappa} e^{-i \int_{-\infty}^{t} E_{m'}(\kappa + A(t')) dt'} e^{i \int_{-\infty}^{t} E_m(\kappa + A(t')) dt'} \]  

(1.51)

where \( \Delta E_m = E_{m'} - E_m \)

In the two band model, we just have a conduction band \((m = c)\) and a valence band \((m = v)\). The band gap between the two bands is defined as \( E_g = \Delta E_{c,v} = E_c - E_v \). Equation (1.51) then becomes

\[ \partial_t b_{c,\kappa} = iF \cdot \mathbf{d}^*(\kappa + A(t))b_{v,\kappa} \exp[iS] \]  

(1.52)

\[ \partial_t b_{v,\kappa} = iF \cdot \mathbf{d}(\kappa + A(t))b_{c,\kappa} \exp[-iS] \]  

(1.53)

Here, \( S = \int_{-\infty}^{t} E_g(\kappa + A(t')) dt' \) is the classical action. The interband dipole moment, \( \mathbf{d} = \mathbf{d}_{v,c} \) and \( \mathbf{d}^* = \mathbf{d}_{c,v}^* \), as shown below applying product rule in reverse and using the orthonormality condition for Bloch states.

\[ \mathbf{d}_{c,v} = i \int d^3 \mathbf{r} u^*_{c,k} \nabla_k u_{v,k} \]  

\[ = i \nabla_k \int d^3 \mathbf{r} u^*_{c,k} u_{v,k} - i \int d^3 \mathbf{r} u_{v,k} \nabla_k u^*_{c,k} \]  

(1.54)

\subsection{1.3 Currents and harmonic spectra}

Numerically solving equations (1.52) and (1.53) give us \( b_{m,\kappa}(t) \) or \( a_{m,\kappa}(t) \). From these we can calculate the time-dependent band population,

\[ n_m = |a_m|^2 = |b_m|^2 \]  

(1.55)
Where $\kappa$ and $t$ have been suppressed for brevity. The **intraband current** is due to the motion of an electron or hole within a single band. This is calculated as

$$ j_{ra}(t) = \sum_{m=c,v} \int_{BZ'} v_m(\kappa + A(t)) n_m(\kappa, t) d^3 \kappa, \quad (1.56) $$

where $BZ' = BZ - A(t)$ and

$$ v_m(\kappa) = \nabla_{\kappa} E_m(\kappa) $$

is the band velocity, or group velocity of an electron in band $m$, obtained from the dispersion relationship of the band structure. The polarization is due to band transitions and is calculated as

$$ p(\kappa, t) = d(\kappa + A(t)) a_{c,\kappa}^* a_{v,\kappa} + c.c. \quad (1.58) $$

$$ = d(\kappa + A(t)) \pi(\kappa, t) \exp[iS(\kappa, t)] + c.c.. \quad (1.59) $$

where $\pi(\kappa, t) = b_{c,\kappa}^* b_{v,\kappa}$. The interband current, caused by transition of electrons across the two bands, can be defined as the rate of change of the total polarization:

$$ j_{er}(t) = \frac{d}{dt} \int_{BZ'} p(\kappa, t) d^3 \kappa \quad (1.60) $$

Finally, the harmonic spectrum is obtained by taking the Fourier transform of the current:

- **Interband spectrum**:
  $$ |\tilde{j}_{er}(\omega)|^2 = |\mathcal{F}[j_{er}(t)]|^2 \quad (1.61) $$

- **Intraband spectrum**:
  $$ |\tilde{j}_{ra}(\omega)|^2 = |\mathcal{F}[j_{ra}(t)]|^2 \quad (1.62) $$

### 1.4 Saddle-point analysis and 3-step model

An intuitive understanding of HHG in solids can be achieved by using the Keldysh approximation [39], in which the depletion of the valence band is assumed to be negligible. In other words, the total valence band population

$$ \int_{BZ} n_v(\kappa, t) d^3 \kappa \approx 1 \quad (1.63) $$

Since every $\kappa$ in the valence band is initially occupied, normalization demands that the valence band probability amplitude be

$$ b_v(\kappa, t) \approx \frac{1}{K^3} \quad (1.64) $$

where $K^3 = K_x K_y K_z$ with $K_i$ being the Brillouin zone length in the $i$th direction. This decouples our equation for $b_c$, making Eqn. (1.52) integrable, i.e,

$$ b_{c,\kappa}(t) = \frac{i}{K^3} \int_{-\infty}^{t} dt' \mathbf{F}(t') \cdot \mathbf{d}^* (\kappa + A(t')) \exp[iS(\kappa, t')] \quad (1.65) $$

The derivation of the intraband current in this approximation is given in Vampa
et al. (2014) [29]. Here we present just the interband current, which is found to be the dominating mechanism for higher harmonics [22, 29]. Substituting (1.65) into the polarization (Eqn. 1.59), we arrive at the following expression for the interband current:

\[
\tilde{j}_{er}(\omega) = \frac{\omega}{K^2} \int_{BZ} d^3k d(k) \int_{-\infty}^{\infty} dt e^{-i\omega t} \int_{-\infty}^{t} dt' F(t') d^*(K_{t'}) \exp[-iS(k, t', t)]
\]

(1.66)

(1.67)

where \(K_{t'} = k + A(t') - A(t)\) and \(S(k, t', t) = \int_{t'}^{t} E_g(K_\tau) d\tau\) and the Brillouin zone has been shifted back to the original.

Equation (1.66) can be solved by saddle-point integration. The dominant contribution to the integral occurs when the saddle-point conditions are met, and these are found to be

\[
\nabla_k S = \Delta x_e - \Delta x_v = 0
\]

(1.68)

\[
\frac{dS}{dt'} = E_g[k - A(t) + A(t')] = 0
\]

(1.69)

\[
\frac{dS}{dt} = E_g(k) = \omega
\]

(1.70)

where \(\Delta x_m = \int_{t'}^{t} v_m(\tau) d\tau = x_m(t) - x_m(t')\) is the net displacement of the electron/hole in band \(m\) between its time of birth due to ionization \(t'\), and the time of observation \(t\). Thus, the first saddle-point condition states that non-negligible contributions to HHG occur only when electrons and holes recombine after being ionized and accelerated by the field. This mirrors the condition in atoms that electrons must recombine with ions for HHG to occur [2,3].

Equation (1.69) states that \(k - A(t) + A(t')\) must be such that \(E_g\) is zero. Since \(E_g\) is not zero for any real value of \(k\), the solution must be that \(k\) be complex. However, since \(E_g\) is approximately sinusoidal (see Chapter 3, Table 3.1), to meet this condition the real part of \(k - A(t) + A(t')\) must be zero, which implies that at the time of birth

\[
\text{Re}\{k\} = \text{Re}\{A(t') - A(t')\} = 0
\]

(1.71)

that is, the electron and hole must be born with zero crystal momentum for HHG to occur. This is in accordance with the atomic case where the electron is born in the continuum with zero initial velocity.

Last of all, equation (1.70) is a statement of conservation of energy that tells us that the emitted photon will have an angular frequency \(\omega\) with an energy equal to that of the bandgap at the crystal momentum \(k\) at which the recollision occurs. This gives us a maximum cut-off harmonic for the interband harmonic given by the maximum band gap of the solid. These conditions provide us with a physical picture similar to the three-step model in atoms [2,3].

With this we conclude the chapter on solids that lays out the basic framework for the study of HHG in crystal structures. In the next chapter we shall extend this theory to include a confining potential. This will allow for the investigation of confined quantum systems such as quantum wires.
Chapter 2

High Harmonic Generation in Quantum Wires

A quantum wire is a confined quantum system where the electron motion is restricted in two spatial dimensions by a confining potential. Electron motion in the remaining direction is unimpeded, thus creating an effective one dimensional system. Here we extend the theory for bulk solids, presented in the previous chapter, to systems in which there is an additional confining potential $V$. We examine the case of a quantum wire, but the formalism we present can also be applied to other confined quantum systems.

2.1 Quantum wire Hamiltonian

In the absence of an external electric field, the Hamiltonian is given by,

$$H_q = H_0 + V$$  \hspace{1cm} (2.1)

where $H_0 = -\nabla^2 + U$ is the bulk Hamiltonian, satisfying Equation (1.6). The total time dependent Hamiltonian is then

$$H(t) = H_q + H_{\text{int}},$$  \hspace{1cm} (2.2)

where $H_{\text{int}} = r \cdot F(t)$. Our approach here will be to solve the eigenvalue equation for $H_q$, similar to what we did in the last chapter, then proceed with the derivation using the new eigenvalues and states.

The eigenvalue equation for the new Hamiltonian is

$$H_q |\psi_\eta\rangle = \varepsilon_\eta |\psi_\eta\rangle$$  \hspace{1cm} (2.3)

Here, $\varepsilon_\eta$ is the $\eta^{th}$ eigenvalue, corresponding to the $\eta^{th}$ eigenvector, $\psi_\eta$. If we want to retain the simplicity of the previous derivation for the bulk Hamiltonian, we need to keep working in the Bloch basis. So we expand the eigenstates $\psi_\eta$ in the Bloch basis:

$$|\psi_\eta\rangle = \sum_\kappa |\Phi_\kappa\rangle \langle \Phi_\kappa |\psi_\eta\rangle$$  \hspace{1cm} (2.4)

$$= \sum_\kappa \alpha_{\eta,\kappa} |\Phi_\kappa\rangle$$  \hspace{1cm} (2.5)
where $\alpha_{\eta,\kappa} = \langle \Phi_\kappa | \psi_\eta \rangle$. For brevity, $\kappa$ is meant to imply $m, k \in BZ$. Now, we substitute the expression (2.5) into equation (2.3) and expand $H_q$ as $H_0 + V$ to get

$$
\sum_\kappa \alpha_{\eta,\kappa} H_0 | \Phi_\kappa \rangle + \sum_\kappa \alpha_{\eta,\kappa} V | \Phi_\kappa \rangle = \varepsilon_\eta \sum_\kappa \alpha_{\eta,\kappa} | \Phi_\kappa \rangle.
$$

(2.6)

Premultiplying with $\langle \Phi_\kappa |$ and utilising orthonormality of Bloch states gives

$$
\varepsilon_\eta \alpha_{\eta,\kappa} = \alpha_{\eta,\kappa} E_\kappa + \sum_{\kappa'} \alpha_{\eta,\kappa'} \langle \Phi_\kappa | V | \Phi_{\kappa'} \rangle.
$$

(2.7)

**Potential in Bloch basis**

In equation (2.7) we now evaluate the matrix elements of $V$ in the Bloch basis:

$$
\langle \Phi_\kappa | V | \Phi_{\kappa'} \rangle = \int_{L^3} u^*_\kappa(r) e^{-iK \cdot r} V(r) u_{\kappa'}(r) e^{iK' \cdot r} d^3r
$$

(2.8)

$$
= \int_{L^3} u^*_\kappa(r) V(r) u_{\kappa'}(r) e^{-i(K' - K) \cdot r} d^3r
$$

(2.9)

where $L^3$ denotes integration over the entire lattice. We now assume a slowly varying (in space) potential that varies very little within a lattice cell, where the $u_{\kappa'}(r)$ factors are periodic. Following a similar argument to that of Section 1.2, the exponential factor $e^{-i(K' - K) \cdot r}$ will render the integral negligibly small except for $|K' - K| \ll |K_b|$ where $K_b$ is wave vector on the edge of the Brillouin zone. With this case in point, we can make use of the $k \cdot p$ approximation (see Appendix B) to expand the Bloch function around a reciprocal lattice vector $K$ and neglect the $k$-dependence of the periodic function $u_{m,k}$, i.e,

$$
k = K + \Delta k ; \quad K' = K + \Delta k' \quad (2.10)$$

$$
\Phi_{m,k} \approx u_{m,K} e^{imK} e^{i\Delta k} \quad (2.11)
$$

Substituting (2.10) and (2.11) into (2.9) and reintroducing the band index $m$,

$$
\langle \Phi_{m,k} | V | \Phi_{m',k'} \rangle \approx \int_{L^3} u^*_{m,K}(r) u_{m',K}(r) V(r) e^{i(K' - K) \cdot r} d^3r.
$$

(2.12)

Now, just like in Sec.(1.2), we use a slowly varying approximation for the potential so that it is roughly constant in one primitive cell, that is,

$$
V(r + a_i) \approx V(r)
$$

(2.13)

where $a_i$ is a primitive lattice vector. Alternatively we can write the potential as

$$
V(r) = V(n \cdot \bar{a} + r') \approx V(n \cdot \bar{a})
$$

(2.14)
where \( \mathbf{r}' \) is any vector within the primitive cell; \( \mathbf{a} \) and \( \mathbf{n} \) are defined in Eqn.(1.29). We can now write our integration over the whole lattice following the recipe of Sec.(1.2).

\[
\int_{L^3} e^{i(\Delta \mathbf{k}' - \Delta \mathbf{k}) \cdot \mathbf{r}} u_{m,k}^* V(r) u_{m',k'} d^3r
\]

(2.15)

\[
= \sum_{n_x,n_y,n_z} e^{i(\Delta \mathbf{k}' - \Delta \mathbf{k}) \cdot (\mathbf{n} \cdot \mathbf{a})} V(n \cdot a) \int_{a^3} u_{m,K}^* u_{m',K} e^{i(\Delta \mathbf{k}' - \Delta \mathbf{k}) \cdot \mathbf{r}} d^3r
\]

(2.16)

where \( L^3 \) denotes integration over the entire lattice, and \( a^3 \) over a primitive cell.

Since \(|\Delta \mathbf{k}' - \Delta \mathbf{k}| \ll |K_b|\), the integral on the right can be approximated as

\[
\int_{a^3} u_{m,K}^* u_{m',K} d^3r,
\]

which is nothing but

\[
\frac{1}{N} \langle \Phi_{m,K} | V | \Phi_{m',K'} \rangle = \delta_{m,m'} \frac{1}{N} \sum_{n_x,n_y,n_z} e^{i(\Delta \mathbf{k}' - \Delta \mathbf{k}) \cdot (\mathbf{n} \cdot \mathbf{a})} V(n \cdot a) a^3
\]

(2.17)

(2.18)

(2.19)

which happens to be the Fourier transform of \( V(r) \), thus

\[
\langle \Phi_{m,k} | V | \Phi_{m',k'} \rangle = \delta_{m,m'} \mathcal{F}[V(r)](\Delta \mathbf{k}' - \Delta \mathbf{k})
\]

(2.20)

where \( \mathcal{F} \) is the Fourier transform operator.

### 2.2 Separable band structure and potential

To simplify the computation of the new eigenvalues we note that the band structure for the \( m^{th} \) band can be written as the sum of the bands along each individual axis, i.e,

\[
E_m(\mathbf{k}) = E_{m,x}(k_x) + E_{m,y}(k_y) + E_{m,z}(k_z)
\]

(2.21)

This form of band-structure is commonly used in solid state physics [28, 29, 40, 41]. This must be due to the fact that the bulk Hamiltonian \( H_0 = H_{0x} + H_{0y} + H_{0z} \) is separable (i.e, the atomic potential used in the band structure calculation is separable). Thus by adding a confining potential of the form

\[
V(r) = V_x(x) + V_y(y) + V_z(z),
\]

(2.22)

we can separate the 3D eigenvalue equation (2.7) into one-dimensional equations. To do this, we first write the quantum wire Hamiltonian as

\[
H_q = H_{qx} + H_{qy} + H_{qz}
\]

(2.23)
where \( H_{qi} = H_{0i} + V_i \) for \( i = x, y, z \). This means we can write eigenstates \( |\psi_\eta\rangle \) as a tensor product of 1D wavefunctions,

\[
|\psi_\eta\rangle = |\psi_{\eta_x}\rangle \otimes |\psi_{\eta_y}\rangle \otimes |\psi_{\eta_z}\rangle,
\]

(2.24)
each of which has a corresponding eigenvalue \( \varepsilon_{\eta_x}, \varepsilon_{\eta_y}, \varepsilon_{\eta_z} \). As the eigenvalues \( E_m(k) \) of the bulk hamiltonian \( H_0 \) are also separable, the Bloch eigenstates of \( H_0 \) can be taken to be separable as well, so that

\[
|\Phi_\kappa\rangle = |\Phi_{\kappa_x}\rangle \otimes |\Phi_{\kappa_y}\rangle \otimes |\Phi_{\kappa_z}\rangle
\]

(2.25)
where \( \kappa_i \) is \( m, k_i \). We take the projection of the eigen value equation (2.3) on the Bloch basis, and expand \( \langle \Phi_k | H_q | \psi_\eta \rangle \) as

\[
\langle \Phi_k | H_{qx} | \psi_{\eta_x} \rangle \alpha_y \alpha_z + \langle \Phi_k | H_{qy} | \psi_{\eta_y} \rangle \alpha_x \alpha_z + \langle \Phi_k | H_{qz} | \psi_{\eta_z} \rangle \alpha_x \alpha_y
\]

(2.26)
where \( \alpha_i = \alpha_{\eta_i, \kappa_i} = \langle \Phi_k | \psi_\eta \rangle \). We then expand \( \varepsilon_\eta \langle \Phi_k | \psi_\eta \rangle \) as

\[
(\varepsilon_{\eta_x} + \varepsilon_{\eta_y} + \varepsilon_{\eta_z}) \alpha_x \alpha_y \alpha_z
\]

Equating the two, dividing through by \( \alpha_x \alpha_y \alpha_z \) and rearranging gives

\[
\left( \frac{W_x}{\alpha_x} - \varepsilon_{\eta_x} \right) + \left( \frac{W_y}{\alpha_y} - \varepsilon_{\eta_y} \right) + \left( \frac{W_z}{\alpha_z} - \varepsilon_{\eta_z} \right) = 0
\]

(2.27)
where \( W_i = \langle \Phi_k | H_{qi} | \psi_{n,i} \rangle \) for \( i = x, y, z \).

Eqn.(2.27) is a sum of independent terms equating to 0, so each term must be identically zero, i.e,

\[
W_i = \alpha_i \varepsilon_{\eta_i}.
\]

(2.28)
Furthermore, because of the \( \delta_{m,m'} \) factor in Eqn.(2.20), we have two independent equations for each band, each with its own complete set of eigenstates that span the subspace of that band. We denote the \( i^{th} \) directional component of the Hamiltonian of subspace \( m \) by \( W_{m,i} \), and index each solution for eigenstate \( \psi_m \) by \( n_i \). Thus we now have a set of one-dimensional eigenvalue equations for each band given by

\[
W_{m,i} = \varepsilon_{m,n_i} \alpha_{m,n_i,k_i}
\]

(2.29)
where \( i = x, y, z \) and we have reintroduced the band index \( m \). Finally, in terms of the Bloch basis equation (2.29) reads:

\[
\varepsilon_{m,n_i} \alpha_{m,n_i,k_i} = \alpha_{m,n_i,k_i} E_{m,k_i} + \sum_{k_i'} \alpha_{m,k_i} \langle \Phi_{m,k_i} | V_i | \Phi_{m,k_i'} \rangle.
\]

(2.30)
2.3 Time dependent Schrödinger equation

We now proceed to our derivation of the equations of motion by solving the Schrödinger equation,

\[ i \partial_t |\Psi(t)\rangle = H(t) |\Psi(t)\rangle, \quad (2.31) \]

where we expand \( \Psi \) in the Bloch basis as before:

\[ |\Psi(t)\rangle = \sum_{m,k} a_{m,k}(t) |\Phi_{m,k}\rangle \quad (2.32) \]

where \( a_{m,k}(t) = \langle \Phi_{m,k} | \Psi(t) \rangle \). Substituting the expansion into the Schrödinger equation, and premultiplying by \( \langle \Phi_{m,k} | \) gives

\[ i \dot{a}_{m,k}(t) = \sum_{m,k'} \langle \Phi_{m,k} | H_q | \Phi_{m,k'} \rangle a_{m,k'}(t) + \sum_{m,k'} \langle \Phi_{m,k} | H_{int} | \Phi_{m,k'} \rangle a_{m,k'}(t). \quad (2.33) \]

Since \( H_q \) is not diagonal in this basis, this equation is difficult to solve. We instead expand the wavefunction in the basis of eigenstates of \( H_q \) (Eqn. 2.3):

\[ |\Psi(t)\rangle = \sum_{\eta} \beta_{\eta}(t) |\psi_{\eta}\rangle \quad (2.34) \]

where for brevity we use \( \eta \) to mean \((m,n)\). Inserting this expansion in the Schrödinger equation yields

\[ i \sum_{\eta} \partial_t \beta_{\eta} |\psi_{\eta}\rangle = (H_q + H_{int}) \sum_{\eta} \beta_{\eta} |\psi_{\eta}\rangle = \sum_{\eta} \epsilon_{\eta} \beta_{\eta} |\psi_{\eta}\rangle + \sum_{\eta} \beta_{\eta} H_{int} |\psi_{\eta}\rangle \quad (2.35) \]

Taking the projection on \( \langle \psi_{\eta} | \) gives

\[ i \dot{\beta}_{\eta} = \epsilon_{\eta} \beta_{\eta} + \sum_{\eta'} \langle \psi_{\eta} | H_{int} | \psi_{\eta'} \rangle \beta_{\eta'} \quad (2.37) \]

where we used the orthonormality of the eigenstates, \( \langle \psi_{\eta} | \psi_{\eta'} \rangle = \delta_{\eta,\eta'} \).

The difficulty with Eqn.(2.37) is the evaluation of the matrix elements of \( H_{int} \) in this new basis. In the last chapter we simplified the elements in the Bloch basis by eliminating the sum over \( k \). There may be a way to do something similar in this basis, but that is beyond the scope of this thesis.

A transformation to Bloch basis gives

\[ \langle \psi_{\eta} | H_{int} | \psi_{\eta'} \rangle = \sum_{\kappa,\kappa'} \langle \psi_{\eta} | \Phi_{\kappa} \rangle \langle \Phi_{\kappa} | H_{int} | \Phi_{\kappa'} \rangle \langle \Phi_{\kappa'} | \psi_{\eta'} \rangle \quad (2.38) \]

\[ = \sum_{\kappa,\kappa'} \alpha_{\eta,\kappa}^* \alpha_{\eta',\kappa'} \langle \Phi_{\kappa} | H_{int} | \Phi_{\kappa'} \rangle \quad (2.39) \]
which would give us a summation over both $\eta$ and $\kappa$ in the TDSE, making the computation time unfeasible. However, Eqn. (2.37) is the general equation of motion for HHG in confined systems, and in some special cases it is easily adopted into existing methodology for bulk calculations. We shall discuss this in the following sections.

2.4 Quantum wire potential and the driving field

We now define a form for the potential of a quantum wire, $V$. We take the axis of the wire to be parallel to $\hat{x}$, so that electrons are unconfined in this direction. Furthermore, we implement $V$ in the form of a 2D harmonic oscillator potential,

$$V(y, z) = V(y) + V(z) = \frac{1}{2}\Omega(y^2 + z^2)$$  \hspace{1cm} (2.40)

where $\Omega$ is the angular frequency of the harmonic oscillator, which is taken to be the same in both $x$ and $y$ directions to emulate a wire symmetric about its axis. This potential provides an eigenvalue equation which is easily solveable, and also for which the effective mass approximation [31,32] yields an analytical solution for the eigenvalues and vectors, which is discussed in Appendix A.

In Section 2.1 we saw that

$$\langle \Phi_{m,k} | V | \Phi_{m',k'} \rangle = \delta_{m,m'} \mathcal{F}[V](\Delta k' - \Delta k).$$ \hspace{1cm} (2.41)

Since we have separated our eigenvalue equation into a set of one-dimensional equations for each component of $V$, we need only work out the fourier transform of one component, say $V_y$, which gives

$$\mathcal{F}\left[\frac{1}{2}\Omega^2 y^2\right] = -\frac{1}{2}\Omega^2 \delta^{(2)}(k'_y - k_y)$$ \hspace{1cm} (2.42)

where we have used the fact that $\Delta k' - \Delta k = k' - k$. The term on the right is the second derivative of the Dirac delta function, which can be evaluated to give us

$$\langle \Phi_{m,k_y} | V_y | \Phi_{m',k'_y} \rangle = -\frac{1}{2}\delta(k'_y - k_y)\Omega^2 \frac{\partial^2}{\partial k_y^2}. \hspace{1cm} (2.43)$$

Inserting this back into our eigenvalue equation (Eqn. 2.30), we get

$$\varepsilon_{m,n_y} \alpha_{m,n_y,y} = \alpha_{m,n_y,y} E_{m,k_y} - \frac{1}{2} \sum_{k'_y} \delta_{k_y,k'_y} \Omega^2 \frac{\partial^2}{\partial k_y^2} \alpha_{m,n_y,k'_y}$$ \hspace{1cm} (2.44)

where we have replaced the Dirac delta with its discrete variant, the Kronecker delta function. Alternatively, we could have written the summation as an integral over $k$. Thus for each band and direction the eigenvalue equation reads

$$\varepsilon_{m,n} \alpha_{m,n,k_i} = \alpha_{m,n,k_i} E_{m,k_i} - \frac{1}{2} \Omega^2 \frac{\partial^2}{\partial k_i^2} \alpha_{m,n,k_i}$$ \hspace{1cm} (2.45)
where \( i = y, z \). Rearranging (2.45), we get our eigenvalue equation as

\[
\left[ \frac{1}{2} \Omega^2 \frac{\partial^2}{\partial k_i^2} - E_{m,k_i} \right] \alpha_{m,n_i,k_i} = \varepsilon_{m,n} \alpha_{m,n_i,k_i} \tag{2.46}
\]

\[\Rightarrow \Gamma_{m,k_i} \alpha_{m,n_i,k_i} = \varepsilon_{m,n} \alpha_{m,n_i,k_i} \tag{2.47}\]

where \( \Gamma_{m,k_i} = \frac{1}{2} \Omega^2 \frac{\partial^2}{\partial k_i^2} - E_{m,k_i} \) are the matrix elements of \( H_{qi} \) in the Bloch basis in the subspace of \( m \). With this setup, we have \( V_x = 0 \), so for the \( x \)-component, equation (2.30) yields

\[n_x = k_x \tag{2.48}\]

\[\varepsilon_{m,n_x} = E_{m,k_x} \tag{2.49}\]

and naturally,

\[|\psi_{m,n_x}\rangle = |\Phi_{m,k_x}\rangle \tag{2.50}\]

Therefore the quantum wire eigenfunctions for band \( m \) can be written as

\[|\psi_{m,n}\rangle = |\Phi_{m,k_x}\rangle \otimes |\psi_{m,n_y}\rangle \otimes |\psi_{m,n_z}\rangle \tag{2.51}\]

**Field polarization along axis of wire**

If we set the polarization of the field along the axis of the wire, \( \hat{x} \), then the interaction Hamiltonian is only a function of \( x \), so that

\[ \mathbf{F}(t) = F_x(t) \hat{x}, \]

\[ \therefore H_{int} = \mathbf{r} \cdot \mathbf{F}(t) = F_x(t)x. \]

Now we can simplify the matrix elements of \( H_{int} \) as

\[ \langle \psi_{m,n} | H_{int} | \psi_{m,n'} \rangle = F_x \langle \phi_{m,k_x} | x | \phi_{m,k'_x} \rangle \delta_{n_y,n'_y} \delta_{n_z,n'_z}. \]

Plugging this back into (2.37) and this time writing the band index as well, we get

\[ i \beta_{m,n} = \varepsilon_{m,n} \beta_{m,n} + F_x \sum_{m,k'_x} \langle \Phi_{m,k_x} | x | \Phi_{m,k'_x} \rangle \beta_{m,k'_x,n_y,n_z}. \]

Here we note that \( \beta_{m,n} = \beta_{m,k_x,n_y,n_z} \). Equation (2.55) is identical to the TDSE for bulk crystals (1.20) for a field polarized in \( \hat{x} \), but with eigenvalues \( \varepsilon_{m,n} \) instead of \( E_{m,k} \) and quantum number \( n \) instead of wave vector \( k \). Thus we can solve for the probability amplitudes \( \beta \) the same way we would for bulk crystals. However, we would still need to recover the probability amplitudes \( \beta \) as functions of \( k \) in order to calculate the polarization and currents. This requires a transformation to the Bloch basis, as discussed in the following section.
2.5 Calculation of observables

The intraband current

When the field is parallel to the axis of the quantum wire, the intraband current is given by

\[ j_{ra}(t) = \sum_{m=e,v} \int_{BZ} v_m(k_x)n_m(k, t)d^3k \]  

(2.56)

where \( n_m(k, t) = |a_m(k, t)|^2 = |\langle \Phi_{m,k} | \Psi(t) \rangle|^2 \), and \( v_m(k_x) = \frac{\partial}{\partial k_x} E_m(k_x) \hat{x} \) is the band velocity in the \( \hat{x} \) direction. We only take the \( x \)-component because there will be a significant net current only in the direction of the field. In other directions, due to centro-symmetricity, the currents will average to zero. Thus we can write the current in each band as

\[ j_{m,ra}(t) = \int v_m(k_x) \left[ \int n_m(k, t)dk_ydk_z \right] dk_x. \]  

(2.57)

Under any transformation of basis, inner products are invariant. Therefore, the total band population,

\[ \rho_m(t) = \int_{BZ} n_m(k, t)d^3k \]  

(2.58)

remains invariant. With the field parallel to the axis of the wire, we can show that the term in \([\ ]\) in Eqn.(2.57)s must also be invariant. To do this we expand the wavefunction in the Bloch basis (suppressing band-index \( m \) for brevity):

\[ |\Psi(t)\rangle = \sum_{k_x,k_y,k_z} a_k(t) |\Phi_{k_x}\rangle \otimes |\Phi_{k_y}\rangle \otimes |\Phi_{k_z}\rangle. \]  

(2.59)

In the quantum wire basis, this is

\[ |\Psi(t)\rangle = \sum_{k_x,n_y,n_z} \beta_n(t) |\Phi_{k_x}\rangle \otimes |\psi_{n_y}\rangle \otimes |\psi_{n_z}\rangle. \]  

(2.60)

Taking the projection on \( \langle \Phi_{k_x} \rangle \) gives

\[ \sum_{k_y,k_z} a_k(t) |\Phi_{k_y}\rangle \otimes |\Phi_{k_z}\rangle = \sum_{n_y,n_z} \beta_n(t) |\psi_{n_y}\rangle \otimes |\psi_{n_z}\rangle. \]  

(2.61)

Taking the norm square of both sides yields

\[ \sum_{k_y,k_z} |a_k|^2 = \sum_{n_y,n_z} |\beta_n|^2, \]  

(2.62)

but \[ \sum_{k_y,k_z} |a_k|^2 \equiv \int n_m(k, t)dk_ydk_z \]  

(2.63)

which is the term in the \([\ ]\) in equation (2.57), so the intraband current is invariant under
the unitary transformation from quantum wire to Bloch basis. Thus we need not invoke a transformation for the calculation of the intraband current.

**The interband current**

To calculate the polarization, we do need a transformation. Let $U_m$ be the unitary transformation operator that transforms between Bloch and quantum wire eigenstates for a given band:

$$U_m |\Phi_{m,k}\rangle = |\psi_{m,k}\rangle; \quad U_m^\dagger |\psi_{m,k}\rangle = |\Phi_{m,k}\rangle$$

(2.64)

where it is understood that the wave vector $k$ in the Bloch basis that corresponds to the quantum number $n$ in the quantum wire basis. The matrix elements of $U_m$ in the Bloch basis are

$$\langle \Phi_{m,k} | U_m | \Phi_{m,k} \rangle = \langle \Phi_{m,k} | \psi_{m,n'} \rangle = \alpha_{m,n'k}. \quad (2.65)$$

In the quantum wire basis,

$$\langle \psi_{m,n} | U_m | \psi_{m,n'} \rangle = \langle \Phi_{m,k} | \psi_{m,n'} \rangle = \alpha_{m,n'k}. \quad (2.66)$$

The matrix representation of $U$ is therefore the same in either basis. In terms of the Bloch basis amplitudes, the polarization is given by

$$p(k,t) = d(k)a_{c,k}^*a_{v,k}.$$  

(2.67)

The transformation from $\beta$ to $a$ can be calculated as follows:

$$a_{m,k} = \langle \Phi_{m,k} | \Psi(t) \rangle = \langle \psi_{m,n} | U_m | \Psi(t) \rangle.$$  

(2.68)

(2.69)

What this means is that if we represent $\Psi(t)$ in the quantum wire basis as a column vector of $\beta_{m,n}$, which we can call $\Psi_\beta,m$, then we can recover the column vector of $a_{m,k}$ which we designate $\Psi_a,m$, using the matrix multiplication

$$U_m \Psi_\beta,m = \Psi_a,m.$$  

(2.70)

Finally, we can write the polarization array $p_{am}(t)$ in terms of $\beta$ and the dipole array $d$:

$$p_{am}(t) = d \Psi_{a,c}^\dagger U_c^\dagger U_v \Psi_{a,v}.$$  

(2.71)

Each element of the array, indexed by $k$ is therefore

$$p(k,t) = d(k) \sum_{n,n'} a_{c,k}^* U_{c,n,k}^\dagger U_{v,k,n'} a_{v,k}.$$  

(2.72)

Numerically, equation (2.72) is the major modification to the calculation of HHG in solids in order to incorporate quantum wires. We have shown that intraband current is simply the bulk intraband current with modified eigenvalues, but the interband term undergoes significant theoretical modification. With this we conclude the theory part of
this thesis. In the next part of this thesis, we shall define the parameters used in the simulation and discuss the results obtained.
Part II

Results and Discussion
Chapter 3

Numerical Solution of the Two Band Equations

In this chapter we present a numerical solution of Eqs.(2.55) for a model semiconductor similar to ZnO. While the theory developed in the previous chapter is valid for three-dimensions (3D), due to computing time constraints, we will use a two-dimensional (2D) model. Though the 2D results will differ quantitatively from the 3D calculations, qualitatively the conclusions remain valid.

Two dimensional semiconductor model

The band structure for our 2D model semiconductor (in the absence of the quantum wire confining potential) is written as the sum of the bands along each individual axis in the same manner as presented in the previous chapter, i.e,

\[ E_m(k) = E_{m,x}(k_x) + E_{m,y}(k_y) \] (3.1)

where \( m = c, v \). Each of the individual 1D bands can be expressed in terms of Fourier components as,

\[ E_{v,i}(k_i) = \sum_{j=0}^{\infty} C_{v,i}^j \cos(jk_ia_i) \] (3.2)

\[ E_{c,i}(k_i) = E_g + \sum_{j=0}^{\infty} C_{c,i}^j \cos(jk_ia_i) \] (3.3)

where \( i = x, y \) and \((a_x, a_y) = (5.32, 9.83)\) are the lattice constants given in atomic units; our minimum bandgap is \( E_g = 0.01213 \) a.u. (3.3 eV). The values for \( C \) are given in Table 3.1. For the band structure along the \( x \)-direction we use the band along \( \Gamma-M \) given in Ref. [40]; this is the direction along which our laser field will be directed. For the \( y \)-direction we use a structure similar to \( \Gamma-A \) given in Ref. [40]; however, here we have set the bandwidths of the valence and conduction bands to be equal for simplicity.

A quantity of particular interest is the band gap, \( \Delta E(k) \), the difference between the conduction band and valence band. The maximum photon energy that an interband transition can emit is the maximum bandgap energy in the direction of the field [28, 41],
given by

\[ \omega_{\text{max}} = \max[\Delta E(k)] \] (3.4)

where \( \omega_{\text{max}} \) is the angular frequency of such a photon.

Figure 3.1: Band structure for the bulk solid depicting conduction and valence band energy as a function of \( ka \) in the (a) \( \Gamma-M \) direction, and (b) \( \Gamma-A \) direction.

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Valence Band ((m = v))</th>
<th>Conduction Band ((m = c))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C^0_{m,x} )</td>
<td>-0.0928</td>
<td>0.0898</td>
</tr>
<tr>
<td>( C^4_{m,x} )</td>
<td>0.0705</td>
<td>-0.0814</td>
</tr>
<tr>
<td>( C^2_{m,x} )</td>
<td>0.0200</td>
<td>-0.0024</td>
</tr>
<tr>
<td>( C^3_{m,x} )</td>
<td>-0.0012</td>
<td>-0.0048</td>
</tr>
<tr>
<td>( C^4_{m,x} )</td>
<td>0.0029</td>
<td>-0.0003</td>
</tr>
<tr>
<td>( C^0_{m,y} )</td>
<td>0.0006</td>
<td>-0.0009</td>
</tr>
<tr>
<td>( C^1_{m,y} )</td>
<td>-0.0435</td>
<td>0.0435</td>
</tr>
<tr>
<td>( C^1_{m,y} )</td>
<td>0.0435</td>
<td>-0.0435</td>
</tr>
</tbody>
</table>

Table 3.1: Fourier coefficients of the band according to Ref. [40], with two key differences - we have omitted the \( \Gamma-K \) direction and made the conduction band coefficients equal in magnitude to the valence band coefficients.

As already noted, we have set the valence band coefficients to be of the same magnitude as the conduction band coefficients in the \( y \) direction. By doing so, the unitary
operator for both valence and conduction bands (Sec.2.5), will be identical, i.e,

\[ U_c = U_v. \] (3.5)

For this to be true, the \( x \)-direction bands need not be equal since there is no confinement in that direction. Thus the polarization given by

\[ \mathbf{p}_{am}(t) = d\Psi_{a,c}^\dagger U_c U_c^\dagger \Psi_{a,v} \] (3.6)

would be invariant under transformation because \( U_c \) is a unitary operator with the property

\[ U_c^\dagger U_c = I, \] (3.7)

where \( I \) is the identity operator. This reduces the transformation time dramatically, and due to time constraints, we chose this setup.

**Potential and width of wire**

In 2D we apply a confining potential in the \( y \) direction (\( \Gamma-A \)) only, so

\[ V(y) = \frac{1}{2} \Omega^2 y^2 \] (3.8)

The ‘width’, \( D \) is defined as the width of the ground state wavefunction of a harmonic oscillator, i.e,

\[ D = \sqrt{\frac{1}{\Omega}} \] (3.9)

In our simulations we vary \( D \) in order to study the effect of confinement on the harmonic spectrum.

**Solving the eigenvalue equations**

To calculate the eigenvalues and vectors, we represent the operator defined in Eqn.(2.47),

\[ \Gamma_{m,k_y} = \frac{1}{2} \Omega^2 \frac{\partial^2}{\partial k_y^2} - E_{m,k_y}, \] (3.10)

in a discretized matrix form. We then numerically calculate the eigenvalues of this matrix. To do this, we first discretize \( k_i \) into \( N_i \) equally spaced points in the first Brillouin zone, for \( i = x, y \). The spacing between the points is then

\[ \Delta k_i = \frac{K_i}{N_i} \] (3.11)

where \( K_i \) is the length of the Brillouin zone in the \( i^{th} \) direction. Centering the Brillouin zone around the \( \Gamma \)-point (\( k = 0 \)), the wave numbers \( k_i \) are in the discrete interval

\[ -\frac{K_i}{2} \leq k_i < \frac{K_i}{2} \] (3.12)
with a spacing of $\Delta k_i$. With this we discretize a continuous function $f(k)$ as $f_j$, where

$$f_j = f\left(-\frac{1}{2}K_i + j\Delta k_i\right)$$  \hspace{1cm} (3.13)

where $j$ is an integer ranging from 0 to $N_i - 1$. With this definition, in Eqn.(3.10), we write the bulk band term $(E_{m,k_y})$ as a diagonal matrix $E_m$ with diagonal elements

$$E_m^{ij} = E_{m,j}$$  \hspace{1cm} (3.14)

where the superscripts represent the row and column index. Next we approximate the action of the differential operator $\frac{\partial^2 f(k)}{\partial k^2}$ on a function $f(k)$ in this $k$-grid using the 5-point-stencil [42],

$$\frac{\partial^2 f(k)}{\partial k^2} \approx -f_{j-2} + 16f_{j-1} - 30f_j + 16f_{j+1} - f_{j+2}$$  \hspace{1cm} (3.15)

Thus, if we assume $f$ to be periodic in the Brillouin zone, then we can write the harmonic oscillator operator, $\frac{1}{2}\Omega^2 \frac{\partial^2}{\partial k^2}$ as

$$M = \frac{\Omega^2}{24\Delta k^2} \begin{bmatrix}
-30 & 16 & -1 & 0 & \ldots & \ldots & 0 & -1 & 16 \\
16 & -30 & 16 & -1 & 0 & \ldots & \ldots & 0 & -1 \\
-1 & 16 & -30 & 16 & -1 & 0 & \ldots & \ldots & 0 \\
0 & -1 & 16 & -30 & 16 & -1 & 0 & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & -1 & 16 & -30 & 16 & -1 & 0 & \ldots & \ldots \\
-1 & 0 & \ldots & \ldots & 0 & -1 & 16 & -30 & 16 \\
16 & -1 & 0 & \ldots & \ldots & 0 & -1 & 16 & -30
\end{bmatrix}$$

where the periodic conditions are met by including the terms in the off-diagonal corners.

Thus the total discrete matrix operator for $\Gamma$ is an $N_y$ by $N_y$ matrix,

$$W = M + E_m.$$  \hspace{1cm} (3.16)

By numerically calculating the eigenvalues (shown in Fig.(3.2)) and vectors of $W$, we retrieve the discretized eigenfunctions

$$\alpha_{m,n_y,j} = \alpha_{m,n_y}(\frac{1}{2}K_y + j\Delta k_y)$$  \hspace{1cm} (3.17)

and their corresponding eigenvalues $\varepsilon_{m,n_y}$, where $j$ and $n_y$ are integers in the range $[0\ldots N_y - 1]$. In our calculations, we use $N_x = 600$ points along $\Gamma-M$, and $N_y = 2000$ points along $\Gamma-A$. In the lateral ($\Gamma-A$) direction, the number of points we take is the number of eigenstates we take into account. As there is no upper limit to this number, we chose it so that the range of eigenvalues, $\varepsilon_{N_y} - \varepsilon_0$, covers at least the bandwidth of the conduction band plus the band gap. In the bulk case, any state near the top of the
Figure 3.2: Here we present the quantum wire eigenvalues, \( \varepsilon_{m,n_y} \), for both bands in the \( y \)-direction (\( \Gamma-A \)) as a function of the corresponding quantum number, \( n_y \), for three different widths, 5nm, 7nm and bulk. The eigenvalues for the bulk crystal(red) correspond to \( E_{m,y}(k_y) \) when plotted in the Brillouin zone. As the width is decreased, the minimum band-gap at \( n_y = 0 \) increases due to increase in zero-point energy, but this is negligible compared to the band-gap and is not visible in this plot. However, as the width is decreased from bulk to 7nm (green), both the conduction and valence curves get steeper, with higher bandgaps at higher eigen numbers, \( n_y \). For the 5nm, the bandgap is even steeper than the 7nm. The narrower the width of the quantum wire, the steeper the rise in bandgap in the lateral directions.

Conduction band is extremely unlikely to be occupied for the field strengths we explore. Thus, in quantum wires any state with \( \varepsilon_n \) higher than the peak conduction band energy has negligible probability of occupation. In the \( \Gamma-M \) direction, the eigenvalues will be the bulk band structure which we know analytically from Eqn.(3.3), thus we are simply dividing the whole energy spectrum in the Brillouin zone into \( N_x = 600 \) points.

**Driving field**

In order to investigate HHG, the system is exposed to an intense mid-infrared laser pulse linearly polarised in \( \hat{x} \). The field has a vector potential of the form \( \mathbf{A}(t) = A_x(t)\hat{x} \), where

\[
A_x(t) = \frac{F_0}{\omega} \exp \left[ -\frac{(t-t_c)^2}{(\sigma \tau)^2} \right] \cos(\omega t) \tag{3.18}
\]

with \( \tau \) the total duration of the simulation; \( \sigma \) is the pulse width parameter and is equal to 0.1 for all calculations; \( t_c = \tau/2 \) is the peak time of the pulse and \( \omega \) is the angular laser pulse frequency. Here we used a typical mid-infrared wavelength, \( \lambda = 3.25\mu m \) for all simulations. The maximum field strength, \( F_0 \) is varied to study the effects of different laser intensities on the harmonic spectrum. Finally, the laser electric field can be determined from

\[
F_x(t) = -\frac{dA_x(t)}{dt}. \tag{3.19}
\]

These laser parameters will be used throughout the rest of the thesis.
Simulation Results

Using our newly obtained band structure, we solve Eqns. (2.55) in the presence of a mid-IR laser field of wavelength of 3.25 $\mu$m. To do this Eqns. (2.55) are integrated in time using a fourth-order Runge-Kutta method [43]. The Gaussian-modulated pulse (as described by Eqns. (3.18) and (3.19)) has a FWHM of 10 cycles, and is propagated for a time window of 20 cycles. As mentioned before, along the field direction we use 600 grid points to represent the bulk band structure in $\Gamma$-$M$; and 2000 grid points along $\Gamma$-$A$. Here we have $600 \times 2000$ individual 1D differential equations to solve. A calculation of this size takes approximately 4 hours to complete. Fig. (3.3) compares the harmonic spectrums generated by the inter and intraband currents for the bulk crystal (Fig. 3.3(a)) and a 5 nm quantum wire (Fig. 3.3(b)) for a peak field strength of 0.003 a.u. In both cases the interband dominates over the intraband, which is consistent with theoretical predictions [28–30, 44] and experimental observation [22] for HHG in semiconductor crystals exposed to intense mid-IR fields. The key difference between Fig. 3.3(a) and Fig. 3.3(b) is that the harmonics are suppressed for the quantum wire which is shown in more detail in Fig. (3.4).
Figure 3.4: HHG of different widths compared. Plots (a) and (b) are the interband and intraband spectrums respectively, at a field strength of \( F_0 = 0.003 \) a.u. Similarly, plots (c) and (d) are for a field strength of \( F_0 = 0.015 \) a.u. Plots (a) and (b) depict the spectrums for a bulk crystal(red), 10nm wire(green) and 5nm wire(blue). The 10nm spectrums have been omitted in plots (c) and (d) for the sake of clarity.

Figure 3.4 illustrates the influence of the quantum wire width on the behaviour of interband and intraband harmonic spectrums for a low and high field strength. For both the inter and intraband spectrums of the quantum wires the harmonics are suppressed with respect to the bulk crystal. To see if this behaviour persists at high field strengths, plots (a) and (b) of Fig.(3.4) are repeated in (c) and (d) for a field strength of \( F_0 = 0.015 \) a.u. As with the lower field strength, the harmonics spectrums from both interband and intraband contributions are suppressed relative to the bulk crystal.

In order to investigate the reason for the suppression of harmonics we look at the final ionization (population in the conduction band at the end of the pulse) as a function of wire width. Fig.(3.5) shows the final conduction band population vs wire width for several field strengths. For all field strengths a clear trend emerges: as the width of the quantum wire is decreased, so to is the final conduction band population. This drop in ionization with wire width is in line with the decrease in harmonic intensity. This make
sense because as the width of the wire is decreased, the eigenvalues spectrum for its valence and conduction bands in the lateral direction become steeper (see Fig. 3.2). This results in less population transfer due to the steeper increase in bandgap away from the band minimum.

This suppression of ionization has an important consequence. One of the challenges of strong field physics in solid state systems is that the material under study can become damaged if the field strength is too high. This limits investigation of processes in solids to field strengths below the damage threshold. These results indicate that it may be possible to use an array of quantum wires to increase the damage threshold.

For a possible benefit of increasing the damage threshold, we look back at Fig.(3.3). Here the harmonic spectrum has an extended plateau region followed by an exponential drop off of the harmonic intensity. The last harmonic before the exponential drop is known as the cutoff harmonic. These features can also be seen in harmonic plots of Fig.(3.4). Increasing the damage threshold brings the possibility of extending the maximum harmonic order without damaging the material.

While the maximum cutoff harmonic for the interband spectrum is limited by the maximum bandgap at the Brillouin zone edge [28,41], the intraband cutoff does not have such a restriction. Figure 3.6 shows the cutoff as a function of the peak field strength for both the interband and intraband spectrums for a 5 nm quantum wire. The interband cutoff behaves as expected and saturates at the 31st harmonic corresponding to the maximum energy bandgap (Eqn.(3.4)). By contrast, the cutoff of the intraband spec-

Figure 3.5: Final conduction population vs. width for different field strengths. Each of the solid curves represents a different peak field strength and the dashed line with the corresponding colour indicates the final ionisation for the bulk crystal at the same field strength.
trum continues to rise with the field strength, rising to the 41st harmonic at $F_0 = 0.015$ a.u., where the final ionization is just above 1%. While interband harmonics are the dominant mechanism for laser wavelengths in the mid-IR range, intraband harmonics are the dominant mechanism for THz pulses [20]. As such, this result may prove important for researches involving THz fields, particularly in the study of THz driven accelerators which could greatly impact the development of X-ray science and medical therapy with X-rays [38].

**Conclusion**

We have extended the two-band theoretical framework for HHG in bulk solids to include confined quantum systems such as quantum wells, wires and dots. The resultant equations are valid for a general confinement and can be easily implemented when the field is directed along an unconfined direction. For fields directed along a confined direction, the transformation procedure in Chapter 2 needs to be modified.

In the second part, we investigated HHG for two-dimensional quantum wires of various widths confined in the direction perpendicular to a mid-IR driving field by a simple harmonic potential. The results confirm that at all the field strengths explored with a mid-infra red driving field, the interband harmonics dominate over the intraband beyond the minimum band gap harmonic. Furthermore, decreasing the width had the effect of suppressing the total intensity of the harmonic spectrums. This correlates with the fact that the band structure for narrower wires have a steeper increase in band gap away
from the band minimum. This has the desired effect of reducing the final ionisation for a given field strength, thus allowing us to explore higher field strengths without material damage. Higher field strengths increase the harmonic cutoff, but only up to a point for the interband spectrum, whose harmonics are limited by the maximum bandgap. However, there is no such limit for the intraband. Since we are able to explore higher field strengths with quantum wires than with bulk crystals, we may be able to study a range of field strengths in which the intraband currents yield much higher harmonics than the interband. This could be especially interesting with the use of terahertz driving fields that can generate harmonics of much higher order.

The theory developed in this thesis has opened a pathway for the exploration of nano-confinement on HHG in solid state systems, and the results provide a motivation for exploring this avenue of research. As already mentioned, the theory could be easily applied to quantum wells, or three dimensional quantum wires. It could also serve as a starting point for dealing with quantum dots. In addition, we demonstrated that we can control the damage threshold of a material by altering the dimensions of the wire. This has important implications for the development of all-solid state linear accelerators, which has potential applications for new areas of research such as ultrafast electron diffraction and X-ray science [38]. In a broader sense, we have provided some new motivation for the nano-engineering of strong field solid state physics.
Appendix A

Effective Mass Approximation

If the harmonic oscillator frequency, $\Omega$ is high enough to confine the electron near the $\Gamma$ point, we can expand the band structure around $k = 0$ in a Taylor series up to the second order, giving us the effective mass approximation:

$$E_m(k) = E_m(0) + \frac{1}{2} \sum_{i,j} \frac{\partial^2 E_m}{\partial k_i \partial k_j}(0)k_i k_j + O(k^3)$$

(A.1)

where $i,j = x,y,z$. The bulk band is taken to be separable, in accordance with Ref. [40]. So

$$E_m(k) = E_{m,x}(k_x) + E_{m,y}(k_y) + E_{m,z}(k_z),$$

(A.2)

$$\therefore \frac{\partial^2 E_m}{\partial k_i \partial k_j} = \frac{\partial^2 E_{m,i}}{\partial k_i^2} k_i^2 \delta_{i,j}$$

(A.3)

and so,

$$E_m(k) = E_m(0) + \frac{1}{2} \sum_i \frac{\partial^2 E_{m,i}}{\partial k_i^2}(0) k_i^2.$$ (A.4)

Near the $\Gamma$ point, we use the Fourier expansion using only the first two coefficients (see Table 3.1),

$$E_{m,i}(k_i) = \Delta_{m,i}(1 - \cos k_i a_i) + E_g \delta_{m,c}$$

(A.5)

where $\Delta_{m,i}$ and $-\Delta_{m,i}$ are the first two Fourier coefficients in the $m$th band and $i$th direction. This gives us

$$\frac{\partial^2 E_{m,i}}{\partial k_i^2}(0)k_i^2 = \Delta_{m,i} k_i^2 a_i^2$$ and $E_m(0) = 0$

(A.6)

$$\therefore E_m(k) = \frac{1}{2} \sum_i \Delta_{m,i} k_i^2 a_i^2 + E_g \delta_{m,c}$$

(A.7)

or for the $i$th component,

$$E_m(k_i) = \frac{1}{2} \Delta_{m,i} k_i^2 a_i^2 + \frac{1}{3} E_g \delta_{m,c}$$

(A.8)
Next, we insert this back into Eqn. 2.45 and obtain
\[ (\varepsilon_{m,n} - \frac{1}{3} E_g \delta_{m,c}) \alpha_{m,n,k_y} = \alpha_{m,n,k_y} \frac{1}{2} \Delta_{m,k_y} k_y^2 a_i^2 - \frac{1}{2} \Omega^2 \frac{\partial^2}{\partial k_i^2} \alpha_{m,n,k_i} \] (A.9)

Eqn. (A.9) has known analytical solutions, the harmonic oscillator eigenfunctions. This approximation can be used to simplify the calculation of eigenvalues and eigenvectors, and perhaps explore analytical approaches to HHG in confined quantum systems.
Appendix B

The $k \cdot p$ Theory

In this Appendix we use the following notation for the periodic part of Bloch functions, $u_{\lambda,k}$

$$|u_{\lambda,k}\rangle = |\lambda, k\rangle$$

(B.1)

where $\lambda$ is the band index. In the $k \cdot p$ approximation [32], $|\lambda, k\rangle$ is expanded around the $\Gamma$ point and first order perturbation theory applied to give

$$|\lambda, k\rangle = |\lambda\rangle + \sum_{\eta \neq \lambda} \frac{|\eta\rangle k \cdot \langle \eta| p |\lambda\rangle}{E_{\lambda}(0) - E_{\eta}(0)}$$

(B.2)

Taking the projection of $|\lambda, k\rangle$ on the $r$ basis yields

$$\langle r|\lambda, k\rangle = u_{\lambda,k}(r) = u_{\lambda,0}(r) + \sum_{\eta \neq \lambda} \frac{u_{\eta,0}(r) k \cdot \langle \eta| p |\lambda\rangle}{E_{\lambda}(0) - E_{\eta}(0)}$$

(B.3)

In writing the full Bloch wavefunction, the second term is often neglected for small $k$:

$$\Phi_{m,k} \approx u_{m,0} e^{im \Delta k}.$$  

(B.4)

In general, because of the periodicity of $u_{m,k}$, any reciprocal lattice vector may be used instead of the $\Gamma$ point, so

$$\Phi_{m,k} \approx u_{m,K} e^{imK} e^{im \Delta k}.$$  

(B.5)

which is what is used in Eqn.(2.11).

Dipole moment calculation

In order to show that

$$d_{\lambda,\lambda}(k) = i \int_{L^3} u_{\lambda,k}^* \nabla_r u_{\lambda,k} d^3r = 0$$

(B.6)

(B.7)
we insert Eqn.(B.3) above. The differential factor in the integrand will equate to

\[
\nabla_k u_{\lambda,k}(r) = \sum_{\eta \neq \lambda} \frac{u_{\eta,0}(r) \langle \eta | p | \lambda \rangle}{E_{\lambda}(0) - E_{\eta}(0)}
\]

(B.8)

In the two band model, \((\lambda = c, v \text{ and } \eta = v, c)\) this reduces to

\[
\nabla_k u_{\lambda,k}(r) = \frac{1}{E_g} u_{\eta,0}(r) \langle \eta | p | \lambda \rangle
\]

(B.9)

where \(E_{\lambda}(0) - E_{\eta}(0)\) is the minimum bandgap. Therefore,

\[
\int_{L^3} u_{\lambda,k}^* \nabla_k u_{\lambda,k'} d^3r
\]

\[
= \frac{1}{E_g} \int_{L^3} \left\{ u_{\lambda,0}^* + u_{\eta,0}^*(r) \langle k | p^\dagger | \eta \rangle \right\} \frac{E_{\eta}(0)}{E_g} u_{\eta,0}(r) \langle \eta | p | \lambda \rangle d^3r
\]

\[
= \frac{p_{\eta\lambda}}{E_g} \int_{L^3} u_{\lambda,0}^* u_{\eta,0}(r) d^3r + \frac{(k \cdot p^\dagger)_{\lambda,\eta}}{E_g^2} \int_{L^3} u_{\eta,0}^* u_{\eta,0}(r) d^3r
\]

\[
= \frac{(k \cdot p^\dagger_{\lambda,\eta})_{\eta\lambda}}{E_g^2} \quad \text{(B.12)}
\]

where we have used Bloch orthonormality to evaluate the integrals; and \(p_{\eta\lambda} = \langle \eta | p^\dagger | \lambda \rangle\).

In our analysis, we neglect the term \(\frac{(k \cdot p^\dagger_{\lambda,\eta})_{\eta\lambda}}{E_g^2}\) for small \(k\). Similarly, it can be shown that

\[
d_{\lambda,\eta}(k) = \int_{L^3} u_{\eta,k}^* \nabla_k u_{\lambda,k'} d^3r = \frac{p_{\eta\lambda}}{E_g}
\]

(B.14)

when \(\eta \neq \lambda\), which is in accordance with Ref. [29].
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