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Abstract

During the course of this thesis, two scenarios are considered. In the first one, we contribute to feature extraction algorithms. In the second one, we use features to improve object detection solutions and localization. The two scenarios give rise to into four thesis sub-goals. First, we present a new shape skeleton pruning algorithm based on contour approximation and the integer medial axis. The algorithm effectively removes unwanted branches, conserves the connectivity of the skeleton and respects the topological properties of the shape. The algorithm is robust to significant boundary noise and to rigid shape transformations. It is fast and easy to implement. While shape-based solutions via boundary and skeleton analysis are viable solutions to object detection, keypoint features are important for textured object detection. Therefore, we present a keypoint feature-based planar object detection framework for vision-based localization. We demonstrate that our framework is robust against illumination changes, perspective distortion, motion blur, and occlusions. We increase robustness of the localization scheme in cluttered environments and decrease false detection of targets. We present an off-line target evaluation strategy and a scheme to improve pose. Third, we extend planar object detection to a real-time approach for 3D object detection using a mobile and uncalibrated camera. We develop our algorithm based on two novel naive Bayes classifiers for viewpoint and feature matching that improve performance and decrease memory usage. Our algorithm exploits the specific structure of various binary descriptors in order to boost feature matching by conserving descriptor properties. Our novel naive classifiers require a database with a small memory footprint because we only store efficiently encoded features. We improve the feature-indexing scheme to speed up the matching process creating a highly efficient database for objects. Finally, we present a model-free long-term tracking algorithm based on the Kernelized Correlation Filter. The proposed solution improves the correlation tracker based on precision, success, accuracy and robustness while increasing frame rates. We integrate adjustable Gaussian window and sparse features for robust scale estimation creating a better separation of the target and the background. Furthermore, we include fast descriptors and Fourier spectrum packed format to boost performance while decreasing the memory footprint. We compare our algorithm with state-of-the-art techniques to validate the results.
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Chapter 1

Introduction

Feature extraction and object detection are increasingly important in computer vision applications. We discuss the potential benefits of simple yet powerful methods that allow us to describe and detect objects in a robust manner, a topic that stands as the major driving force of this doctoral study.

We begin by presenting the motivation, the problem statement and its constituent sub-goals, the thesis statement and the contributions that support the novel aspects of this thesis. Finally, we conclude with an outline of the manuscript structure.

1.1 Motivation of the Problem

Research towards feature extraction and object detection is primarily motivated by a range of applications; they sit at the core of many "computer vision" applications, such as panorama stitching [21], augmented reality [151, 144], monitoring and surveillance [123, 122, 93], long-term tracking object tracking [58, 96, 94, 158], image retrieval [41, 148, 126], and shape analysis [11, 37, 137, 161], among many others. Both topics are extensive, and are growing in the field of computer vision and image processing. Given some knowledge of certain objects’ appearance and an image of a scene
possibly containing those objects, object detection reports which objects are present in the scene and their whereabouts. The objects are detected and tracked by means of important invariant features, which in turn raises the challenge of developing feature descriptors with strong characteristics (e.g., rotational invariant and scale invariant). The term feature is considered an abstract representation and may be represented by a curve (e.g., edges [24, 75, 140], ridges [85, 88]), shapes (e.g., blobs [140, 143]), points (e.g., corners [140, 77, 9, 124, 23, 146, 90]), etc. In general, it can be used to represent and describe image content which is either a simple shape or a complex 3D object. Features allow computers to learn and recognize objects from different viewpoints, under transformations and following changes in shape, or even if they are cluttered by other objects or are partially occluded. Several different strategies have been proposed for object detection including divide-and-conquer search [67, 68], edge matching [12, 107], gradient matching [91, 115, 29, 97], recognition by parts [39], and feature-based methods [121, 141, 104, 152]. Approaches differ in their respective restrictions on the form of the objects analyzed (e.g., 2D or 3D objects), the matching scheme (e.g., geometry-based, appearance-based), and the knowledge they employ to solve the problem: appearance-based (i.e., based on the object’s shape or appearance) [120, 28], or feature-based (i.e., based on the match of object and image features) [149, 105, 141]. In this thesis, we start with shapes represented by 2D binary raster images, continue with textured planar objects, and move to more complex 3D objects.

Since Blum’s [13] introduction of the medial axis, medial representations of shapes have been studied extensively [136]. Several authors have offered definitions of the medial axis, their mathematical properties, their relationships to the object boundaries, and their representation in 2D and 3D [136, 31]. The medial axis can be seen as the set of points with more than one closest equidistant point to the shape’s boundary. The medial axis of a shape gives a simple and compact representation of the shape. Geometrically, complex shape boundaries have a complex medial axis while simplified shape boundaries have a simpler medial axis. The medial axis of the simplified shape can be considered a simplified skeleton representation of the complex shape. Often, a simplified version of the shape is useful for shape matching [37, 137], shape segmentation [161], optical character recognition [59, 130], and fingerprint recognition [83], among others. One approach to shape simplification is to prune branches from a complex skeleton. Skeleton branches can be pruned by different means, e.g., by
distance or angle thresholds [53], by shape approximations [7], by smoothing the boundary, or by growing and shrinking the shape's boundary [45, 81, 70]. The definition of a desirable pruning outcome is not universal and hence an optimal automatic pruning solution does not exist to the best of our knowledge. Some of the existing algorithms create critical geometrical and topological changes to the skeleton's curves, creating more noise points, shrinking the final skeleton, disconnecting a skeleton's curves or removing some important branches of the skeleton. All these drawbacks decrease the effectiveness of the shape analysis in several applications [70]. Unfortunately, skeletonization algorithms of discrete shapes are particularly sensitive to noise and topological changes [7] because the quantized pixel locations cause excessive branching. The desired outcome of skeleton pruning is often application dependent, although all pruning techniques of shape skeletons aim at the simplification of the medial axis. Some output skeletons are shifted far from the medial axis to simplify their representation [45, 81, 66, 76], while others are discrete approximations of the medial axis [53, 4, 8, 76]. Connectivity [7, 135], topology [8], complexity [53] and automation [66, 164, 134] are other desirable outcomes. Our objective is a skeletonization and pruning solution that preserves the main features of the shape and its topological properties.

Besides shape, we also analyze the texture of 2D objects. The texture of an object contains information that can be used to identify a target of interest. The different changes of image intensities and contrast inside an object allow for different feature representations [140, 61, 77, 124]. In particular, keypoint features have many possible applications [21, 58, 104]. Their repeatability and efficiency determines how likely they are to be useful in a real-world scenario. Repeatability is important because the same scene viewed from different positions should yield features which correspond to the same real-world 3D locations. Efficiency is important as it determines whether the detector combined with further processing can operate at an acceptable frame rate. Also, the planarity assumption of the object allows for a homographic geometric transformation constraint between the matched keypoints. Several planar detection solutions have been studied [49, 104, 141, 152]; although they agree on the necessary steps for planar target detection (i.e., feature extraction, matching and robust computation of the geometric transformation), they differ in their application requirements, keypoint feature selection, matching scheme and the transformation estimation to account for mismatched keypoints. The application that motivates our textured planar object detection is localization. Localization is of key importance in mobile robot navigation. It is the process
by which the pose of the robot is determined from sensor data. It is well known that odometry and inertial navigation are not sufficient to maintain an accurate estimate of the robot's localization. As a consequence, many exteroceptive sensors, including sonar, laser, GPS, and vision systems, have been used for more accurate localization [98, 71]. There has been considerable research on the development of various localization methods. Many early successful approaches use artificial landmarks [74, 139, 20, 125], such as infrared light reflectors, ultrasonic beacons and visual patterns. Those methods provide a robust and stable solution for controlled environments, but are not appropriate for large spaces because of the need for fiducial markers. By contrast, vision-based schemes using natural landmarks are more appropriate for unmodified environments. They are generally low cost and require only a single camera to acquire images. Vision-based schemes extract invariant features from a scene and identify them within a map. In our application, we have access to maps, but we annotate the map with natural landmark locations and hence focus on localization based on the natural landmarks. The choice of planar targets is justified by the possibility to generate different synthetic views of the target during the training phase, which in turn allows for an evaluation of the planar target for accurate localization. This enables rejection of targets that are not expected to work well. While any 3D targets can be used, an accurate 3D model is required to calculate the perspective projection into the image plane. In indoor environments, planar targets abound and can be easily measured with a ruler for metric localization. Changes in the environment that clutter the scene when the robot tries to localize a previously seen landmark are another concern in localization. Viewpoint variance (i.e., changes in translation, rotation, scale), noise sensitivity, partial occlusion and illumination changes are major challenges for pose estimation and accuracy of localization. Most existing planar object detection solutions do not evaluate their outputs as they relate to these challenges [104, 141, 82].

The use of fast invariant keypoint features for planar object detection is a good balance between accuracy, speed and memory usage during our planar object work. They provide a set of strong characteristics that benefit the object detection solution. Therefore, we find it natural to develop them to detect more than just planar objects. Detecting and localizing 3D objects is a logical next step in our research. The 3D object constraint adds complexity to the learning and detection steps. The geometrical model can no longer be represented by a homography, and a single image view is not enough information to learn the geometry of the object. Memory usage and feature
descriptor representation become a challenge; more information needs to be stored to account for different views of an object. A larger database consequently starts to affect the time performance of the detection. We found that the existing feature-based 3D object detection solutions [92, 131, 121] are slow with high memory usage. In prior work, the representation of the descriptions grows exponentially with the amount of features [105, 17]. Most of these solutions need prior knowledge of the object's 3D model or an enumeration of all the object's possible views to account for camera viewpoint changes [105, 121]. This makes for a longer learning process in order to account for the object's transformations (i.e., rotation, scale, perspective).

Finally, we extend our work from 3D object detection to long-term tracking object tracking of 3D objects. Object tracking is the process of locating a moving object over time. The algorithm analyzes sequential video frames and outputs the movement of targets between the frames after the object is initially detected. Visual tracking is one of the fundamental research areas in computer vision. Tracking has several applications, such as video compression [35, 116], augmented reality [106], traffic control [55], surveillance and security [101]. Although some settings allow for strong assumptions about the target [87, 50, 118], most often tracking an object with no prior knowledge is desirable. Model-free tracking consist in the online learning and adapting of a representation of a given target. The tracker analyzes sequential video frames and after the initial detection of a target, outputs the successive positions of the object from frame to frame. Even though progress has been made in model-free trackers, fast and robust model-free tracking is still a challenging problem due to geometric transformations, changes in illumination, fast motions, noise, occlusions and background clutter. We will now discuss the differences between planar, 3D object and long-term tracking tracking. Long-term object tracking is a challenge because we need to learn a motion model for 3D objects. Planar object tracking simplifies the process because an affine transformation or homography can define the motion model between consecutive frames. Also, only one image of the object is needed, which is in fact the initial detection because its appearance will always be the same. On the other hand, 3D objects increase the complexity of the problem because the change in orientation and position alters the appearance of the object. In particular, it makes the learning process difficult because there is only an initial view of one angle of the object. Additionally, the object needs to be separated from the background during the learning process. Occlusion and object in-plane rotations make it more complicated to specify the motion model, and cause tracking failure and shifting.
of the real position. Note that although tracking is also composed of object detection, there is no prior knowledge of the object model other than an initial selected area in the frame, the object model is learned live.

A considerable amount of work has been dedicated to monocular single-target visual tracking. Among the relevant work are model-free tracking solutions that use sparse object representations [58, 56, 96, 108], histogram-based representations [6, 51, 52, 48] and combinations of them [58, 57]. Performance measures have also been proposed and different benchmark datasets to evaluate visual trackers are available [158, 63, 26].

Recently, the tracking-by-detection paradigm has obtained excellent performance in the robust tracking of targets [46, 6, 48, 51, 96, 52, 57]. This tracking framework integrates an online learning component that acquires new information from each successful target detection. Recent correlation filter-based trackers [14, 51, 42, 52] replace the time-consuming convolution operation in the time domain by pointwise multiplication in the frequency domain. Henriques et al. [51, 52] extended the correlation filter by exploiting the circulant structure of the tracking object to quickly incorporate information from all cyclically shifted samples into the Fourier analysis without iterating over all possible samples in the target’s neighbourhood in the time domain. Furthermore, Henriques et al. incorporated multiple feature channels instead of raw pixel into their correlation filter framework to improve the accuracy and robustness of the tracker [52]. However, the correlation filter tracker uses a fixed size template and hence the tracker is not able to handle scale changes of a target occurring during motion.

1.2 Problem Statement

The previous section highlighted two core issues: the process of selecting certain features with strong properties that describe an object and the process of using such features to detect the object. These two issues are intertwined in the formulation of the overall thesis goal.

We define our problem as twofold: first, we would like to extract a certain feature that best characterizes a given object. The feature should be invariant to object transformations and robust to noise, which will allow the use of the feature for detecting the object, describing it, or categorizing it to a certain class. Second, with some knowledge of how certain objects may appear, we would like to identify which objects are present in a given image that possibly contains those objects and their location, all the while keeping track of them. The recognition should be invariant to viewpoint changes and object
transformations. The solution should be robust to noise, occlusions and illumination changes.

The two problems of the general thesis goal have been widely worked on. Both can be found in different ways, depending on the assumptions bound to the applications they are being developed for. This thesis provides a set of algorithms that address both problems. It centers on a selected group of applications with practical relevance to computer vision. The thesis is not meant to serve as a complete, generalizable form of theoretical and pragmatic solutions to the problem of feature extraction and object detection. Rather, it aims to promote future research in both topics and push forward state of the art solutions for this topic.

For a better understanding of the pursued research avenues, the goal of our thesis consists of the following four sub-goals: the first sub-goal is skeleton pruning for shape analysis, the second is the use of planar object detection for localization, the third is 3D object detection using an uncalibrated camera, and, finally, the fourth sub-goal is long-term tracking 3D object tracking.

1.2.1 Skeleton Pruning for Shape Analysis

Shape analysis is the process by which a computer analyzes and processes geometrical shapes. In digital form, the shapes are most commonly described using a boundary representation (i.e., a circular list of concatenated points). One of the problems in shape analysis is the creation of shape descriptors. Among the most important shape descriptors, we find the medial axis or skeleton of the shape. The medial axis is the set of all points with more than one closest point on the object's boundary. The shape's digital representation as well as boundary noise pose challenges to computing the shape's skeleton. Many noise branches can be generated during its computation due to boundary noise and rigid shape transformation. Our purpose is to compute a clean representation, which conserves the topology of the shape, and which is invariant to noise. Connectivity is also a main concern; a shape can only be represented by a single skeleton. The topology of the shape and skeleton must stay unaffected when rigid transformations or significant boundary noise are applied to the original shape. The algorithm must handle complex shapes with holes as part of their morphology. An accurate vector representation of the skeleton is needed for compact shape description.
1.2.2 Planar Object Detection for Localization

In this sub-goal we address the problem of developing keypoint-based visual localization for planar natural landmarks. Mobile navigation systems are often equipped with different sensors such as GPS, sonar, laser range finders and vision. Unfortunately, some of these devices do not provide an accurate estimate of the robot’s localization, which is needed for different environments (i.e., indoors). Displacement errors are also a known problem in mobile robots that travel long distances without auto correction (i.e., drift can occur). The selection of the correct invariant keypoint features and proper learning techniques is the main concern to generate a stable planar detector that is robust against illumination changes, perspective distortions, motion blur and occlusions. The solution must account for unmodified environments because of the deployment cost of artificial landmarks such as bar codes, infrared reflectors and visual patterns. Schemes that use natural landmarks are more appropriate for places that cannot be modified and generate a lower cost (i.e., only a single camera is needed). An evaluation of a chosen landmark is also important to access the accuracy and viability of its usage for localization. Planar object detection by itself is a widely studied topic. However, the localization application adds certain constraints to the problem (i.e., wide changes in view, motion blur, occlusion and cluttered environments). More complex solutions address the problem by mapping the environment while the robots navigate, creating a 3D model of the space. Mapping solutions in embedded systems pose a challenge because of their memory and energy requirements due to the large models and big computations.

1.2.3 Rigid 3D Object Detection and Localization Using an Uncalibrated Camera

This sub-goal consists of a real-time application for 3D object detection. The solution needs to be independent of camera optics (i.e., no calibration process needed) and to account for object mobility. The camera is intended to pan the real world in search of instances of previously learned objects. The 3D objects, once detected within the frame, should be tracked and followed, even if they are subject to perspective transformations. An important additional challenge to the problem is the memory usage; the solution should be able to run in embedded systems where memory usage is a concern. The geometry of non-planar objects is to be learned from a set of images. The object at hand can be mobile and change appearance while the camera is also moving. This potentially means larger databases, more memory usage and slower search speed while classifying
features. Also, the planarity assumption does not hold anymore between the different views of the object. Memory usage and speed are two dominant challenges in detecting 3D objects among existing frameworks. Therefore, our problem statement is to create a real-time single camera video-based application capable of detecting moving objects from an uncalibrated mobile camera. The goal is to create compact feature descriptions, and therefore generate less memory usage without affecting performance. The detection should be invariant to viewpoint changes, and robust to noise and image illumination changes, while accounting for partial occlusions and cluttered environments.

1.2.4 Long-Term 3D Object Tracking

For this final sub-goal, we focus our interest on the implementation of a real-time long-term 3D object tracking algorithm. The idea is that after the object is initially selected, the learning process begins while the algorithm keeps track of the object while it is in the frame and not occluded. The algorithm must detect the object in question even if it disappears from the frame and reappears. 3D objects increase the complexity of the problem because of the change of their appearance, orientation and position. Our solution must be able to learn the different appearances of the object live, after an initial view of one angle of the object is selected in the video sequence. There is no prior knowledge of the object model other than initial frame selection. The object tracking solution must handle occlusion and object in-plane rotations that could cause tracking failure and shifting from the real position. An important additional challenge in the problem is to adapt to different scale transformations while separating the target from the background. Although a variety of tracking algorithms exist in the current literature, they have different strengths and weaknesses in different scenarios. Experimental comparisons between available state-of-the-art solutions and our solution are presented to validate accuracy and performance.

1.3 Thesis Statement

The goal of this thesis is to introduce and promote algorithms for feature extraction and object detection. This goal is achieved by means of the creation of fast and invariant feature extraction solutions and experimental verifications. Fast feature extraction and small representations promote real-time applications with small memory footprints. Invariant features reduce learning time and allow the tracking and detection of objects from different viewpoints and under different orientations, even if they are partially occluded.
or in cluttered environments.

1.4 Contributions

The thesis makes the following contributions:

1.4.1 Skeleton Pruning by Contour Approximation and the Integer Medial Axis Transform

A novel skeleton pruning solution is created by means of the integer medial axis transform and contour approximation of the binary shape. The shape's boundary is approximated by a piecewise curve, which helps the process of removing unwanted branches from the integer medial axis. The novel pruning algorithm effectively removes unwanted branches and conserves the connectivity of the skeleton. It is suitable for automatic real-time applications and outputs a subset of the integer medial axis. The solution respects the geometric and topological properties of the skeleton's curve. Therefore, similar shapes have similar skeleton representations. The algorithm is robust to significant boundary noise and rigid shape transformations, and is easy to implement (i.e., significant changes to the shape do not alter the final skeleton result). High accuracy reconstruction of the shape is possible from the pruned skeleton and the distance map created while computing the medial axis of the shape. In our experimental validation, our pruning solution outperforms existing state of the art solutions in terms of stability (i.e., the result is more stable even if the shape undergoes a rigid transformation or boundary noise is added). Finally, an automatic vector representation of the skeleton is created ensuring that the curve is preserved inside the shape's boundary. The vector approximation of the skeleton uses automatic threshold value selection thanks to information from the distance map to automatically select the correct thresholds for the curve approximation. The research endeavours in this area led to a publication [85].

1.4.2 Framework for Natural Landmark-Based Localization

The proposed vision-based framework integrates and evaluates the use of invariant key-point features and of the Fern classifier for localization applications. For the planar object detection, we include stratified sampling, off-line target evaluation, planarity check, and pose estimation of matched points to improve the accuracy of the localization. The framework assumes the planarity of the natural landmark. An off-line target evaluation
is capable of determining if the planar object can be used as a natural landmark for the localization and evaluating the precision to expect. The use of the Fern classifier proves to be robust against illumination changes, perspective distortion, motion blur and occlusions. Our experimental results validate the accuracy and speed of localization (i.e., real-time application). Although the experimental evaluation is realized with the Fern classifier, the framework is independent of the classifier (i.e., different techniques could replace Fern). The framework improves the detection rate by up to 20 percent, compared to using only basic Ferns. Also, analyzing the planarity constraint decreases the false detection rate by up to 10 percent. Stratified sampling in the image increases the localization scheme while searching for objects in cluttered environments; it doubles the detection rate of the target. The framework also improves pose estimation by up to 50 percent with the use of the invariant feature matching. We demonstrate that visual localization is feasible when using planar object detection, and we show how our contributions can benefit the final results. The framework recorded an average $3 \pm 0.66$ (95% Confidence Interval) centimetre translation error and an average $4 \pm 0.52$ (95% Confidence Interval) degree rotation error in ranges up to 3 meters using target dimensions of 27x20 centimetres. The research endeavours in this area led to a publication [89].

1.4.3 A General Framework for Fast 3D Object Detection and Localization Using an Uncalibrated Camera

We present real-time 3D object detection using a single, mobile and uncalibrated camera. The algorithm uses keypoint feature-based methods based on two novel naïve Bayes classifiers for viewpoint and feature matching. A new feature descriptor combines binary descriptors with a Bayes classifier. The new classifier exploits the specific structure of various binary descriptors in order to increase feature matching while conserving descriptor properties (e.g., rotational and scale invariance, robustness to illumination and real-time performance). Thus, the performance we achieved with the novel classifier is equivalent to that of the Fern classifier. At the same time, we boosted the speed thanks to the use of binary descriptors. Efficiently encoded features considerably reduce the memory footprint of the new classifier. An improved indexing scheme to speed up the matching process is also included among the contributions of this framework. The framework only needs a few images of the target object to learn its geometry. It demonstrates a better performance than the binary descriptors alone, and reduces memory footprint in comparison to the Fern classifier. Experimental results confirm the effectiveness of the
proposed solution. The research endeavours in this area have been published in WACV 2015 [87].

1.4.4 Scalable Kernel Correlation Filter with Sparse Feature Integration for Long-term Tracking

We extend the Kernelized Correlation Filter (KCF) tracker with the capability of handling scale changes by introducing adjustable Gaussian window functions leading to increased accuracy and robustness. The window filtering does not alter the pipeline of the correlation filters allowing it to use any variation of the original kernels, i.e., Gaussian, polynomial or linear. Our solution achieved up to 4x speedup over the original solution while producing superior results and reducing the memory footprint by half. The boost in achievable frame rates are realized by introducing Intel's Complex Conjugate Symmetric (CCS) packed format into the correlation filter framework and fast HOG descriptors using SMID (SSE) instructions to perform operations on multiple data points simultaneously. Finally, we conducted experiments to compare the original KCF algorithm against our solution using the dataset from the original paper [158]. These experiments demonstrate the gain in performance in terms of success rate, precision rate and speed. Also, the empirical experimental evaluations are extended with the VOT challenges for a more accurate representation of the performance gain. Our proposed solution achieves performance gains in accuracy, robustness, and speed compared to state-of-the-art trackers. The research endeavours in this area have been published in ICCV Workshop, VOT-Challenge 2015 [86, 64, 38].

1.5 Outline

The remainder of this thesis is structured as follows. Chapter 2 takes the reader through previously published research that are relevant to this thesis, starting with approaches on skeleton pruning, then taking a closer look at planar object detection and localization, and continuing with 3D object detection and localization. Finally, we examine long-term object tracking solutions.

Chapter 3 is devoted to skeleton pruning by contour approximation and the integer medial axis transform. Chapter 4 addresses planar natural landmark-based localization. Chapter 5 deals with fast 3D object detection and localization using an uncalibrated camera, and Chapter 6 with scalable kernel correlation filter with sparse feature integration for long-term object tracking. Chapter 7 wraps up the thesis and explores potential
future research directions.
Chapter 2

Related Work

We begin by reviewing existing work that relates to the sub-goals mentioned in our introductory chapter. We touch upon different areas of research, which we attempt to group appropriately into four sections: shape analysis, localization, keypoint descriptors and object detection, and object tracking.

In Section 2.1, we review the current state of algorithms that compute and prune the skeleton of a binary shape. We cover the main categories of skeletonization algorithms and their current state while discussing their performance. We expose their drawbacks and the problems of computing the skeleton of a binary shape. While reviewing the related work, we found that there was a need for a method to prune the skeleton of noisy images. Current solutions do not preserve the geometrical and topological properties of the shape; this behaviour is not acceptable in several applications. Unfortunately, skeletonization algorithms of discrete shapes are sensitive to noise and topological changes because of the quantitative pixel locations and excessive branching. Our goal is to create a pruning solution that preserves the main features of the shape and its topological properties. It needs to be fast to be used in real-time applications, as well as capable of being used in an automated manner. Automatic solutions remove the need for tuning
input parameter configurations and do not require previous knowledge of the shapes in the image dataset.

For our second sub-goal in this thesis, we move from binary shapes to textured planar objects. We envisioned using natural planar targets to maintain an accurate estimate of the robot’s localization in map-based navigation systems. The odometry and inertial navigation of the robot are not sufficient. Many early approaches to solving the localization problem use artificial landmarks such as infrared targets, light reflectors and ultrasonic beacons. By contrast, vision-based schemes that use natural landmarks are more appropriate for unmodified environments, and are also low cost as they only require a single camera to acquire images. We identified that the use of planar targets is an asset for robot localization. The possibility to generate different synthetic views during the training phase allows for accurate detection and evaluation of the target. In Section 2.2, we review the related work for robot localization. We study map-based navigation systems that relate to our research and examine how they differ from our work. We develop a framework for planar object detection for localization.

Section 2.3 reviews work related to feature-based recognition and object detection systems for planar and 3D objects. We review the main keypoint feature extraction techniques currently available in object detection algorithms. Working with 3D objects adds complexity to the learning and detection steps. Memory usage and representation of invariant descriptors become a challenge, because more information needs to be stored to account from the object’s different views. Current solutions have limitations in terms of memory usage and performance (i.e., detection speed). As a result, we developed a framework for 3D object detection that addresses these limitations.

Finally, Section 2.4 reviews work related to the fourth and final sub-goal of our thesis. We review the state of the art solutions for long-term tracking object tracking using a single camera. In this section, we discuss the limitations of current object tracking solutions. Our goal is to create a fast long-term tracking solution that can be used in real-time applications while accurately tracking the target (i.e., changes in position and scale). We compare the existing solutions using the two most well known annotated datasets available to date: the Visual Tracker Benchmark and the VOT Challenge datasets. Although current long-term tracking solutions present competitive performance results, there is still a need for improving their tracking capabilities. We found that correlation filters for long-term tracking visual object tracking provide a good platform due to their performance. However, the correlation filter uses a fixed size tem-
plate and hence, the tracker is not able to handle scale changes occurring during motion. As a result, we implement a Scalable Kernel Correlation Filter with Sparse Feature Integration to remove the fixed size limitation while improving accuracy and speed.

### 2.1 Shape Analysis

Many algorithms exist to compute and prune the skeleton of a binary shape. The main categories of skeletonization algorithms are shape thinning [66, 164, 134, 47, 76], Voronoi-based analysis [7, 70, 78, 103, 99], and algorithms based on the feature transform [53, 7] or on the distance transform [4, 8, 47]. In shape thinning [66, 164, 134], pixels are peeled from the boundary shape according to a set of rules relating to a pixel's neighbourhood. The process is repeated until there are no more pixels to remove from the shape and the shape skeleton remains. This solution conserves the connectivity of the final skeleton representation and the topological properties of the shape. It also works automatically, because there is no input parameter selection. On the other hand, although its output is a skeleton with many desirable properties, it fails to compute the actual medial axis. As a result, most thinning algorithms don’t save the distance to the boundary [132] and the shape reconstruction from the skeleton is not possible [7, 66]. Also, shape thinning algorithms are often slow because of the re-iterative process of contour detection and pixel removal.

Another type of algorithm is based on Voronoi diagrams [100, 80, 76, 79, 154]. This solution samples points on the boundary and computes the Voronoi regions of these points. The boundary of the regions inside the binary shape is an approximation of the skeleton of the shape. The skeleton approximation becomes closer to the exact solution as the number of boundary points goes to infinity. Voronoi-based algorithms are typically quite complex due to the sampling of the boundary pixels. As a result, many algorithms in this category are slow [7, 100]. Martinez et al. [78] propose two variants to compute the Voronoi regions that simplify the boundary sampling problem, but they still need a post-processing step to prune their skeleton. Liu et al. [76] propose the use of a Voronoi diagram to create their Extened-Grassfire Transform that keeps track of the distance from each Voronoi vertex to the boundary. Jonás Martínez et al. [79] introduce a stable skeletal representation applied to orthogonal shapes only. Wekel et al. [154] consider the Voronoi diagram of the boundary vertices to extract the skeleton as a subset of the Voronoi edges using a classification scheme. A parameter allows them to control the skeleton's sensitivity to perturbations in the boundary curve. Aside from the desirable theoretical
properties of their solution, it is an interesting mixture between thinning, Voronoi-based, and feature transform based algorithms. However, initial sample selection influences the outcome.

The third type is based on the mapping of the feature transform [53, 44] or distance transform [4, 8, 47]. The feature transform computes the closest boundary point for each pixel inside a shape, and the distance transform computes the distance to the nearest boundary pixel. On one hand, these algorithms can be fast. They detect the medial axis of the binary raster shape accurately, and shape reconstruction can be easily achieved. On the other hand, noise sensitivity and pruning techniques that conserve connectivity and skeleton topology are challenging with these types of algorithms. Sanniti di Baja and Thiel [8] present a topology preserving pruning solution to this problem. They prune peripheral skeleton branches based on a comparison between the shape reconstructed with the inverse distance transform applied to the skeleton before and after removal of a branch. They only remove complete peripheral branches if the change in shape is below a threshold related to the length of the branch.

Pruning is an essential part of most skeletonization algorithms because of the excessive branching in noisy binary raster shapes. Different pruning techniques have been proposed, which fall mainly into two categories: first, those that pre-process the shape's boundary [45, 81, 132, 84, 110] (e.g., boundary smoothing), and second, those that aim to remove unwanted skeleton points according to some classification criteria [53, 7, 132, 76]. Shaked and Bruckstein [132] give a complete analysis of pruning methods and explain their drawbacks. With the algorithms that fall into the first category, the smoothing of boundaries may cause some undesirable effects on the skeleton, e.g., skeleton shift, and may violate the topological properties, e.g., add new branches to the skeleton [44]. In particular, this category has significant problems in distinguishing between noise and low frequency shape information on boundaries [7]. The scale-axis-transform [45, 81] is a different kind of smoothing method that uses a noisy pre-computed medial axis. In 2D, it grows the original shape by linearly scaling the radii of the medial disks and then removing branches of the medial axis that are covered by the larger disks. It preserves the main features of the shape and it reduces low frequency boundary noise. However, it also simplifies the topology of the shape, i.e., it succeeds in creating a new simpler skeleton representation of the shape by simplifying the topology of the shape (e.g., shape holes are occluded when the shape is grown). As a consequence, the skeleton may be shifted far from the medial axis of the original shape. This behavior of the scale-axis-transform
may be desirable for some applications, notably level-of-detail tasks, but does not meet our goals.

Liu et al. [76] extend the original idea of the medial axis transform and add the notion of the center of a shape in their Extended Grassfire Transform. They introduce novel significance criteria for pruning the extended medial axis with possible applications in shape alignment and shape matching. Their experiments show excellent results for shape alignment and matching. However, their pruning technique does not preserve connectivity of the extended medial axis and their solution does not preserve topology [76].

Bai et al. [7] introduce a new concept similar to our solution. They pre-process the shape boundary using a discrete curve evolution to prune the final skeleton. We approximate the shape with a simpler method (i.e., piecewise curve approximation) and introduce a more flexible pruning technique, which is also more stable for noisy shapes and shape rotations. Like ours, their solution is capable of conserving the topological properties without shifting the medial axis of the discrete shape or shortening branches. However, theirs relies on “a priori” knowledge of the shape to prune it, i.e., the number of sides of the polygon to approximate the original shape is required as an input parameter for their DCE method (see Figure 2.1). Shen et al. [135] introduce a different significance measure for skeleton pruning without boundary approximation that outperforms the DCE algorithm. The algorithm does not rely on “a priori” knowledge but its time complexity is higher than that of our solution. The authors report that their algorithm takes around 7 seconds on average to extract a pruned skeleton from [512 x 512] images [135] from the same MPEG-7 dataset. The MPEG-7 dataset consists of 70 classes, each having 20 members of binary shapes. Our solution extracts the pruned skeleton of the 1400 images with resolutions from [256 x 256] to [950 x 800] in 0.1 seconds on average (see Section 3.2). Images with a resolution of [512 x 512] take about 0.12 seconds on average.

Similarly to our work, Philip Buchanan [22] presents an automatic algorithm for extracting vector information from raster images. His algorithm proposes a heuristic for the creation of 3D mesh from a single piece of non-occluding 2D art by extracting its skeleton structure. The topology generated by this algorithm differs from the topology of algorithms that produce geometric centres such as our work. Buchanan's goal is to enhance content manipulation and develop content creation from the extracted topology rather than creating a subset of the medial axis.

Laura Pinilla et al. [109] create a new skeleton pruning solution based on our work.
They introduce a method for dominant point detection during the contour approximation and add additional conditions on the pruning step. The authors claim to hinder the speed performance in order to obtain a more stable skeleton for a wide range of shapes using a single threshold instead of two, as per our solution. Ke Wang et al. [153] use our pruning solution to analyze the shape of tropical cyclone eye areas. The authors claim to achieve 92% agreement with the reference data when detecting cyclone eye areas. Furthermore, Pérez Rocha [117] uses our skeleton pruning solution in her work on 2D shape segmentation and line filling to automatically generate embroidery design patterns for machine embroidery.

The main challenge in pruning unwanted skeletal points is selecting a good removal threshold. The removal of a point on the medial axis needs to be based only on local information of the surrounding medial axis points [7]. The global information of the shape is usually discarded during skeletonization, causing topological changes and shortening of the branches [132]. Discerning noise in the data of a digital skeleton is still an open problem. Hesselink and Roerdink [53] introduce three pruning techniques with their Integer Medial Axis (IMA): constant, linear, and square-root pruning. However, all of them may disconnect the skeleton and may shorten branches (see Figure 2.2).
2.2 Localization

Navigation and localization systems can be roughly divided into those that rely on Map-based navigation and provide the robot with models of the environment with different degrees of detail, and those that rely Mapless navigation and perceive the environment as they navigate through it. The method presented in this section falls within the first category. We refer the reader to surveys on robot navigation and localization systems found in [16, 34, 15] for details. Vision-based localization systems have made significant progress among other mobile robot localization techniques, particularly for indoor applications. In many cases, the localization problem is two-dimensional, i.e., the robot position on a plane and its heading [65, 5, 138, 32, 142]. Other applications require vision-based methods that provide a six degrees-of-freedom camera pose. The localization problem is related to the problem of structure-from-motion (SFM), which consists of inferring the environment structure and camera motion under the assumption of small baseline motion.
SFM-based localization for SLAM has been addressed, e.g., in [30, 113, 36, 27, 157, 60]. In general, SFM-based localization does not consider the kidnapping problem, i.e., that the robot may be picked up and placed in a different location.

Se et al. [128, 129] present a trinocular SLAM system using SIFT descriptors as landmarks. The landmarks are matched between the three views to reconstruct the 3D points. Their system also uses odometry-based initialization to estimate the ego-motion of the camera. Wuest et al. [159] use the FAST features detector [119] and model the probability distribution of each feature. Each feature is then tracked successfully by means of a finite set of Gaussian mixtures. An extension of this method for a large number of features proves difficult because of the use of a Gaussian kernel. Also, their visibility modeling only considered camera translation, while orientation is important for localization as well. Closest to our localization method is the system presented by Alcantarilla et al. [3] who use a non-parametric learning framework to predict each feature's visibility with respect to the varying camera poses.

Our work evaluates the use of textured planar objects as natural landmarks for the problem of localization. Through our experimental results, we show that our framework, with the use of planar objects, obtains strong robot location accuracy. We show how our framework reacts under viewpoint changes, noise sensitivity, partial occlusion, and illumination changes while reporting the accuracy of pose estimation and localization.

2.3 Keypoint Descriptors and Object Detection

Feature-based object recognition systems have been extensively studied in the literature [121, 141, 104, 152]. They strongly rely on feature matching schemes to recognize and localize objects in different views. Different matching schemes have been created to associate features and compute their similarities. The two main approaches in the literature are keypoint descriptors and classifiers.

A keypoint descriptor is a function that is applied to the neighbourhood of a keypoint location, creating a compact signature that describes the keypoint in an image. The compact signature is meant to be an 'unique' representation of a keypoint that is later used to match with another keypoint in a different image based on their similarity (as measured by, e.g., L1-norm, Euclidian norm, Hamming distance, etc.). Descriptors of a keypoint may be invariant to changes such as rotation, illumination, noise, scale, etc. They can be classified as binary (i.e., BRIEF [23], ORB [124], FREAK [146], BRISK [72], HIP [141], etc.), or gradient-based (i.e., SIFT [77], SURF [9], HOG [29], etc.). Unfor-
Unfortunately, gradient-based descriptors, although considered to be the gold standard, are computationally expensive and less appropriate for low-powered embedded platforms in their original form. Conversely, binary descriptors show accuracy while achieving fast performance, have low memory requirements and are simple to implement. They can take advantage of CPU and GPU specific instructions for their implementation and matching [23], which makes them even faster. They have been effectively used in mobile platforms for planar object detection [141, 10, 1].

Classifiers treat the matching/similarity problem as one of classification [19, 17, 104]. They improve classification rates while reducing computation after the feature database is learned in an off-line training phase. Some classifiers, such as Random Forrest and Ferns, learn the feature distribution of a database by means of randomization [17]. The off-line learning step ensures a better encoding of the most relevant features and their structure from very significant perspective changes. One of the leading approaches in feature classifiers is Ferns [104, 152, 150].

Fern classifiers learn the distribution of binary features around a relevant location using multiple views of the same keypoint. Each binary feature represents the comparison between an image's intensity from two random positions around the keypoint. Ferns solve the classifying problem by maximizing the posteriori probability, given a set of binary feature observations around the keypoint. Ozuysal et al. [104] propose a Semi-Naive Bayes Classifier as a trade-off between complexity and performance. They assume that groups of binary features are conditionally independent.

Ferns are created assuming dependency between binary features and by randomly grouping the features (by choosing the size of a Fern group and the number of groups to describe a keypoint). Finally, the conditional distributions for each group (Ferns) are learned in an off-line phase by warping the image patch around each keypoint using multiple random transformations. The learned distributions are used as a lookup table at run-time to speed up the classification problem. Ferns’ drawbacks are a large memory footprint and the off-line learning phase. The memory requirement is exponential in the Fern size, i.e., $2^{fernSize} \times nFerns \times nKeypoints \times sizeof(data)$. For example, if we train for 1000 keypoints ($nKeypoints$) using 50 ferns ($nFerns$) of size 11 ($fernSize$) with 4 bytes floats ($sizeof(data)$), storing their conditional probabilities results in a 400 MB database. Because of the random selection of binary features, the training phase needs to generate all possible transformations to be able to classify from arbitrary viewpoints, which is time consuming.
Some modifications to the original Ferns have made possible their inclusion on mobile platforms [150, 152]. Most of these modifications target the memory consumption by tuning the Fern size, the number of Ferns and the data used to store the conditional probabilities, but Ferns are inherently exponential in size. Also, the improvements do not address the off-line learning phase. Daniel et al. [152] combine PhonySIFT and PhonyFerns for a mobile platform by executing both in the same pipeline for object detection. Other approaches to adapt Ferns for mobile platforms perform computations on a remote server. However, these approaches suffer from low performance due to restricted bandwidth and high power consumption given the required network communications [152, 147]. Ventura et al. [147] associate 2D locations in the video frame with 3D locations in the real world, which requires building and updating a 3D model.

Our work combines descriptors and classifiers in one single matching scheme. We show through our experimental results that a full naive Bayes classifier, combined with binary descriptors, reduces the training time and the memory usage, and improves the matching rate of the descriptors while performing as well as the original Ferns.

2.4 Long-term Object Tracking

Numerous tracking-by-detection algorithms can be found in the current literature. Correlation filters for long-term tracking visual object tracking have seen great interest recently. Although they present competitive performance results, there is still a need for improving their tracking capabilities. Many of them have been evaluated with the Visual Tracker Benchmark [158] and in the VOT Challenges [63]. We restrict our review here to those tracker that are close to our work, including TLD [57], CMT [96], Struck [48], SCM [163], Alien [108], CSK [51], KCF [52] and SAMF [73].

Struck [48] is a tracking-by-detection algorithm, which relies on a kernelized structured output Support Vector Machine (SVM) in order to distinguish between tracked object and background. The binary classifier employs a Haar-like vector representation of the target to solve the classification problem. It uses six normalized (i.e., [-1,1]) Haar-like features arranged on a 4x4 grid at two scales resulting in 192 features to represent the model. At each frame, the algorithm tries to detect the object using a structured output SVM. A loss function based on bounding box overlap is used to determine the similarity between transformations. A threshold radius defined by the user delimits the search area of the tracked object. The structured output learning approach allows the tracker learn a prediction function rather than a classifier. The function directly estimates the
object transformation between frames. The structured output SVM also holds a number of support vectors, which are images that are classified as either positive or negative. Struck is capable of detecting partial occlusions but, if the target object is occluded for too long, the SVM will decrease in performance as it is learning the occluded image.

SCM [163] combines a binary classifier with a generative model to achieve high accuracy and robustness. The binary classifier compute the confidence value by assigning more weights to the foreground than the background. The generative model uses a histogram-based method that takes the spatial information of each patch into consideration with an occlusion handing scheme. The algorithm considers the latest observations and the original template to deal with appearance change and alleviate the drift problem.

TLD [57] is a long-term tracking object tracking method that combines three components, as its initials state, i.e., tracking, learning and detection. The overall idea of TLD is to combine tracking and detection results while learning the different appearances of the object. The detection and tracking components are always running in the video sequence. The algorithm's output is obtained by merging tracking and detection outputs. The object location and size is estimated from the tracking points and the detection output. Location and scale estimation are selected as the median value transformation between all pairs of successfully tracked points. The output area is associated with a confidence value to evaluate the performance of the tracking at each frame. If the confidence value is lower than a specified threshold, the target is classified as lost or occluded. At this point, the tracking component is stopped and it is restarted when the object is detected again. The learning component is enabled when the output area is associated to a high confidence value. A high confidence value is generated when the tracking and detection outputs concur on the location of the object. The tracking component uses a forward-backwards strategy based on KLT. During the tracking phase, the optical flow of equally spaced grid points inside the bounding box is computed and back projected to the initial frame. The distance error between the original grid points and their back projection should be smaller than a specified threshold to account for a good match. Matching points from the consecutive frames are also checked with normalized cross correlation (NCC) using the patch around the points. The detection phase uses a cascade classifier search for template matching and Fern classifiers that account for random binary checks inside the tracked area. Each area with a high/low confidence value is considered a positive/negative template that is fed to the cascade classifier for future matching and detection of the object. A threshold is used to define the maximum
number of templates to accept by the learning process.

CMT [96] uses a similar tracking strategy to TLD to estimate position, scale and also includes rotation. Instead of equally spaced points a keypoint-based matching strategy using BRISK [72] features and descriptor is implemented. With each frame, BRISK keypoints are extracted from the entire frame and matched against the object model. They are matched based on the Hamming distance between their BRISK descriptors. CMT uses a keypoint object representation based on the geometric constellation of the keypoints around their centroid. Keypoints are also tracked from the previous to the current frame using a KLT optical flow. The algorithm learns the different appearance of the object by employing an adaptive tracking technique that increases the number of keypoints in the model database. The position, scale and orientation are estimated from every pair of matched keypoints between the frame and the model. The final transformation is stated as the median of all the estimated values of location, scale and orientation from each pair.

Alien [108] uses a similar keypoint-matching method to CMT, but it represents the objects by two set of keypoints i.e., object and context. The keypoints from the object set are features inside the initial bounding box. Context keypoints are features detected around the initial bounding box. Alien uses SIFT extractor and descriptors to represent the model keypoints. The algorithm assumes that the object will appear within a radius $r$ of previous detected object's bounding box, narrowing the area for keypoint extraction. The model representation is updated by adding keypoints to the object and context sets every time the object is detected and not occluded. Occlusion is detected when model context keypoints match keypoints inside the object's bounding box. Alien uses single value decomposition to estimate position, scale and orientation of the matches.

All the trackers mentioned in the last paragraph achieve good results in the Visual Tracker Benchmark [158]. However, their computational cost is high which makes them less appealing than the correlation-filters based trackers. In addition, the correlation filter-based trackers CSK and KCF outperform all of the above mentioned trackers in the Visual Tracker Benchmark and VOT challenges while being faster.

CSK explores the structure of the circulant patch, which employs kernel correlation filter to achieve high performance. The detection phase implementation is a template matching approach in the frequency domain. At each frame, the algorithm looks for the area with the maximum correlation value to the updated model. The model is updated by linear interpolating the detected areas from the previous frames. To update the model,
a weighted sum of kernelized images is used in the frequency domain. Based on CSK, KCF adds multichannel features to the correlation filter pipeline. It improves accuracy and robustness by adopting HOG features instead of the raw pixel values used in CSK.

SAMF [73] is the closest work to our solution because of its goal. It adds scale to the KCF framework by sampling the original target with different scales and learning the model at each scale. Moreover, it combines HOG descriptor with colour-naming [145] technique to boost the overall performance. However, the inclusion of colour-naming to the HOG features and computing the kernelized correlation filter for all possible scale comes at a substantial computational cost.

Our proposed algorithm is based on the KCF algorithm. The main difference between our proposed solution and SAMF is that we learn the scale variations online instead of learning the model for all possible scales. Furthermore, instead of adding computation time, we are improving the high-speed performance of KCF while boosting its accuracy and robustness. The Gaussian window filtering allows us to adjust to scale changes while creating a better separation of the object and the background without affecting the KCF framework. Because of the separate Gaussian filtering, scale estimation can be added to any of the polynomial and linear correlation filters presented in Henriques et al. [52]. In addition, our C++ implementation incorporates fast HOG descriptors using SSE instructions and CCS packed format to improve the performance while decreasing the memory footprint. For scale estimation, we use a similar approach as in TLD and combine keypoint tracking with detection. We implement the forward-backward Kanade-Lucas-Tomasi [160] keypoint tracking strategy initialized at the position estimated by KCF. However, we select good features to track instead of grid-points. Also, we include a different measure to estimate the scale. While TLD uses a median value to estimate scale we use a weighted arithmetic mean where points near the center of the tracker contribute more than those near the boundaries.

Due to recent advances in object tracking there is an increasing necessity to evaluate and compare their performance under different challenging tracking scenarios. Among the most relevant benchmarks available to date we find the Visual Tracker Benchmark [158] and the VOT Challenges [63]. The Visual Tracker Benchmark consists of 50 test sequences, where each sequence is annotated according the tracking challenges presented in the video sequence (i.e., change of scale, occlusion, change of illumination, etc). The performance of each tracker is evaluated in terms of precision and success. Precision is envisioned as how close is the tracker output location from the ground truth and success
as the overlap area. More recent work in visual tracking benchmark identify a set of potential measures that can be interpreted and visualized for tracker comparison [25]. Luka et al. [25] propose a ranking benchmark based in accuracy and reliability. The VOT Challenges use these performance measures to generate a more detailed assessment of the tracker evaluation. Till date, there have been three VOT Challenges: 2013, 2014 and recently 2015. For each challenge a different annotated video dataset has been used. The first challenge (i.e., VOT 2013) introduced a dataset with 16 videos. The videos are annotated frame by frame according the different challenges (i.e., change in scale, occlusion, change of illumination, etc). The VOT 2014 extended the video dataset to 25 sequences and introduce improvement in annotations and testing of statistical significance. Finally, the VOT 2015 created two challenges for visual evaluation (VOT 2015 and VOT TIR 2015). The first dataset consist of 60 annotated video sequences and the second consist of the first thermal imagery tracking challenge (i.e., VOT TIR 2015) composed of 20 video sequences with annotations.

2.5 Summary

As we have seen in the review of related work, many directions have been explored in pruning a skeleton of noisy shapes in images. Many of these approaches have been successful, but nothing so far has been capable of computing a fast automated skeleton while preserving the main features of the shape and its topological properties. Many of the current solutions cause critical changes to the skeleton's curves, creating more noise points, shrinking the final skeleton, or disconnecting or removing important branches of the skeleton. We choose to pursue an approach of pruning the integer medial axis transform using contour approximation. Chapter 3 describes our solution, experimental evaluation and comparison with related work.

To address the sub-goal of localization using natural landmarks, we exploit the benefits of using planar object that could be present in the environment. Current solutions exploit the use of artificial landmarks and exteroceptive sensors to address the localization problem. These methods provide a robust and stable solution for controlled environments, but natural landmarks are more appropriate for unmodified environments and are generally of lower cost as they require only a single camera to acquire images. Artificial landmarks and sensors are previously selected and positioned in the environment for better accuracy, which is not appropriate for large spaces because of the deployment and extra cost. We choose planar targets because of the possibility to generate differ-
ent synthetic views of the target during the training phase, which in turn allows for an evaluation of the target during the training phase. We present a run time framework for localization using natural landmarks in Chapter 4.

We assess the accuracy of pose estimation and localization through synthetic and real experimental evaluations. During the review in Section 2.3, we found that gradient-based keypoint descriptors, although considered the gold standard, are computationally expensive. Conversely, binary descriptors are easy to implement, and achieve fast performance by sacrificing accuracy but lowering the memory requirements. Some classifiers such as Random Forrest and Ferns describe keypoints using randomized binary comparisons to boost accuracy and speed matching, but they compromise the memory usage. The off-line learning step of classifiers ensures the encoding of features from multiple changes in perspective and have shown improved results compared to SIFT descriptors.

We identify the need for keypoint descriptors that can compare with classifiers such as Ferns while having a smaller memory usage. The 3D object constraint adds complexity to the learning and detection steps. We combine descriptors and classifiers in one single matching scheme in Chapter 5.

Finally, we explored related work from our last sub-goal in Section 2.4 and exposed the different techniques and their drawbacks in long-term tracking tracking of 3D objects. We discussed current approaches and how they react to different problems in single-object tracking. We introduced the benchmark dataset and the performance measures used to evaluate the current solutions and that our future work will follow. While reviewing the existing and related work, we found that correlation filters provides a good platform for visual long-term tracking tracking because of their performance. However, the correlation filter uses a fixed size template and hence the tracker is not able to handle scale changes of a target occurring during motion. As a result, we improved correlation filter by implementing a Scalable Kernel Correlation Filter with Sparse Feature Integration to remove the fixed size limitation while improving accuracy and speed. We introduce an adjustable Gaussian window function and a keypoint-based model for scale estimation to deal with fixed size limitation in the Kernelized Correlation Filter in Chapter 1.2.4. Furthermore, we integrate fast HOG descriptors and Intel's Complex Conjugate Symmetric packed format to boost the achievable frame rates.
We present a new shape skeleton pruning algorithm based on contour approximation and the integer medial axis. The algorithm effectively removes unwanted branches, conserves the connectivity of the skeleton and respects the topological properties of the shape. The algorithm is robust to significant boundary noise and to rigid shape transformations. It is fast and easy to implement. High accuracy reconstruction of the shape is possible from the generated skeleton by means of the integer medial axis transform. Our algorithm also produces a vector representation of the skeleton. We compare our algorithm with state-of-the-art techniques for computing stable skeleton representations of shapes including pruning. We test and compare our solution using the MPEG-7 CE Shape-1 Part B dataset looking for skeleton connectivity, complexity, parameter selection, and accuracy/quality of the outcome. The experimental results show that our solution outperforms existing solutions according to these criteria.
3.1 Algorithm Overview

Our proposed algorithm has four major steps which we detail in the following: contour approximation, skeleton computation, pruning and skeleton vectorization.

Our solution shares the concept of Bai et al. [7] that every skeleton point is the center of a maximal circle whose boundary tangent points belong to different 'sides' of the shape. Skeleton points are pruned if they have all their closest boundary points lie on the same contour segment. Every point in the pruned skeleton remains linked to a boundary point that is tangential to its maximal circle [13] after pruning.

For the first step of our solution, we propose to use a boundary partition that does not require to know the number of vertices \textit{a priori}. This is in contrast to the Discrete Curve Evolution (DCE) introduced by Bai et al. [7] that requires one to specify the number of vertices of the polygonal approximation beforehand. Intuitively, we want to separate our shape’s boundary into different "sides" which we will use in the next step to prune skeleton points associated to only one "side".

The second step of our algorithm computes the integer medial axis transform [53] and starts to prune the skeleton using the contour approximation from the first step. As in [7], there is a skeleton branch at every partition point that needs to be removed after the second step of our algorithm (see Figure 3.5). We introduce a novel significance measure based on Blum's medial axis definition of maximal circles, where instead of analyzing isolated skeleton points we check the leaf branches for removal. Leaf branches of the skeleton end at a boundary pixel. This second pruning step handles the elimination of branches that while they have boundary points on different contour approximations because of the knot selection, they are still on the same 'side' of the shape. In contrast, Bai et al. use a significance measure calculated with their DCE. Finally, we create a vector representation of the skeleton points using the contour approximation from the first step of the algorithm.

3.1.1 Contour Approximation

For the algorithm's first step, we approximate the binary shape by a piecewise curve. Piecewise curve approximations have been used in the computer graphics industry for a long time. Many methods trying to approximate a set of points by a piecewise curve have been published, e.g., [111, 54, 133]. The most challenging problem for these methods is the knot placement to create an optimal approximation. Some of these algorithms may select the knot placement automatically as the methods of Denison et al. [33] and of
Plass and Stone [111]. Because we are interested in a real-time algorithm, we need to take into consideration the trade-off between optimal knot placement versus time/space complexity of the contour approximation method. Therefore, we select a simple split-and-merge fitting strategy for knot placement following the algorithm by Ramer [114] as the curve approximation step. Ramer's algorithm splits the approximating curve at points of maximal error which tend to be extremal points. While choosing extremal points may result in suboptimal approximations, it often helps us to make good pruning decisions in later steps of our algorithm. Figure 3.1 shows an example where the additional knot required by Ramer's algorithm over optimal node placement produces a better skeleton after pruning.

Figure 3.1: Example of significant branch removal because of optimal knot placement. Original shape (a) along with the contour approximation steps in (b) to (d) with thresholds $T = 10$ and $S = 1.2$. The suboptimal knots result in a better contour segmentation for final pruning as shown in (e) than the optimal knot placement in (f).

The approximation uses an input threshold $T$ as the maximum distance error allowed between the fitted data and the approximated curve. The piecewise approximation uses the contours of the binary shape to generate a simpler and accurate representation. The fitting strategy can work with any curve but we demonstrate the use of line segments as the simplest curve approximation and cubic Bezier curves with least square fitting. Both, line segments and cubic Bezier curves lead to similar outcomes (see Figure 3.2),
although cubic Bezier curves require less knots for the same approximation error. The values of threshold $T$ are connected to the image resolution because it is represented in pixel. The threshold value $T$ determines how closely the approximation fits the original outline. Low values of $T$ remove only higher frequency 'noise' from the skeleton without affecting significant parts of the shape while higher values will increase the number of branches removed but without creating a discontinuous skeleton. Our pruning does not shift the skeleton away from the location of the medial axis.

Given a shape contour with boundary pixels $C = \{p_1, p_2, \ldots, p_n\}$, we want to find a subset of those pixels and use them as endpoints of curve sections (e.g., lines or cubics) that approximate the boundary. The shape boundary may be formed by several contours, then the same fitting approach is applied for each of the contours. We select an input threshold error $T$ that specifies the maximum allowed distance between the original points and the fitted curve. Initially, we take the start and endpoint of the contour as our initial knots and approximate them by a curve, e.g., a line segment with endpoints $p_1$ and $p_n$. Then we measure the minimum distance $d_k$ of the center of each pixel to the fitted curve and look for the point $p_k$ that is farthest from the curve with maximum distance $d_k$. If the distance from $p_k$ to the curve exceeds the $T$ value, we split the segment at $p_k$ into two new segments $p_1, p_k$ and $p_k, p_n$ fit them using the same curve type (see Figure 3.3). This process is repeated for each segment until the $T$ constraint is no longer violated. This produces an ordered set of knots that approximates the shape with a limit error $T$. The $T$ threshold represents the level-of-detail of the approximation. We empirically selected a threshold of $T = 25$ in our experiments. The bigger the error threshold $T$, the less detail of the shape is taken into consideration and more likely to compute less knots. The smaller $T$ the closer will be the piecewise approximation to the original data (see Figure 3.2). A value of $T < 0.5$ will make the piecewise curve approximation pixel accurate (i.e., knots will be a subset of the original pixel list). Consider a line segment aligned with the pixel grid: only two knots are needed.

For a cubic parametric curve approximation using Bezier curves we set the initial and last position at two consecutive knot points. Then, using the least square fitting technique we can approximate the best middle control points using the original points between the consecutive knots. This cubic approximation does not consider a continuity constraint on the first derivative of two consecutive segments but reduces the number of required segments. The knot set is typically smaller with cubics than using linear segments for the same $T$. Cubics have the advantage of fitting a larger amount of points with a single
Figure 3.2: The effect of different selection of $T$ while pruning the IMA without the final pruning (i.e., the value $s$ is selected as 0). First row shows the results using cubic boundary approximation, second row results are generated with linear approximation.

The least-squares Bezier fitting solves

$$S = \sum_{i=1}^{n} [p_i - q(t_i)]^2 \tag{3.1}$$

with $n$ data points $p_i$ and the parametric Bezier curve $q(t_i)$. We can write Equation 3.1 as

$$S = \sum_{i=1}^{n} \left( p_i - (1 - t_i)^3 P_0 + 3t_i(1 - t_i)^2 P_1 + 3t_i^2(1 - t_i)P_2 + t_i^3 P_3 \right)^2$$

where $P_0$ and $P_3$ are the first and last control points; the remaining control points $P_1$
and $P_2$ can be determined by setting $\frac{\delta S}{\delta P_1} = 0$ and $\frac{\delta S}{\delta P_2} = 0$. Solving for $P_1$ and $P_2$ gives

$$P_1 = \frac{(A_2 C_1 - A_1 C_2)/(A_1 A_2 - A_{12} A_{12})}{A_1} \quad \text{and} \quad P_2 = \frac{(A_1 C_2 - A_{12} C_1)/(A_1 A_2 - A_{12} A_{12})}{A_2}$$

where

$$A_1 = 9 \sum_{i=1}^{n} t_i^2 (1-t_i)^4, \quad A_2 = 9 \sum_{i=1}^{n} t_i^4 (1-t_i)^2,$$

$$A_{12} = 9 \sum_{i=1}^{n} t_i^3 (1-t_i)^3,$$

and

$$C_1 = \sum_{i=1}^{n} 3 t_i (1-t_i)^2 \left[ p_i - (1-t_i)^3 P_0 - t_i^3 P_3 \right],$$

$$C_2 = \sum_{i=1}^{n} 3 t_i^2 (1-t_i) \left[ p_i - (1-t_i)^3 P_0 - t_i^3 P_3 \right].$$

Figure 3.3: Piecewise contour approximation example. When we approximate the contour formed by $n$ boundary points, we split the approximating curve (here, a cubic Bezier curve) if the maximum distance from the center of the pixel to the approximating curve is bigger than $T$ threshold selection.

After the set of knots is computed, we assign the contour points between two consecutive knots \{p_k \ldots, p_{k+1}\} to the same curve. We also assign an unique identifier for each
curve segment. All contours of the shape; exterior and interior (i.e., holes) are processed in the same manner.

### 3.1.2 Modified Integer Medial Axis

For the second step, we compute the skeleton by means of the Integer Medial Axis (IMA) without any of the pruning considered by Hesselink et al. [53]. In finding the skeleton we select pixels as skeleton points if they have two equidistant points belonging to two different boundary curves instead of simply two different equidistant points on the boundary as in the original IMA. Our goal is to select skeleton pixels that have equidistant boundary points on two "different" sides of the shape. This criterion will considerably reduce the number of skeleton points detected by the IMA but still produce a connected skeleton (see Section 3.1.5). Unfortunately, this criterion does not remove all the undesired skeleton points but leaves whole branches that should be removed in place. Branches that end at the intersection of two consecutive curves (see Figure 3.4) will be part of the skeleton after this modified IMA. Thus, we need to take extra care of these branches in the pruning step of our algorithm.

Listing 1: Program fragment for filtering the IMA skeleton using our pruning condition. The map C returns the curve associated to a boundary point and map ft2 returns the associated closest boundary point

```plaintext
procedure_compare(x,y)
  xf := ft2[x]; yf := ft2[y];
  C1 := C[xf]; C2 := C[yf];
  if ||xf - yf||^2 > 1 and C1 != C2 then
    crit := inprod(xf-yf, xf+yf-x-y)
    if crit > 0 then skel[x]:=SKEL
    endif
    if crit < 0 then skel[y]:=SKEL
    endif
  endif
```

### 3.1.3 Final Pruning

For the third step, we need to compute all of the end points and branch points of the skeleton output of the previous IMA step. Assuming a skeleton is one pixel wide [53] and always located at a pixel, then those pixels on the skeleton with more than two neighbouring pixels are branch points, while end points have only one neighbouring
Figure 3.4: A Skeleton point \( X \) is selected if it has a neighbour point \( Y \) with a closest boundary point that belongs to a different curves\((C_1 \text{ vs. } C_2)\) at the same distance \( d \), see Listing 1.

skeleton pixel. During branch removal, we consider all end points of a branch and their respective branch point as belonging to the same branch. Our pruning criterion is as follows: consider a branch \( \{b_p, \ldots, e_p\} \) with branch point \( b_p \) and end point \( e_p \) such that the pixel chain formed by the skeleton points \( \{b_p, \ldots, e_p\} \) does not contain other branch points or end points except \( b_p \) and \( e_p \). Let \( f \) be the closest boundary point of \( b_p \) as extracted from the feature transform computed as a preprocessing step of the IMA. We mark a branch \( \{b_p, \ldots, e_p\} \) for removal if the point \( e_p \) is inside of the circle with center \( b_p \) and a radius equal to the Euclidean distance \( |f - b_p|_2 \). We can make this pruning rule stronger if we introduce an input scale factor \( s \) for the radius and mark branches for removal if they are inside the scaled circle centered at the branch point \( \text{(see Equation 3.2 and Figure 3.5)} \), i.e.,

\[
|e_p - b_p|_2 \leq s \times |f - b_p|_2. \tag{3.2}
\]

After analyzing all branches for removal, we remove those pixels that belong to the
Figure 3.5: The unwanted branches (shown dark) introduced in the second step of the algorithm are pruned using Equation 3.2. The dark branch to endpoint $e_p$ is removed by the test at branchpoint $b_p$.

marked branches of the skeleton, except for the branch points. We re-iterate this process until no more branch removals are possible. Note that after removing the pixel chain of a branch, we can update the status of the branch points and reduce the computation of searching over the full skeleton set for branch and end points. The final output of the algorithm is a clean skeleton representation (see Figure 3.6).

The scale factor $s$ targets the branches that end at the approximation knots created while pruning the IMA. The selection of $s$ will affect the final outcome of the algorithm, where larger values will generally remove more unwanted branches (See Figure 3.7).

3.1.4 Skeleton Vectorization

In the final step, we vectorize the skeleton points. Each branch $\{b_p, \ldots, e_p\}$ or $\{b_p, \ldots, b_p\}$ is processed separately and approximated with a piecewise cubic Bezier curve as explained in Section 3.1.1. We apply an automatic adaptive threshold using the feature transform
stored with the IMA from Section 3.1.2 during the skeleton curve approximation. While processing a branch, we need to check the distance $e$ from every skeleton point $x$ to the approximated curve. If the Euclidean distance $e_{\text{max}}$ between the pixel with maximum distance to the approximated curve is bigger than the distance between the point $x$ and its corresponding boundary point $x_f$ stored in the feature transform or if it is bigger than threshold $T$ from the boundary approximation of Section 3.1.1, we split at $x$ (see Figure 3.8). Figure 3.9 shows the binary shape input of our algorithm and the final vector representation of the skeleton.

3.1.5 Correctness and Complexity

For showing the correctness of our algorithm, we first note that our skeleton output is a subset of the IMA skeleton pixels. This proves that every selected pixel is in fact on the medial axis of the discrete shape [7]. Additionally, we need to show that the pruning solution does not disconnect the final skeleton. Let us assume to the contrary that there is a branch that will become disconnected by pruning points $\{a, \ldots, b\}$ from the skeleton. Let the two boundary curves $C_{a1}$ and $C_{a2}$ be linked to skeleton point $a$, and the curves $C_{b1}$ and $C_{b2}$ be linked to skeleton point $b$ (see Figure 3.10). Points $\{a, \ldots, b\}$ will be pruned if and only if the curve connecting $C_{a1}$ and $C_{b1}$ is the same that connects $C_{a2}$
Figure 3.7: First row shows the effect of selection of $s$ values for a cubic approximation with fixed value $T = 1$, and second row for a cubic approximation with fixed value of $T = 25$.

and $C_{b2}$. This requires that curve $C_{a1}$ and $C_{a2}$ or $C_{b1}$ and $C_{b2}$ be the same. If this is true, then the chains ending at $a$ and $b$ would also be pruned correspondingly, because they would have only one contour segment linked to them. But this contradicts our assumption of a disconnected skeleton. The connectivity of the skeleton is never broken in the final pruning step because only complete pixel chains between an end point and a branch point are removed. We note, however, that our algorithm may remove complete branches that can be considered significant depending on the boundary approximation.

The boundary approximation step of the algorithm has time complexity of $O(kn + N)$, where $k$ is the number of knots detected during the contour approximation, $n$ is the contour length and $N$ the image size. Computing the contour of the shape is $O(N)$ [47] and the contour approximation has $O(kn)$ with a worst case of $O(n^2)$ for $k = n$ when $T = 0$ and all contour points are selected as knots. Assigning the contour pixels to a curve is $O(n)$. The IMA is computed in $O(N)$ [53]. The third step is $O(n)$, because each branch $\{b_p, \ldots, e_p\}$ is only checked once. The vectorization of the skeleton is $O(kn)$. Finally, the total time complexity is therefore $O(kn + N)$. A space complexity of $O(N)$
Figure 3.8: Skeleton vectorization using the feature transform to automatically adapt the threshold of the curve approximation. The point \( x \) has the maximum distance \( e_{\text{max}} \) to the approximated curve at the point \( x_f \). We split the curve at \( x \) if \( e_{\text{max}} \) is bigger than \( \|x_f - x\| \) or if it is bigger than \( T \) from Section 3.1.1.

can be easily achieved.

### 3.2 Experimental Results

We implemented three skeletonization algorithms for the comparison of our algorithms with the three categories: a thinning approach [66], a Voronoi-based algorithm [47], and a feature transform [53]. Also, five pruning techniques were implemented. Three pruning techniques as they were suggested by Hesselink and Roerdink [53]: constant pruning (DP), linear pruning (LP), and square-root pruning (SRP). A discrete variation of the scale-axis-transform [45, 81] and DCE pruning [7] were also implemented. The skeletonization and pruning solutions were tested over the 1400 image MPEG-7 CE Shape-1
Figure 3.9: Input: 2D binary image. Output: Vector representation of the skeleton. Only 19 end points plus 19 control points are necessary to represent 4352 skeleton points using a piecewise cubic approximation.

Part B dataset, a dataset commonly used for shape analysis [69, 2] (e.g., shape matching, shape retrieval, shape skeletonization). The dataset is structured as twenty shape samples of seventy different classes (e.g., bats, planes, beetles, etc.). We account in our tests for running time, accuracy of the skeleton, rotation invariance, shape reconstruction from the skeleton, connectivity of the skeleton, and ease of parameter selection. The image resolution of the complete dataset varies from $256 \times 256$ to $950 \times 800$.

Pruning is a necessary step for the Voronoi-based and IMA algorithms. The thinning approach is more stable and it creates cleaner representations without input parameters or any pruning, i.e., it is fully automatic. However, the skeleton computed from the thinning solution is only an approximation of the medial axis and not the correct medial axis as in the other solutions. Also, the thinning approach is sensitive to noisy boundaries and shape rotations, introducing several unwanted branches for the same shape.

The selection of a correct pruning threshold for distance and angular pruning that is needed for the Voronoi-based algorithm and the IMA is problematic as different threshold
Figure 3.10: Pruning the IMA based on contour approximation does not disconnect a skeleton branch. For the skeleton points \{a, \ldots, b\} to be pruned, the boundary contour between \(C_{a1}\) and \(C_{b1}\) and between \(C_{a2}\) and \(C_{b2}\) would have to be approximated with the same curve, which is impossible.

Values disconnect the shape, e.g., when the leg width of the giraffe in Figure 2.1b is less than the selected threshold. In the case of angular pruning with the IMA, it introduced 'noise' in areas closer to the boundaries (see Figure 2.2). Also, the parameters for the pruning need to change for different shapes, in contrast to our solution where the selection of input parameters is quite stable and we used the same input parameters \(T = 25, s = 1.2\) for the complete dataset. We find the results of our approach also more visually appealing than with the other approaches, including the automatic thinning solution (see Figure 3.20).

To compare the running time of the implemented techniques, we recorded the computation times of each algorithm. Voronoi-based and thinning solutions were quite slow compared to the other solutions (see Table 1). The IMA is the fastest solution (i.e., IMA + \{CP,LR,SRP\} are grouped into one category because of their similar results in speed and accuracy), followed very closely by our proposed algorithm using linear and cubic contour approximations.

Shape reconstruction was not possible from the respective outputs of the thinning algorithm and the scale-axis-transform. Based on the skeleton calculated with our proposed algorithm, reconstruction of the original shape is possible with only small error for the complete dataset using the same input parameters \((T = 25, S = 1.2)\). For example,
Table 1: Running time comparison.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Running Time (95 % Confidence Interval)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMA + {CP,LP,SRP}</td>
<td>0.08 ± 0.01 sec</td>
</tr>
<tr>
<td><strong>Linear</strong></td>
<td><strong>0.09 ± 0.004 sec</strong></td>
</tr>
<tr>
<td><strong>Cubic</strong></td>
<td><strong>0.10 ± 0.009 sec</strong></td>
</tr>
<tr>
<td>Scale Axis Transform</td>
<td>0.17 ± 0.013 sec</td>
</tr>
<tr>
<td>Thinning</td>
<td>0.35 ± 0.018 sec</td>
</tr>
<tr>
<td>Voronoi</td>
<td>0.68 ± 0.021 sec</td>
</tr>
<tr>
<td>DCE</td>
<td>5.13 ± 0.518 sec</td>
</tr>
</tbody>
</table>

Table 2: Invariance to image rotations. The matching score gives the percentage of overlapping skeleton pixels detected in both the original image and in the rotated version.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Matching Score (95 % Confidence Interval)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cubic</strong></td>
<td><strong>0.95 ± 0.002</strong></td>
</tr>
<tr>
<td><strong>Linear</strong></td>
<td><strong>0.95 ± 0.004</strong></td>
</tr>
<tr>
<td>IMA + {CP,LP,SRP}</td>
<td>0.93 ± 0.005</td>
</tr>
<tr>
<td>Scale Axis Transform</td>
<td>0.90 ± 0.003</td>
</tr>
<tr>
<td>DCE</td>
<td>0.78 ± 0.003</td>
</tr>
<tr>
<td>Voronoi</td>
<td>0.71 ± 0.009</td>
</tr>
<tr>
<td>Thinning</td>
<td>0.49 ± 0.01</td>
</tr>
</tbody>
</table>

the reconstructed shape from the skeleton in Figure 3.12 showed 98% overlap with the original shape. The shape can also be fairly accurately reconstructed from the skeleton calculated with the Voronoi-based algorithm, with the IMA and with the DCE, but these three algorithms needed different input parameters for different shapes.

In general, all the algorithms were sensitive to noisy boundaries, but our solution outperformed the other implemented algorithms on the same image set (see Figure 3.13). To complete the comparison, we measured how stable the implementations were under image rotations. For each image in the dataset, we first computed their skeleton, then we rotated the original images in steps of 35, 45, 70, 85, 110, and 135, degrees using nearest-neighbour, bilinear, and bicubic interpolation. Each image was rotated around its center. We computed the skeleton of the rotated image using the same parameters as for the skeleton before rotation and compared the two skeletons. We calculated the percentage of matching pixels between the two skeletons after also rotating the pixels of the skeleton.
Table 3: Invariance to image rotations. Inserted/Removed pixel score is the percentage of pixels introduced/removed in the skeletonization by the rotation.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Inserted Pixels (95 % Confidence Interval)</th>
<th>Removed Pixels (95 % Confidence Interval)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMA + {CP,LP,SRP}</td>
<td>0.013 ± 0.008</td>
<td>0.057 ± 0.007</td>
</tr>
<tr>
<td>Cubic</td>
<td>0.015 ± 0.002</td>
<td>0.035 ± 0.002</td>
</tr>
<tr>
<td>Linear</td>
<td>0.02 ± 0.0003</td>
<td>0.030 ± 0.003</td>
</tr>
<tr>
<td>Scale Axis Transform</td>
<td>0.02 ± 0.0005</td>
<td>0.08 ± 0.00004</td>
</tr>
<tr>
<td>DCE</td>
<td>0.02 ± 0.0006</td>
<td>0.08 ± 0.0002</td>
</tr>
<tr>
<td>Voronoi</td>
<td>0.09 ± 0.0012</td>
<td>0.10 ± 0.0015</td>
</tr>
<tr>
<td>Thinning</td>
<td>0.19 ± 0.0006</td>
<td>0.32 ± 0.02</td>
</tr>
</tbody>
</table>

of the original image. Besides the percentage of matching pixels, we calculated how many pixels were inserted to the medial axis because of the image rotation and how many disappeared from the original skeleton representation (see Figure 3.11).

The best matching percentage was obtained by our proposed algorithm using linear and cubic boundary approximations with 95% overlap, followed by the IMA, the Scale-Axis-Transform, DCE and the thinning approach (see Table 2). The interpolation method had little influence on the results and the scores were quite similar for nearest-neighbour, bilinear and bicubic interpolation (see also Figures 3.15 to 3.18).

Finally, we compared the stability of the skeleton of our proposed algorithm against DCE when input parameters are varied. The parameter choice for DCE is specific to each shape (see Figure 3.14). Our proposed algorithm allows us to use the same parameters for the complete dataset, yielding excellent results for each of the 70 classes available including for noisy shapes (see Figure 3.19). The results obtained by DCE needs parameter tuning in search of an “optimal” skeleton representation. In general, the outcome of DCE with user supervision for each sample is similar to our results, but parameter selection has a big influence on the DCE outcome. It is usually not possible to find a choice that is optimal for all the samples in one class see, e.g., the beetle shape in the last column of Figure 3.14 where one of the beetle legs has been missed. Parameter tuning for the DCE is also a time consuming process.
3.3 Summary and Conclusion

We presented a new pruning algorithm that removes excessive branches from skeletons of noisy 2D shapes. The algorithm uses a simple contour approximation and a novel branch removal technique. The combination of our two pruning steps has been shown to be more robust and flexible than using a DCE-based algorithm. Because our algorithm is robust to noise and rigid transformations and it produces consistent high-quality results with the same input parameters, it can be used in semi-automatic or even automatic applications. The algorithm is fast and straightforward to implement, which makes the algorithm suitable for a range of applications. Because our algorithm produces a connected skeleton that is a subset of the integer medial axis of the noisy shape, the shape can be reconstructed from the skeleton using the feature transform.
Figure 3.11: Example of the performance of DCE (a) and thinning (b) under image rotation. The blue skeleton is computed in the original image, then, the original image is rotated around the image center (using nearest neighbour and bilinear interpolation) and the white skeleton is computed. The blue skeleton is rotated using the same interpolation method and superimposed on the white skeleton to check for stability. The input parameters of the methods remained unchanged.
Figure 3.12: Example of shape reconstruction using the proposed solution (left) and IMA + constant pruning (right).
Figure 3.13: Output of the proposed algorithm with the same noisy and rotated example. Note the stability of the skeleton detection.
Figure 3.14: Parameter choice comparison between our solution and DCE, output examples are from the beetle class of the MPEG-7 dataset. First row is the output of our algorithm using the same configuration parameters ($T = 25, S = 1.2$). The number of cubic segments detected in the first step of our algorithm is $40, 21, 19, 32$, and $27$ respectively. Second row is the DCE using "optimal" user selected input parameters (i.e., number of sides to approximate the original shape, from left to right: $20, 10, 15, 17, 14$). Third row is the DCE using constant number of sides equals to $10$. 
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Figure 3.15: Image rotation test for angles of 35, 45, 70, 85, 110, and 135 degrees using nearest-neighbour interpolation.
Figure 3.16: Image rotation test for angles of 35, 45, 70, 85, 110, and 135 degrees using bilinear interpolation.
Figure 3.17: Percentage of skeleton pixels introduced after the skeletonization of the rotated image (i.e., skeleton pixels that were not detected in the original image but appeared in the rotated version.
Figure 3.18: Percentage of skeleton pixels not present after the skeletonization of the rotated image (i.e., skeleton pixels that were detected in the original image but not in the rotated version)
Figure 3.19: Output of our algorithm for regular and noisy images of same image class in the MPEG-7 dataset. Last is the same as middle column but with the contour approximation displayed. Parameters are unchanged from other experiments with $T = 25$ and $S = 1.2$. 
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Figure 3.20: More output examples from proposed algorithm. The input parameter selection was the same for the whole dataset.

Figure 3.21: Some more examples of our proposed algorithm of shapes with holes using the same parameter selection.
In this chapter we present a framework for vision-based localization using natural planar landmarks. Specifically, we demonstrate our framework with planar targets using Fern classifiers that have been shown to be robust against illumination changes, perspective distortion, motion blur, and occlusions. We add stratified sampling in the image plane to increase robustness of the localization scheme in cluttered environments and on-line checking for false detection of targets to decrease false positives. We use all matching points to improve pose estimation and an off-line target evaluation strategy to improve \textit{a priori} map building. We report experiments demonstrating the accuracy and speed of localization. Our experiments entail synthetic and real data. Our framework and our improvements are however more general and the Fern classifier could be replaced by other techniques.
4.1 Framework Overview

We review our framework, detailing the background for our evaluation of Ferns during localization. Ferns descriptors track an imaged object by recognizing patches of the object from different perspective views using a classification scheme [105]. Ferns rely on an off-line training phase during which multiple views of the image patches are used to train a naive Bayes classifier. Recognition is based on neighbourhood intensity comparisons. During training, features of the planar patches around a keypoint are synthesized by being randomly warped. A recent study shows the robustness of the Ferns as a feature tracker compared to other descriptors such as SURF, SIFT, Randomized Trees [43]. The Ferns classifier is geared towards tracking in real-time after a training stage. It copes well with dynamic lighting and motion blur due to camera motion. It also shows more robustness with respect to scale and perspective distortions compared to other descriptors. Ozuysal et al. [105] have shown the effectiveness of Ferns descriptors in a SLAM system, as well as their capability to recover from complete failure. However, they did not address performance during pose estimation, which is required by any localization system. The matches between the model target and tracked keypoints using the Ferns descriptors provide us with the 3D-to-2D correspondences needed to estimate the camera pose. The aim is to determine the position and orientation of a camera given its intrinsic parameters and a set of correspondences between 3D points and their 2D projections. The estimated camera pose is relative to the target position, which we assume to be centered at the origin of the world coordinates. We also assume that all the 3D points lie on the plane $Z = 0$. This simplifies our framework's input as we only need a fronto-parallel image of the target and its real dimensions (i.e., in world coordinates) to process it. The camera intrinsic parameters are obtained during an initial calibration step where we account for possible optical distortions. Finally, the target is evaluated in a synthetic environment to assess its quality and expected accuracy.

In our framework, the user manually specifies planar targets. These targets are entered in the system for evaluation and furthermore used for the localization problem. Camera intrinsic needs to be known to the framework for the evaluation and localization steps. Identifying potential planar landmarks could be an extension of our work, where the evaluation step could identify good planar targets. This case of identifying planar targets is out the scope of this thesis and not targeted here.

In the following sections, we provide an overview of the components of our framework for planar object detection. Our framework consist of four major components: camera
calibration, training phase, target evaluation, and pose estimation.

### 4.1.1 Camera Calibration

The initial step of our framework is to calibrate the camera by estimating its intrinsic parameters (i.e., focal length and optical center) and the distortion coefficients (i.e., radial and tangential factors). The calibration is only computed once for each camera as long as the focal length is fixed. During the calibration process, we determine the relation between the camera pixels \((u,v)\) and the real world coordinate space \((X,Y,Z)\). Assuming it is a pinhole camera model, this relation can be described as a perspective transformation

\[
s \begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = K[R|t] \begin{bmatrix} X \\ Y \\ Z \\ 1 \end{bmatrix},
\]

where \(K\) is the \(3 \times 3\) matrix of intrinsic parameters (i.e., the camera matrix) and \([R|t]\) is the \(3 \times 4\) matrix of extrinsic parameters which translates a point in world coordinates \((X,Y,Z)\) to the camera coordinate system \((x,y,z)\). For the camera matrix \(K\),

\[
K = \begin{bmatrix} f_x & 0 & c_x \\ 0 & f_y & c_y \\ 0 & 0 & 1 \end{bmatrix} \tag{4.2}
\]

the unknown parameters are \(f_x\) and \(f_y\) (i.e., camera focal lengths) and \((c_x,c_y)\), which are the optical center expressed in pixels. Because real lenses normally have some radial and tangential distortion, we need to take into account the radial and tangential factors. The radial distortion manifests itself in the form of the "barrel" or "fish-eye" effect. For the radial factor we use the following formulas

\[
x' = \frac{x}{z} (1 + k_1 r^2 + k_2 r^4 + k_3 r^6) \tag{4.3}
\]

\[
y' = \frac{y}{z} (1 + k_1 r^2 + k_2 r^4 + k_3 r^6), \tag{4.4}
\]

where \(k_1, k_2, k_3\) are the unknown radial distortion coefficients and \(r^2 = \left(\frac{x}{z}\right)^2 + \left(\frac{y}{z}\right)^2\). The tangential distortion occurs because the lenses are not perfectly parallel to the imaging plane. It can be corrected via the formulas...
\[ x'' = x' + 2p_1 \frac{xy}{z^2} + p_2 \left( r^2 + 2 \left( \frac{x}{z} \right)^2 \right) \]

(4.5)

\[ y'' = y' + p_1 \left( r^2 + 2 \left( \frac{y}{z} \right)^2 \right) + 2p_2 \frac{xy}{z^2}, \]

(4.6)

where \( p_1, p_2 \) are the unknown tangential distortion coefficients and \((x, y, z)\) are the camera coordinates of a 3D point \((X, Y, Z)\). The process of determining \( K \) and \( D_c = (k_1, k_2, k_3, p_1, p_2) \) is the calibration process.

For our calibration process, we use Zhang's 2D plane calibration technique [162], available in OpenCV. The process only requires the camera to observe a planar pattern shown in a few (at least two) different orientations. Either the camera or the pattern can be freely moved. Knowledge of the plane motion is not necessary. This setup makes the calibration technique easy to integrate into our framework. We use a black-white 9 \times 6 chessboard pattern where each squared box has a 3cm side length.

In our implementation, we check each frame of a video feed looking for the chessboard pattern and locate the internal chessboard corners. For example, a chessboard of 9 \times 6 squares has 8 \times 5 internal corners, that is, points where the black squares touch each other. We use OpenCV's \texttt{findChessboardCorners} function to determine whether a chessboard pattern with the specified number of internal corners appears in the frame. We further refine corner location by using OpenCV's \texttt{cornerSubPix} function. The use of \texttt{cornerSubPix} produces better calibration results. Sub-pixel corner location is based on the observation that every point within its neighbourhood is orthogonal to the image gradient. After a chessboard pattern is successfully detected, we stop analyzing the video feed until an input delay has passed (e.g., a second). This allows the user to move the pattern and get different views. Although in theory, only two views are necessary to use Zhang's technique [162], for good results, we accept more than 12 good views of the input pattern in different positions. This is because in practice, we could have noise in our input images and the corner detection process. From each accepted view, we establish the correspondence between the 3D corner locations and their image coordinates in pixels.

Once the desired number of accepted views has been reached, we continue to estimate the camera matrix and distortion coefficients using Zhang's technique. Zhang's algorithm assumes that the chessboard lies on the plane with \( Z = 0 \) and therefore, the 3D corners and their image points are related by a homography. This constraint is exploited to estimate the four intrinsic parameters and later the extrinsic parameters and distortion.
coefficients. Finally, all the parameters are refined by Levenberg-Marquardt's optimization algorithm to minimize the re-projection error, that is, the sum of squared distances between the observed corner points in the views and the projected object points (using the estimated camera matrix and extrinsic parameters). A more detailed description of the technique and the mathematical proof can be found in Zhang's publication [162]. The re-projection error gives the precision of the parameter estimation. The error value should be as close to zero as possible. If the arithmetical mean of the re-projection errors for all the points exceeds a desired value $E_p > .5$ the calibration process is restarted.

4.1.2 Training Phase

In this subsection, we start by reviewing the Ferns basic model and our stratified technique for feature selection. We continue by reviewing the details of the training phase as used in our framework.

Ferns: Basic Model. Keypoints are detected using extrema of the Laplacian operator and binary features $f_1, f_2, \cdots, f_N$ are computed around each keypoint location. The set $(f_j, j = 1, \cdots, N)$ represents the binary features associated to keypoint $p_k$ of size $N$. The binary features are computed by comparing image intensities in the neighbourhood of a keypoint, that is

$$f_j = \begin{cases} 
1 & \text{if } I(p_l) < I(p_m) \\
0 & \text{otherwise}
\end{cases} \quad (4.7)$$

where $(p_l, p_m) \in N_k$, with $N_k$ is the neighbourhood of the keypoint $p_k$. Given the set of features $(f_j, j = 1, \cdots, N)$, the problem of recognizing a target becomes identifying the class $c_i$ to which a keypoint $p_k$ belongs by maximizing the following joint conditional probability:

$$\arg\max_{c_i} P(f_j, j = 1, \cdots, N \mid C = c_i) \quad (4.8)$$

With a high number of features $N$, the full joint distribution is too large to be fully represented. Instead, the features are grouped into $M$ groups of size $S$, referred to as Ferns. By assuming independence between features, the joint probability can be approximated by the product of the individual conditional probabilities, that is

$$P(f_j, j = 1, \cdots, N \mid C = c_i) \approx \prod_{k=1}^{M} P(F_{k,s} \mid C = c_i), \quad (4.9)$$
where $F_{k,s} = \{ f_{\sigma(k,1)}, \ldots, f_{\sigma(k,S)} \}$ represents the $k^{th}$ Fern with a random permutation function $\sigma(k,s)$ with range $1, \ldots, N$. Independence between Ferns is crucial to successfully classifying keypoints. Lack of independence among sample points can bias estimates and measures of precision. This assumption holds when patches of different keypoints do not overlap. To reduce the chance of overlaps and to increase the probability that a keypoint lays on an interested area, we propose to use stratified sampling to reduce the variance of estimates.

**Keypoint Selection by Stratified Sampling.** Stratified sampling is a sampling technique that maintains some characteristics of the data set within its sampled subsets. It is achieved by first partitioning the data set into a number of mutually exclusive subsets of cases, each of which is representative of some aspect of the real-world process involved. In general, sampling from the population is then achieved by randomly sampling from the various subsets to achieve representative proportions. Examples of random sampling and stratified sampling are shown in Figure 4.1. Both use the same total number of samples in nine strata. In stratified sampling, the feature detector is applied on each subset to select the strongest features. Random sampling applies the same feature detection algorithm, but on the entire image. A detailed performance assessment comparing random and stratified sampling is given in Section 4.2.1.

![Illustration of random sampling (a) vs. stratified sampling (b). Both illustrations show the same number of samples and strata.](image)

**Training the model image.** To train the model, we assume that one fronto-parallel image of the target is available. We call any such image a model image. The model image is warped using random transformations to create the training set. Training starts by selecting a subset of the keypoints detected on the training set. This is done by deforming the image many times, applying the keypoint detector, and keeping track of the number of times the same keypoint is detected. The keypoints that are found most
often are assumed to be the most stable. These stable keypoints are assigned a unique class number. The training set for each class is formed by generating thousands of warped images with randomly picked affine transformations. The deformation parameters of the transformation are sampled using a uniform distribution. We add Gaussian noise to each warped image, and smooth it with a Gaussian filter \([105]\). This ensures the robustness of the resulting classifier to run-time noise, especially when comparing two pixel values on a uniform area.

From the training set, we select the 100 most stable keypoints based on the number of times they are detected in the warped versions. We represent the affine transformations used to warp the model image as a \(2 \times 2\) matrix of the form

\[
R(\theta)R(-\phi) \begin{pmatrix} \lambda_x & 0 \\ 0 & \lambda_y \end{pmatrix} R(\phi)
\]

where \(R(\theta)\) and \(R(\phi)\) are \(2 \times 2\) rotation matrices using angles \(\theta\) and \(\phi\) respectively. The values \(\lambda_x\) and \(\lambda_y\) represent the scaling factors. The deformations are computed by randomly choosing \(\theta\) and \(\phi\) in the \([0, 2\pi]\) range and \(\lambda_x\) and \(\lambda_y\) in the \([0.6, 1.5]\) range. As in the original publication \([105]\), we use 30 random affine transformations per degree of rotation to produce 10800 images. We add Gaussian noise with zero mean and variance of 25 to gray images with levels in the \([0, 255]\) range, and Gaussian smoothing with a mask of \(7 \times 7\) to the warped images.

During the training phase, we estimate the class conditional probabilities \(P_{k,c_i} = P(F_{k,s} = k|C = c_i)\) for each Fern \(F_{k,s}\) given a class \(c_i\). The conditional probability considers when \(F_{k,s}\) is to be equal to \(k\); that is the decimal number formed by the binary features taken in sequence. The number of binary features in a Fern is determined by \(s\), the size of the Fern. Finally, we estimate the conditional probabilities \(P_{k,c_i}, k = 1, 2, 3, ..., K\), where \(K = 2^s\) for each class \(c_i\). The conditional probabilities follow the following constraint: \(\sum_{k=1}^{K} P_{k,c_i} = 1\).

The conditional probabilities of a class \(c_i\) are computed using patches extracted from the training set centered at a keypoint location. The size of the patches used is of \(32 \times 32\) pixels. We assign the maximum likelihood estimate to the conditional probabilities

\[
P_{k,c_i} = \frac{N_{k,c_i} + N_r}{N_{c_i} + K \times N_r},
\]

where \(N_r\) represents a regularization term. We use \(N_r = 1\) for all our experimental data. The term \(N_{k,c_i}\) is the number of patches of class \(c_i\) where \(F_{k,c_i}\) is equal to \(k\). \(N_{c_i}\) is the
4.1.3 Target Evaluation

After learning the target, we introduce an evaluation step to assess the quality of the learned model. In this step, we accept targets with high detection rates (i.e., 90% detection rate) that can produce good camera positions and orientations. The target evaluation exploits the planarity constraint of the target to randomly generate different views of the model image. Views are generated by using the estimated camera matrix, and randomly selected extrinsic parameters. Random noise and blur are added to simulate the real capture process. With each view, we try to identify the target and estimate the camera location and position. Finally, we evaluate the target according to detection rate, re-projection error, pose estimation and camera location, just as in our synthetic data simulation in Section 4.2.3. These values serve as a predictor of the quality of the target, i.e., an indication of the accuracy to expect when the target would be employed for localization.

The target views are obtained by randomly generating extrinsic parameters $\alpha, \beta, \gamma, \delta_z$ in

$$
\begin{align*}
\begin{bmatrix}
    u \\
    w \\
    1 
\end{bmatrix} =
K
\begin{bmatrix}
    \frac{X}{X} \\
    \frac{Y}{Y} \\
    \frac{1}{1} 
\end{bmatrix}
\end{align*}
\tag{4.12}
$$

where $R(\alpha, \beta, \gamma) = R_z(\alpha)R_y(\beta)R_x(\gamma)$ is the multiplication of the yaw, pitch, and roll rotation matrices. The $R_z(\alpha)$ (yaw), $R_y(\beta)$ (pitch), and $R_x(\gamma)$ (roll) rotation matrices are counterclockwise rotations of $\alpha$, $\beta$, $\gamma$ degrees about the z-axis, y-axis, and x-axis respectively. The translation in the Z axis $\delta_z$ represents the distance from the center of the target to the centre of the camera. The values of $\alpha$, $\beta$, $\gamma$, and $\delta_z$ are generated randomly using a uniform distribution in the range of $\left[\frac{-2\pi}{3}, \frac{2\pi}{3}\right]$ degrees and $[80, 210]$ centimetres respectively. Each corner of the model target in world coordinates (i.e., using the target's dimensions) is projected to the image space to determine the new view. We estimate a homography $H$ between the projected corners and the corners of the model image to remap the fronto-parallel image to the new view. We apply the perspective transformation to the model image by use of OpenCV’s warpPerspective function. The transformation generates a $dst(x, y)$ image from the source $src(x, y)$ as
where \( H_{r,c} \) represents the element of the homography \( H \) at the row \( r \) and column \( c \).

The target evaluation uses two metrics to declare a good planar target: true rate detection of the target (i.e., the number of frames from the synthetic generated views in which the target is correctly identified) and the accuracy of the camera pose estimation (i.e., the arithmetic mean of the re-projection errors of the camera location). Targets with a high detection rate and low camera location error are accepted by the framework. We use detection rates higher than 80% and location errors lower than 5 cm.

### 4.1.4 Pose estimation

For each video frame, we match extracted keypoints to their model target locations using the Fern classifier. We are able to obtain the 3D coordinates of the classified keypoints due to the fact that we have a planar object. Locations have \( Z \) coordinates equal to zero and the model target is centered at the origin of the world coordinates \((0, 0, 0)\). Furthermore, we solve the pose estimation problem of a calibrated camera using the 3D-to-2D correspondences created by the Ferns classifier. In our framework, we incorporate the pose estimation algorithm by Schweighofer and Pinz [127]. They propose a real-time pose estimation method to eliminate pose ambiguities of planar targets viewed by a perspective camera. They find the six exterior parameters (i.e., \( R(\alpha, \beta, \gamma) \) and \( t = [t_X, t_Y, t_Z]^T \)) of a calibrated camera by minimizing the object-space error function

\[
E_{os}(R(\alpha, \beta, \gamma), t) = \sum_{i=1}^{n} \left\| (I - \hat{V}_i)(R(\alpha, \beta, \gamma) \begin{bmatrix} X \\ Z \\ Y \end{bmatrix} + t) \right\|_2^2
\]

from \( n \) correspondences of four or more coplanar and not collinear points \((4 \leq n \leq N)\). The matrix \( \hat{V}_i \) is the observed projection matrix defined as \( \hat{V}_i = \frac{\hat{\mathbf{v}}_i \mathbf{v}_i^T}{\hat{\mathbf{v}}_i \mathbf{v}_i} \). The column vector \( \hat{\mathbf{v}}_i = [u_i, v_i, 1]^T \) represents the homogenous coordinates of the matched keypoint \( i \) in the image space. The \( 3 \times 3 \) matrix \( I \) is the identity matrix. The algorithm shows how to use a first guess of a pose \( R_1, t_1 \) to estimate a second pose, which also minimizes the error function \( E_{os} \). The second estimation is done by transforming the \( E_{os} \) function and making it depend on a rotation about the \( y \)-axis \( R_y(\beta) \) and \( t \) only. The algorithm estimates the local minima values of Equation 4.14 for the parameters \( \beta \) and \( t \), and returns the pose with the lowest error \( E_{os} \). A more detailed description of the technique and the
mathematical proof can be found in the publication [127]. For the first estimation, we use OpenCV’s `solvePnP` function to account for outliers.

### 4.2 Experimental Evaluation

We present our framework for the experimental evaluation of localization by planar natural landmarks in five subsections summarizing the performance for pose estimation and camera localization. In each subsection, we give the specific experimental framework and report results obtained for the different experiments. The five subsections are: Stratified Sampling versus Most Stable Keypoints selection (Section 4.2.1), Time Performance and Target Detection rate (Section 4.2.2), Pose Estimation Using Corner Points only versus use of all matched features (Section 4.2.3), Pose Estimation Using Real Data (Section 4.2.4) and finally Target Evaluation (Section 4.2.5). All experiments are executed on a MacBook Pro laptop (2.3 Ghz Intel Core i5 with 4GB of RAM) with an implementation utilizing OpenCV 2.3.1. The camera resolution is 1280 × 720 in all experiments.

#### 4.2.1 Stratified Sampling vs. Most Stable Keypoints

One of the most important steps in planar object detection is keypoint selection. The selected keypoints are matched against the database of the training set in order to recognize the target in the video frame. Without a sufficient number of good quality keypoints detected on the target, the process of target detection and consequently the camera pose estimation will fail. Commonly, the strongest feature keypoints are selected in an image for processing. Selecting the strongest feature points is motivated by the fact that strong feature points are more likely to be stable under viewpoint changes. However, the strength of feature points in themselves is not always a sufficient criterion for success in target recognition. The feature points also have to be part of the target rather than part of the background scene. We study therefore a stratified sampling strategy where we tessellate the image plane and select strong features in each stratum.

We conducted experiments in order to compare the two strategies: a pre-selected number of the strongest feature points and the above stratified sampling strategy. We positioned a target in a cluttered environment and compared the detection results using different numbers of keypoints with the two approaches. The strongest feature points strategy is configured to select a maximum of 300, 700 and 1000 keypoints, respectively. Our stratified sampling approach uses a 7 × 7 grid where the most relevant points in each cell are selected. For comparison, the total number of keypoints in the image is kept the
same for both approaches.

Figure 4.2: Top row shows the stratified sampling approach with a total of 300, 700 and 1000 keypoints detected. In the bottom row the top 300, 700 and 1000 keypoints in the image were detected.

In our experiments, the stratified sampling solution was more robust for target detection, detecting the target (here, a poster with a world map) for all the keypoints configurations in our experiment. This is because the sampling strategy inspects the whole image in search for the most representative points of each cell. When selecting the strongest points, we only were able to detect the target with 1000 keypoints while with a maximum of 700 and 300 no keypoint was detected in the target region. In cluttered scenes, the target is not necessarily the object giving rise to the most keypoints in the image. The surrounding objects may have more representative features and may therefore attract all of the keypoints. In the current test image, we needed to increment the number of keypoints to detect some in the target’s area (see Figure 4.2). However, even increasing the number of keypoints is unlikely to work consistently because in dynamic scenes new clutter can appear in the image and may potentially attract more keypoints than the preset maximum. The stratified sampling solution is more stable in this scenario because adding objects to one region won’t affect the keypoint selection in other regions. Figure 4.3 shows that the stratified strategy is able to detect the target despite the insertion of more clutter that partially occludes the target.

© 2012, IEEE. Reprinted, with permission, from authors Framework for natural landmark-based robot localization, 2012 [89]
4.2.2 Time Performance and Target Detection

While the above example demonstrates the improvements achievable with stratified sampling, we are interested in the impact of the strategy on localization. Successful localization depends on the target detection success rate, the occurrence of false positives and the execution time. Execution time in a real-time application such as localization will have a direct impact on the utility of the method. Therefore, we evaluate the impact of using the two previous strategies in terms of processing time for each of the steps in detecting a planar target and computing the pose. We include target detection rate as a quality benchmark. For this experiment, we used a recorded video of 1627 frames containing the target seen from a moving camera directed towards the world map target on a random path. The camera has been calibrated with the aid of a printed checkerboard and the calibration procedure available in OpenCV [18]. The timed steps are: remove camera distortion (CD), image pre-processing (PRE), feature extraction (FE), feature matching (FM), and pose estimation (PE). In the experiment we use a cap of a total of 1000 keypoints for both strategies.
The FE and FM steps dominate the processing time of the algorithm using about 80% of the total execution time of the five steps (see Figure 4.4). In general, the total execution time is about the same for both approaches, in particular, stratified sampling does not increase the overall execution time of the localization. The execution time of FE depends on the method of feature extraction, i.e., the Laplacian of Gaussian as in the original Ferns approach [105]. The execution time of the FM step is affected by the number of features to match against in the database and the extraction of their descriptors. The time complexity of classifying a keypoint is $O(M)$, where $M$ is the number of classes in the database (i.e., we use 100 classes). On the other hand, the detection rate improves greatly with the stratified sampling approach while the false detection reduces simultaneously (see Figure 4.5).

![Figure 4.4: Execution time comparison (in milliseconds) between Most Stable Keypoints and Stratified Sampling. From left to right: Camera Distortion, Pre-processing, Feature Extraction, Feature Matching and Pose Estimation.](image)

We propose to include an on-line check for detection of false positives after matching keypoints. Using prior-knowledge of the fact that we are looking for a planar object imposes constraints on the image of the keypoints belonging to the target. After removal of camera distortion, all the inliers must be imaged inside the area of the estimated target and this image must be planar. We check if the convex hull of the features for the estimated target are inside the corners of the estimated target pose projected into the image. A false detection is flagged when the obtained homography from the inliers computed using RANSAC [40] does not project to a planar target. The average processing time of the planarity check is about 0.015 milliseconds for each video frame. It has therefore negligible impact on the total execution time for pose estimation.
Figure 4.5: Detection rate (false detection, true detection) for stratified sampling and strongest keypoints.

4.2.3 Corner Points vs. Matched Points

In the next experiment we compare the impact of computing the pose, i.e., solving the PnP (perspective n-point) problem using two slightly different approaches.

For this experiment, we render images by projecting the target into the image plane from different angles and depths. We use the camera's intrinsic parameters obtained in the calibration of the real camera through the camera module of our implementation. We use the synthetic images to test for planar target detection accuracy and the subsequent pose estimation using the method by Schweighofer and Pinz [127]. In the synthetic images we know the exact projection of the target given the orientation and position of the camera. We generate 1000 images at three different distances from the target with orientation angles between 30 and 150 degrees and compute the projection, translation and rotation error. When generating the image using the camera information, we include random background and foreground noise, and random Gaussian Blur to simulate the real capture process (see Figure 4.6). The background is filled with uniform noise with parameters from 0 to 255 grayscale values. The foreground noise added is additive white Gaussian noise with zero mean and variance of 10 grayscale values. The Gaussian Blur uses uniformly distributed random kernel size (ksize), odd values from 3 to 9 and standard deviation $\sigma = 0.3 \times (ksize/2 - 1) + 0.8$.

The first approach, named here Corner Points (CP) uses only four points (i.e., corners of the target) to estimate the pose. The corners of the targets are acquired by computing the homography from the training image and the matching points in the video frame. The homography is obtained using RANSAC [40]. Transforming the four corners of the
Figure 4.6: Example of generated target view by rotation around the image y-axis. Random noise and blur are added to simulate the real capture process. Red boundary is the ideal target projection, blue boundary an estimate.

target's training image we can get the position of the target in the video frame. The pose estimation is finally computed by the 3D correspondence of the four corners of the target and the translated corners positions (see Figure 4.7).

For the second approach named here “Matched Points” (MP), we skip the homography computation and the projection of the corners. Instead we use all the matching points of the target between its training image and the analyzed video frame to compute the extrinsic camera parameters. The 3D position of the matched points are obtained from the four 3D coordinates of the target's corners and the fact that it is a planar object and we know the image coordinates of the match in the training image (see Figure 4.7 right).

The projection error for CP is computed as the average distance of each corner between our approximation and the real projection (see Equation 4.15). For the MP the projection error is computed as the average distance of each matched point's real projection and its detected position by the Fern classifier (see Equation 4.16).

\[
CP_{error} = \frac{\sum_{i=1}^{4} |C_i - \hat{C}_i|}{4} \tag{4.15}
\]

\[
MP_{error} = \frac{\sum_{i=1}^{n} |M_i - \hat{M}_i|}{n} \tag{4.16}
\]

The rotation error is the angle in degrees between the normal of the projected and estimated target. Translation and camera location error are defined as the norm between the real and the estimated value.
Figure 4.7: Outline of the Corner Points and Matched Point approaches. CP uses the matched points to obtain the homography and then translate the training image to the video frame. PnP is solved only with the four corners (i.e., $C_1...C_4$) of the target. MP translates the matching points in the training image to its 3D coordinates and solve PnP using their correspondence (i.e., $M_1...M_n$).

MP outperformed CP in all the classifications, increasing the detection rate and reducing false positives, re-projection, translation, rotation and camera location errors (see Table 4). MP is a more stable approach than only using the four target's corners directly from the homography estimation.

4.2.4 Pose Estimation Using Real Data

For this experiment we placed four targets and positioned the camera pointing towards their center at different ranges and view angles. Accurate ground truth for the pose of the camera is not available to us, therefore we evaluate the accuracy in terms of quantities that can be precisely measured. We place multiple targets at precisely known relative position and orientation from each other. Now, if we estimate the pose of the camera between two or more targets, we can calculate the difference between those poses. In a common coordinate system, the difference of the poses will be exactly the spatial transformation between the targets (see Figure 4.8). Suppose $(R_a, T_a)$ and $(R_b, T_b)$ are the pose of the camera with respect to a pair of targets (a, b), respectively. Then the relative pose between the two targets satisfies

$$\hat{T} = T_a - RT_b \text{ and } R = R_a R_b^{-1}. \quad (4.17)$$
Table 4: Comparison between MP and CP at different target's depths

<table>
<thead>
<tr>
<th>Target Depth</th>
<th>200 cm</th>
<th>300 cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP</td>
<td>92</td>
<td>86.1</td>
</tr>
<tr>
<td>CP</td>
<td>90</td>
<td>82.9</td>
</tr>
<tr>
<td>True Detection (%)</td>
<td>3.8</td>
<td>3</td>
</tr>
<tr>
<td>False Detection (%)</td>
<td>5.8</td>
<td>6.2</td>
</tr>
<tr>
<td>Reproj. error (pixel)</td>
<td>7.2</td>
<td>7.46</td>
</tr>
<tr>
<td>Translation error (cm)</td>
<td>1.31</td>
<td>2.32</td>
</tr>
<tr>
<td>Rotation error (angle)</td>
<td>1.32</td>
<td>2.11</td>
</tr>
<tr>
<td>Location error (cm)</td>
<td>5.19</td>
<td>13.736</td>
</tr>
</tbody>
</table>

Figure 4.8: Detection output example of our implementation using the four target setup.

The errors of the relative translation and rotation are defined as the Euclidean distance between the real translation $T$ and its estimation $\hat{T}$ and the angle between the two estimated normal vectors $n_a$ and $n_b$ of the planer targets using the dot product (see Equation 4.18).

$$e_T = |T - \hat{T}| \text{ and } e_R = \arccos(n_a \cdot n_b).$$

Figure 4.9 shows those targets and their relative translations. The rotation between each pair of targets is the identity matrix. We placed the camera around the center of the four targets in nine equally spaced directions from $-60^\circ$ to $60^\circ$ degrees, and at different distances with respect to the center of the targets from 0.90 m to 2.10 m. We obtained
an average translation error of 2.74 cm over the whole dataset, and a rotation error of 2.6251°. These values are in line with our experiments with synthetic images in Section 4.2.3. Next, we will discuss our strategies to evaluate the feasibility of a target for localization based on an *a priori* test.

Figure 4.9: Image 1) shows the four targets Target − {00, 01, 10, 11} and their positions. The translation $T_{00} - 01$ is the relative translation from Target 00 to Target 01. The same scheme applies for the other three relative translations shown in (1). The target dimensions are 27x20 cm, except for Target − {01} which is 27x18 cm. Images 2a) and 2b) are the translation and rotation errors computed while moving the camera from 0.90 m to 2.10 m ranges. Images 3a) and 3b) are the translation and rotation errors with camera view angles from $-60^\circ$ to $60^\circ$ at 150cm range.

### 4.2.5 Target Evaluation

Pose estimation is highly dependent on the target detection process. The number of correct matches between the extracted keypoints and the training images of the target improve the accuracy. We use natural targets to solve the localization problem; therefore, the selection of a target with stable repeatable keypoints from different views and depths will aid the performance of the localization. We therefore like to evaluate the feasibility of a target before adding it to the map. To evaluate a target we use the results of the target’s performance measured using synthetic data.
As an illustrative example, we take the four targets from the previous section and run the synthetic target evaluation on them. The results are highly related to the pose computed from real data (see Section 4.2.4). The target evaluation strategy confirms the instability of Target 01 and Target 11 compared to the other two (See Figure 4.10). The pose estimation inaccuracy of these two targets is therefore the likely cause of the translation and rotation errors in the real data experiment (i.e., translations $T_{00-01}$, $T_{01-11}$, and $T_{10-11}$ are noisy if the camera distance is beyond 1.65 m). This gives us confidence to use the above evaluation process as a target selection strategy before adding targets to the system's database.

4.3 Summary and Conclusion

In this chapter we presented a framework and experimental evaluation of the Fern classifier for localization using natural landmarks along with practical improvements to increase the performance of the scheme. These improvements are stratified sampling, on-line checking of false target detection, use of all matching points to improve pose estimation and an off-line target evaluation strategy. Our stratified sampling technique is able to double the true rate of detection while reducing false target detection without affecting execution time. On-line checking of the detection of a planar target helps to reduce false positives. The use of all matching points vs. simply the corners of a rectangular target improves the accuracy of localization by up to 50%. Finally, our off-line target evaluation predicts the quality of the target and hence, the precision to expect when the particular target would be employed as part of a map. The experimental results illustrate that natural targets and Fern classifiers with our additions are a feasible solution for visual localization. All our extensions of the Ferns localization are not specific to Ferns and could be integrated with other robot localization schemes.
Figure 4.10: Target evaluation of the four targets. Translation and rotation error show the instability of Target 01 and Target 11 compared with the other two. In the experiment, we simulate the movement of the camera in front of the target from 0.8 m to 2.1 m. The average translation error for the complete set is 2.85 cm and 1.45° of average rotation error.
In this chapter, we present a real-time approach for 3D object detection using a single, mobile and uncalibrated camera. We develop our algorithm using a feature-based method based on two novel naive Bayes classifiers for viewpoint and feature matching. Our algorithm exploits the specific structure of various binary descriptors in order to boost feature matching by conserving descriptor properties (e.g., rotational and scale invariance, robustness to illumination variations and real-time performance). Unlike state-of-the-art methods, our novel naive classifiers only require a database with a small memory footprint because we store efficiently encoded features. In addition, we also improve the indexing scheme to speed up the matching process. Because our database is built from powerful descriptors, only a few images need to be "learned" and constructing a database for a new object is highly efficient.
5.1 Framework Overview

As in Ferns [104], Taylors and Drummond [141], and Akhoury [1] we create a two-phase framework: an off-line feature training and a runtime-matching scheme for object detection and localization. During the training phase (Section 5.2.1) we learn the model of the 3D object of interest based on a set of images of the object from different viewpoints. Each image is randomly warped several times for learning the most relevant keypoints and their binary descriptors. We then use the most stable keypoints for all views and their set of descriptors to train our Naive Bayes Classified Descriptors (NBCD) (Section 5.2.2). A tree-like index data structure from the classifiers is created to speed up classifications (Section 5.2.3). As the final steps, we compute the keypoint correspondences between the images using a RANSAC approach and a likelihood test to validate the geometrical constraints (Section 5.2.4). During the runtime object detection and localization phase, we extract the most relevant keypoints from a video stream. Once the match between the database and the video frame is created, we have sets of matching points for all close database views. These matched keypoints are used to select the closest view in the database with another Bayes classifier (Section 5.2.5). Finally, the closest view is projected back (Section 5.2.6) to the video input and tracked using a Kalman Filter (Section 5.2.7).

5.2 Implementation

5.2.1 Training Features

We use a training set of images covering the range of viewpoints of the entire 3D object of interest. Our approach warps each reference image using random transformations from different viewpoint bins and scales similarly to [1, 141] and [104]. Instead of applying the conventional affine transformation (Section 4.1.2), we apply a perspective transformation which allows us to sample the deformation space in a more controlled way requiring less images per viewset. We ensure that the plane will remain entirely visible under an arbitrary rotation around any of the three axes. Each warped keypoint selected for voting is back-projected to the original reference image. Stable keypoints \( \{ k_1, k_2, k_3, \ldots, k_n \} \) are selected as the points with more votes [104]. In our training stage we use binary descriptors instead of images patches. Also we do not have to create multiple viewpoint "bins" to train thanks to the invariant properties of the descriptors. For each artificially warped image, we extract a binary descriptor (e.g., BRIEF, ORB, BRISK, FREAK) of its
relevant keypoints. The descriptor is a binary string \([f_1, f_2, \ldots, f_L]\) of length \(L\), denoted \(D = f^{(1:L)}\) (we consider each bit of the string as a feature). Once the keypoints are back-projected and merged with the reference image keypoints, each keypoint contributes with a descriptor \(D\) extracted in the warped image. Typically, 1000 images are generated for each viewpoint bin. The use of binary features instead of image patches reduces considerably the amount of memory needed while creating the dataset of most stable keypoints before training the classifier. A grayscale image patch of 32x32 pixels with 8-bit depth has a memory usage of 1 Kb compared to 32 bytes (128 bits) in case of ORB, or 64 bytes (512 bits) in case of FREAK, or BRISK. The number of viewpoints bins used in training is related to the properties of the binary descriptor. In previous solutions [141, 104, 1], the reference images needed to be trained from all the possible views for detection. With rotation-invariant descriptors there is no need to train for the \(360^\circ\) in-plane rotations around the keypoint. The same idea applies when the descriptor is scale-invariant. In fact, all our examples in this Chapter use only one viewpoint bin with perspective transformations around the center of the image frame. Aside from the numbers of bins, we use the same perspective warping training as in [1] (i.e., we generate 1000 viewpoints inside a single bin with yaw and pitch of \([-45^\circ, 45^\circ]\) each, and a roll of \([-30^\circ, 30^\circ]\), and 3 scale factors of \(\{0.6, 1, 1.6\}\).

### 5.2.2 Naive Bayes Classified Descriptors

We computed the set of most stable keypoints and their associated descriptors and learn the distribution of the binary features describing a keypoint. Formally, we want to be able to assign the most likely keypoint \(k_i\) given a binary descriptor \(D\), \(\arg\max_i P(K = k_i | f^{(1:L)})\). The event \(f^{(i)} \in \{0, 1\}\) is the binary value of the descriptor at \(i^{th}\) index.

Assuming independence between the descriptor features, a uniform prior \(P(K)\), our problem reduces to the maximum likelihood classification problem. We assume all keypoints are equally likely for simplicity but it is possible to learn the prior distribution while training. In contrast to Ferns [104] we do not assume dependencies between the binary features combining them into groups. Our experiments demonstrate correct classification of binary descriptors into classes while removing the exponential memory use of Ferns. Each binary feature of the descriptor contributes a specific weight to the classification giving a strong unique representation. Repeated observations with invariant descriptors reinforce a feature. For example, a rotation invariant descriptor should have the same value for each index under any rotation but in practice the binary feature is
not completely stable. In our Bayes classifier, we describe the likelihood of every single bit inside the descriptor without knowing nor learning the relation with other features but at the same time benefiting from the descriptor's invariance.

Each binary feature's conditional probability is learned as the maximum likelihood estimation of the mean with a scale factor to ensure that the model is not invalidated when there is not enough training data or one of the features has zero probability [62].

\[
P(f^{(i)} = 1|K = k_i) = \frac{\sum_{j=1}^{M} f_j^{(i)} + N_c}{M + C \times N_c}
\]  

(5.1)

Where \(\sum_{j=1}^{M} f_j^{(i)}\) is the sum of the \(i^{th}\) bit values of all the descriptors associated with keypoint \(k_i\) and \(M\) is the total number of descriptors belonging to keypoint \(k_i\). In practice, the value of \(N_c\) does not influence the results, we use the values of \(N_c = 1\) and \(C = 2\) because we have two possible classifications \(f^{(i)} \in \{0, 1\}\).

We reduce memory and computation by storing the logarithmic values \(\log P(f^{(i)} = 0|K = k_i)\) and \(\log P(f^{(i)} = 1|K = k_i)\) for bit \(i\) in a single byte. Each logarithmic probability is stored using 4 bits and hence values in the range of 0 to 15. The logarithm of a probability value is a negative number but we just save the absolute rounded integer value (see figure 5.1). Finally, for each keypoint we use a lookup table with \(L\) bytes where \(L\) is the size of the binary descriptor in bits. The \(i^{th}\) byte encodes the negative conditional log-probability of the feature \(f^{(i)}\) given the keypoint. For each byte the 4 most significant bits encodes the probability of feature \(i\) being 0 given keypoint \(k_i\) and the least significant bits the probability of the binary feature being 1.

\[F_{k_1}^{i,j} = \text{round}(-\log P(f^{(i)} = j|K = k_i))\]

Figure 5.1: Given a point \(k_1\) and its associated descriptors \(\{D_j, j = 1, 2, ..., M\}\), we encode \(F_{k_1}^{i,j} = \text{round}(-\log P(f^{(i)} = j|K = k_i))\) as the negative round value of the log conditional probability. We use only 4 bits (i.e., values from 0 to 15) to store each conditional probability, making a byte for each binary feature in the descriptor.
5.2.3 Indexing

We do not use standard pattern-based indices because they are not rotationally-invariant, e.g., the patterns used in [141] suffer deformations under different keypoint orientation which causes the same keypoint to generate different indices depending on orientation. Computationally expensive solution such as sub-pixel interpolation are not fast enough for indexing but high repeatability is nevertheless required. We propose a different index computation based on certain pattern positions around the keypoint, we select a list of binary features indices from the computed binary descriptor. This ensures that two keypoints with the same descriptors will have the same index value. Also, this scheme allows us to have a variable index size $L$ according to the database size and we select the proper index size (i.e., number of bits) accordingly.

As in [141], we assign an integer index value to each binary descriptor corresponding to the most relevant keypoint $k_i$ by combining their binary values. Finally, we select the most repeated indices for each keypoint. Every index value will be pointing to a list of keypoint classifiers containing the same index (e.g., for a 13-bit index we will have a maximum of $2^{13} - 1$ index values). Each index will have approx. $\frac{n}{2^L} \times Z$ keypoint classifiers where $Z$ is the amount of indices per keypoint added to the database, $L$ is the number of bits of the index and $n$ the total amount of keypoints in the database. This makes our indexing search order $O(\frac{n}{2^L})$, and in practice it is fast with an appropriate choice of $L$.

5.2.4 Probabilistic Model for Fundamental Matrix Verification

Our fundamental matrix verification step uses the likelihood-ratio test of Brown and Lowe [21]. The test denotes $n_m$ and $n_i$ being the number of matches and inliers defined by RANSAC. The event of a correct/incorrect Fundamental Matrix is represented by the binary variable $F_C \in \{0, 1\}$. The event that the $i^{th}$ keypoint match $K_M^{(i)} \in \{0, 1\}$ is an inlier/outlier is assumed to be independent Bernoulli, so that the total number of inliers is Binomial.

$$ P(K_M^{(1:n_m)} | F_C = 1) = B(n_i; n_m; p_1) \quad (5.2) $$

$$ P(K_M^{(1:n_m)} | F_C = 0) = B(n_i; n_m; p_0) \quad (5.3) $$

Where $p_1/p_0$ is the probability a keypoint is an inlier given a correct/incorrect Fundamental Matrix. The set of keypoint matches is denoted $K_M^{(1:n_m)}$ and $B(.)$ is the Binomial distribution. The fundamental matrix is accepted if $P(F_C = 1 | K_M^{(1:n_m)}) > p_{\text{min}}$ which
leads to the likelihood-ratio test

\[
\frac{B(n_i; n_m; p_1)P(F_C = 1)}{B(n_i; n_m; p_0)P(F_C = 0)} \begin{cases} \geq p_{min} & \text{accept} \\ \leq \frac{p_{min}}{1 - p_{min}} & \text{reject} \end{cases}
\] (5.4)

Following Brown and Love [21], we choose values of \( P(F_C = 1) = 10^{-6} \), \( p_{min} = 0.999 \), \( p_1 = 0.6 \) and \( p_0 = 0.1 \) leads to \( n_i > 8.0 + 3.0n_m \).

### 5.2.5 Naive Bayes Classifier for View Matching

Given an observation of keypoints, view matching finds the closest view in our database to a frame in the video sequence. Let \( V = \{v_j, j = 1, 2, ..., v\} \) be the set of views in our database, each view \( v_j = k^{(1:n)} \) is composed of a set of most stable keypoints from the training phase. The event that the \( k_i \) keypoint belongs to view \( v_j \) is represented by a binary variable \( K_{ij} \epsilon \{0, 1\} \) that we assumed to be independent Bernoulli.

Formally we are looking for the most likely view given an observation of keypoints in the video frame, \( \arg \max_{v_j} P(V = v_j | K_j^{(1:n)}) \).

Using Bayes Formula and assuming a uniform prior \( P(V) \), neglecting the constant denominator, our problem reduces to finding the maximum likelihood \( \arg \max_{v_j} \prod_{i=1}^{n} P(K_{ij} | V = v_j) \). Because we assumed \( K_j \) to be independent Bernoulli given \( v_j \), the total number of inliers becomes binomial.

\[
\prod_{i=1}^{n} P(K_{ij} | V = v_j) = B(n_i, n, \omega_j)
\] (5.5)

Where \( \omega_j \) is the probability of a keypoint corresponding to view \( v_j \), \( n \) is the total number of keypoints in a view and \( n_i \) is the amount of inliers and \( B(,) \) is the Binomial distribution. Note that if we assume \( \omega_j \) to be the same for every view \( v_j \), the most likely view from our model database will be the one with the highest number of inliers.

### 5.2.6 Object Detection and Localization

Once we know the fundamental matrix between the closest view in the database and the video frame, we proceed to find the location of the object. However, we neither have 3D object information nor the camera intrinsic parameters. Instead of devising a computationally expensive camera auto-calibration process, we project the object's boundary in the closest view from the database to the video frame. The approximate object boundary has been previously identified by the user during the training stage. We simply assume that there is a plane that contains the object in the 3D space and compute
Figure 5.2: Object detection examples. The different objects in each row from top to bottom were trained with 8, 6 and 10 views, and the recognition rate was 91%, 93%, and 80% respectively. The circle inside the detection box represents the ratio of training views over the total training views used in the detection (full circle corresponds to all training views used).

a homography between the two views. The relationship between this homography $H_\phi$ and the Fundamental Matrix $F$ is given as $F = [e']_X H_\phi$ where $[e']_X$ is a skew-symmetric matrix defined by Hartley and Zisserman [49]. The homography is computed using the RANSAC inliers of the Fundamental Matrix. The final projection of the objects boundary is forced to be on the epipolar lines by moving it to the closest point on its corresponding epipolar line.

5.2.7 Kalman Filter for Object Prediction

Each corner of the object bounding box is independently processed by a Kalman filter [155] at each video frame to produce a statistical estimate of the underlying system. The corner measurements are in pixel coordinates and passed through the filter each time we accept the likelihood-ratio 5.2.4. In case of a rejection we use the filter's predictions to narrow the search of the object in the next frame, which reduces the search between the keypoints in the video frame and database. If the object is not detected in the predicted area, the region is expanded to the frame size. The main reason of using a Kalman filter is to compensate for the noise associated with keypoint classifiers, for the noise in the Fundamental Matrix computation, and also to stabilize the detection results. We do not attempt to model the object's dynamics accurately and hence we simply use a constant velocity model for each corner separately.
5.3 Experimental Results

We compare our framework against Ferns and Binary Descriptors in terms of performance, memory usage, and running time. Our framework uses the binary descriptors’ implementations of OpenCV (i.e., BRIEF, ORB, BRISK, FREAK) with their default parameter configurations. The Ferns implementation was the authors’ [104] from their webpage. We use it unmodified except for adapting their training intervals to show the impact of training on their solution and ours.

5.3.1 Memory Usage

First, we compare the memory usage between binary descriptors without a training phase for Ferns and our framework. It is easy to see that binary descriptors are the most compact with a memory usage of $\text{bits} \times K$, where $\text{bits}$ is the size in bits of the descriptor and $K$ the amount of the keypoints in the database. On the other hand, the memory footprint of the Ferns database grows exponentially with the Ferns’ size $S$, i.e., $2^S \times M \times \text{byteS} \times K$, where $M$ is the number of Ferns and $\text{byteS}$ is the size of bytes used to store the conditional probabilities. The original Ferns implementation uses $S = 11$, $M = 30$ and $\text{byteS} = 4$ (float). However, the memory needed for our database is $8 \times \text{bits} \times K$, i.e., it is $O(K)$ just as the binary descriptors. We use a byte to represent every bit of the descriptor. For example, 1000 keypoints using the BRIEF descriptor will require 31.25Kb for storage, Ferns will require 234Mb, and ours 250Kb. Or put differently, adding an extra keypoint to the Ferns database will require 240Kb, almost as much as another 1000 points in our representation.

Figure 5.2 shows three tracking results with our framework. The car object in the first row uses a database with 8 views for a total of 450Kb, the cup in the second row with 6 views uses 350Kb, and the toy in the third row uses 10 views and 550Kb. Each view contains $\sim$200 keypoints.

5.3.2 Performance

Next, we evaluated the performance of each algorithm under different images transformations. We synthetically generated perspective transformations of the planar object (see Figure 5.3) at different scales and different positions in the image with changes in contrast and brightness (see Table 5). The background is filled with white noise. See Figure 5.3 for some example transformations.
In considering Table 5, it is important to take training into account. The parameters for the transformation during the feature learning (Section 5.2.1) with our Naive Bayes Classified Descriptors (NBCD) are the same for all objects with rotations of roll of $[-30, 30]$, pitch and yaw of $[-45, 45]$, and with three scale levels \{0.6, 1, 1.6\}. The average training time for each view is $\sim25$ seconds. Although the range of training transformation is considerably less than the object transformation for the detection test, our NBCD with BRISK or ORB has the highest detection rate in all three tests in Table 5. Our NBCD exploits properties of the descriptor, e.g., BRIEF lacks rotation invariance and hence our NBCD with BRIEF also lacks this feature but our NBCD with ORB demonstrates rotational invariance because it is a feature of ORB. Ferns use affine transformations in their training. We compare to them with two set of transformations in training. The set Ferns in Table 5 uses the same training parameters than for our NBCD and the set Ferns* uses a full range of rotations and a wider scale range of 0.5 to 1.5. The average training time for Ferns and Ferns* was $\sim170$ and $\sim360$ seconds, respectively. The results in Table 5 demonstrate the dependency of Ferns on training for all possible view transformations to successfully detect an object. In contrast, our NBCD with the corresponding descriptor is successful even with limited training.

![Figure 5.3: Example of an object viewed under different rotations, scales and illuminations.](image)

We also compare Ferns and our NBCD with ORB on the mouse pad example of Ozuysal et al. [104]. Both methods achieve a similar detection rate but ours uses 200x less memory with training that was 14.5x faster (see Table 6). We also compare both approaches using 200 frames of a video of a more complex 3D object (see Figure 5.5). Our detection rate is 88% compared to 72% for Ferns because the planarity assumption in Ferns is violated by 3D objects. Running time for Ferns and NBCD are similar but
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Rotation(^*)</th>
<th>Scale(^x)</th>
<th>Illumination(^+)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRIEF</td>
<td>9%</td>
<td>43%</td>
<td>62%</td>
</tr>
<tr>
<td>NBCD + BRIEF</td>
<td>15%</td>
<td>62%</td>
<td>64%</td>
</tr>
<tr>
<td>ORB</td>
<td>75%</td>
<td>74%</td>
<td>89%</td>
</tr>
<tr>
<td>NBCD + ORB</td>
<td>92%</td>
<td>91%</td>
<td>90%</td>
</tr>
<tr>
<td>BRISK</td>
<td>79%</td>
<td>75%</td>
<td>82%</td>
</tr>
<tr>
<td>NBCD + BRISK</td>
<td><strong>94%</strong></td>
<td><strong>92%</strong></td>
<td>84%</td>
</tr>
<tr>
<td>FREAK</td>
<td>69%</td>
<td>70%</td>
<td>79%</td>
</tr>
<tr>
<td>NBCD + FREAK</td>
<td>84%</td>
<td>89%</td>
<td>81%</td>
</tr>
<tr>
<td>Ferns</td>
<td>14%</td>
<td>46%</td>
<td>61%</td>
</tr>
<tr>
<td>Ferns*</td>
<td>89%</td>
<td>88%</td>
<td>68%</td>
</tr>
</tbody>
</table>

\(^*\) roll = \([-180°, 180°]\), pitch and yaw = \([-70°, 70°]\)
\(^x\) scale = \([0.2, 2]\)
\(^+\) \(\alpha \times I(x, y) + \beta\), \(\alpha = [3, 3]\), \(\beta = [-100, 100]\)

Table 5: Comparison of detection rates between matching with only binary descriptors, with Ferns and with our Naive Bayes Classified Descriptors (NBCD) when combined with binary descriptors. The detection rates were tested under random rotation, scale and illumination variations and averaged. The detection rates of Ferns are listed with similar training range to ours and in the line Ferns* with complete training.
### Table 6: Comparison between Ferns and our framework (i.e., NBCD + ORB) for the mousepad example of Ozuysal et al. [104]. We compare fps (i.e., frame per seconds), detection rate, memory usage and construction time of the model.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Fps</th>
<th>Detection</th>
<th>Memory</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ferns</td>
<td>25.1</td>
<td>87.4%</td>
<td>16Mb</td>
<td>348s</td>
</tr>
<tr>
<td>NBCD + ORB</td>
<td><strong>26.5</strong></td>
<td>86.9%</td>
<td><strong>80Kb</strong></td>
<td><strong>24s</strong></td>
</tr>
</tbody>
</table>

we find that our NBCD is independent of keypoint detection and feature extraction (see Figure 5.6). Our framework can therefore take advantage of improvement in speed of new binary descriptors or of hardware implementations.

**Figure 5.4: Mousepad example of Ozuysal et al. [104]. Frames 131, 171, 219 are shown: Ferns in first row and our NBCD with ORB in the second row (see Table 6).**

### 5.3.3 Running Time

Binary descriptors use the Hamming distance as a similarity measure because it can be computed efficiently counting bits in parallel [156]. Solutions exist to count the number of ones in a 32 bits integer with less than 15 operations in C. Ferns use a lookup table approach where the $S$ bits (Ferns size) are packed together and used as the index for $M$ lookup values (number of Ferns). As a result Ferns similarity is linear in the number of bits and the number of Ferns. Using $S=8$ or 16 creates better performance because
Figure 5.5: The planarity assumption in Ferns does not perform well with more complex non-planar objects (e.g., top images). The use of the fundamental matrix is more stable and can be used with planar and non-planar object.

the bits are already grouped like primitive data types. Our keypoint classification is also a lookup table and it depends on the amount of bits of the descriptor, each descriptor bit is translated to a log probability value. Overall they are all linear in terms of the number of bits $O(\text{bits})$. However, our classifier and Ferns are capable of creating a better classification than the Hamming distance similarity measure (see Figure 5.7);

5.3.4 Indexing

Finally we compare pattern-based indexing [141] to our indexing scheme. We find that pattern-based indexing is highly dependent on the keypoint location and orientation. We check if the same keypoint from different viewpoints produce the same index value
Figure 5.6: Running time of our framework using different binary descriptors. The running time is separated by Keypoint detection, Descriptor extraction, Keypoint Matching, View Matching, and Localization of the object. Our framework is independent of the keypoint extraction and descriptor extraction selection.

because this is indicative of rotation and scale invariance. In our experiments, we rotate (i.e., from 0 to 180) and scale (i.e., from 0.3 to 2) the object's views and compute the keypoint matches between the original and the transformed views. Matches are all those points that have more than 90% of descriptors bits with the same value. Finally, we compute their index value in both locations and compute the repetition rate out of all matches in Figure 5.8. In our index scheme (IS), we use a 13-bit index of randomly selected bits from the descriptor. For the pattern-based, we extracted a 5-bit (i.e., $P_5$) and a 13-bit (i.e., $P_{13}$) indices as described in [141]. In the case of FREAK which does not provide a feature detection; we use a combination of ORB feature detector plus FREAK descriptor to match the keypoints. BRIEF was removed from the comparison because it did not perform well under the transformations. See Figure 5.8.

5.4 Summary and Conclusion

In this chapter we presented a framework for 3D object detection and tracking from an uncalibrated mobile camera at frame rates higher than 24 fps. Our NBCD framework
Figure 5.7: Matches between the database view and the video feed. The matches in the top image are using Hamming distance (118 matches: 92 inliers and 26 outliers). The bottom shows our classifier (84 matches: 82 inliers and 2 outliers). All matches in both images have the same Hamming distance. Ferns show similar results to ours.

achieves high recognition rates and can take advantage of the properties of the used keypoint detector and binary descriptor. We introduce an improved indexing scheme
Figure 5.8: The diagrams show the index matching rates under different rotation and scale transformations. We compare pattern-based index schemes (i.e., $P_5$ and $P_{13}$) and our proposed index scheme (IS) using binary descriptors. The matching rate shows the repetitive rate indices from the matched keypoints.

for speeding up the keypoint classification that is rotation and scale invariant. NBCD successfully combines binary descriptors and classifiers for keypoint classification, leading to increased performance as compared to binary descriptors by themselves and to reduced memory footprint in comparison to Ferns classifiers. Unlike Ferns, the framework detects a non-planar 3D object from different views. As a result, 3D objects are detected even if they are partially occluded and in different orientations. Experimental results confirm the effectiveness of the proposed solution.
In this chapter, we present a fast Scalable Kernel Correlation Filter with Sparse Feature Integration (sKCF) solution based on the KCF framework. We introduce an adjustable Gaussian window function and keypoint-based model for scale estimation to deal with the fixed size limitation in the Kernelized Correlation Filter. Furthermore, we integrate the fast HOG descriptors and Intel’s Complex Conjugate Symmetric (CCS) packed format to boost achievable frame rates. We test our solution using the Visual Tracker Benchmark and the VOT Challenge datasets. We evaluate our tracker in terms of precision and success rate, accuracy, robustness and speed. The empirical evaluations demonstrate clear improvements by the proposed tracker over the KCF algorithm while ranking among the top state-of-the-art trackers.
6.1 KCF Algorithm

In this section, we first review the KCF[52] algorithm (See Alg. 1). Second, we discuss the introduction of Gaussian window filtering to allow the correlation tracker react to scale changes. Furthermore, we introduce the scale estimation used in our approach and how to integrate it into the KCF pipeline (See Alg. 2). Finally, we describe our additions to increase the performance of the original approach.

The key innovation of KCF is the use of the structure of circulant matrices to enhance the discriminative ability of the track-by-detection scheme. The algorithm proceed as follows: Given the initial selection of a target (i.e., center position and size), a tracked region is created. The tracked region is increased from the target size to provide some context. Features (either raw pixels or other feature channels) are extracted from the tracked region and each channel is weighted by a cosine window. A circulant matrix is used to learn all the possible shifts of the target from a base sample. The coefficient $\alpha_f$ encodes the training samples, consisting of all shifts of a base sample in the frequency domain. The fast learning equation is expressed as

$$
\alpha_f = \frac{y_f}{k_{f}^{xx'} + \lambda}
$$

where $y_f = F y$ denotes the Discrete Fourier Transform (DFT) of $y$. The term $k_{f}^{xx'}$ denotes the DFT of $k^{xx'}$; the kernel correlation function between signals $x$ and $x'$. The division represent element-wise division and the scalar $\lambda$ is a regularization term. The training label matrix $y$ is a Gaussian function that smoothly decays from the value of one for the centered target to zero for other shifts.

For multiple channel features, the vector $x$ concatenates the individual vectors of $c$ channels, e.g., the 31 gradient orientation bins for the HOG descriptor [52] as $x = [x_1, x_2, ..., x_c]$. The Gaussian kernel correlation function $k^{xx'}$ is defined as

$$
k^{xx'} = \exp \left( -\frac{1}{\sigma^2} \left( \|x\|^2 + \|x'\|^2 - 2F^{-1} \left( \sum_c x^c_f \odot (x^c_f)^* \right) \right) \right)
$$

where $\odot$ represent element-wise multiplication and $(x^c_f)^*$ the complex-conjugate of $x^c_f$ (see lines 9, and 5).

The displacement $\delta = \arg\max_{\text{loc}}(r(k^{xz}))$ between the current and the next patch $z$ is the spatial index with maximum response in $r(k^{xz})$. The response is computed as the element-wise multiplication between the learnt alphas $\tilde{\alpha}_f$ and the correlation of $z_f$ with
the learnt model $\tilde{x}_f$. The detection response for each location is

$$r(k_f^{\tilde{x}}) = F^{-1}(k_f^{\tilde{x}} \odot \tilde{\alpha}_f) \quad (6.3)$$

The learnt model $\tilde{x}_f$ and alpha $\tilde{\alpha}_f$ are linear interpolations of $x_f$ and $\alpha_f$ at each detection with the selection of an interpolation factor $\text{factor } \epsilon \in [0, 1]$.

A detailed description of KCF algorithm pipeline in pseudocode follows. For the more detailed formulation, please refer to [52].

**Algorithm 1 : KCF.**

Variables with subscript $f$ are in the frequency domain. Circled operators represent element-wise operations (i.e., $\odot$ and $\oslash$).

- $w_{sz}$: size of the tracked region, (W×H).
- $\text{pos}$: center location of the tracker in spatial domain.
- $\text{patch}$: region of $\text{img}$ centered at $\text{pos}$ with size $w_{sz}$, (W×H×C).
- $\text{features}(x)$: extracted features (e.g., HOG), (m×n×c).
- $\text{cos}_\text{window}$: cosine window weights each feature channel, (m×n×1).

**Input:** sequence of images and the tracker’s initial position and size (i.e., $\text{pos}$ and $w_{sz}$).

**Output:** list of positions $\text{pos}$ for each frame in the sequence.

```
1: for each $\text{img}$ in sequence:
2:   if not first image:
3:     patch $\leftarrow$ region($\text{img}$, $\text{pos}$, $w_{sz}$)
4:     $z_f$ $\leftarrow$ $F$(features($\text{patch}$) $\odot$ $\text{cos}_\text{window}$)
5:     $k_f^{\tilde{x}}$ $\leftarrow$ $F$(correlation($z_f$, $\tilde{x}_f$)) $\triangleright$ Eq. (6.2)
6:     $\text{pos}$ $\leftarrow$ $\text{pos} + \arg\max_{\text{loc}}(r(k_f^{\tilde{x}})))$ $\triangleright$ Eq. (6.3)
7:     patch $\leftarrow$ region($\text{img}$, $\text{pos}$, $w_{sz}$)
8:     $x_f$ $\leftarrow$ $F$(features($\text{patch}$) $\odot$ $\text{cos}_\text{window}$)
9:     $k_f^{xx}$ $\leftarrow$ $F$(correlation($x_f$, $x_f$)) $\triangleright$ Eq. (6.2)
10:    $\alpha_f$ $\leftarrow$ $y_f \odot (k_f^{xx} + \lambda)$ $\triangleright$ Eq. (6.1)
11:   if first image: $f \leftarrow 1$ else $f \leftarrow \text{factor}$
12:    $\tilde{\alpha}_f$ $\leftarrow$ $f \times \alpha_f + (1 - f) \times \tilde{\alpha}_f$
13:    $\tilde{x}_f$ $\leftarrow$ $f \times x_f + (1 - f) \times \tilde{x}_f$
```
6.2 Adjustable Window Filtering

In image processing, the process of multiplying an image with a smoothly ending function that gradually reduces its values near the boundaries is called "windowing". The multiplication creates a windowed view of the input signal where the overlap is the signal of interest and reducing to zero the rest. The purpose of windowing is usually to isolate the signal of interest while reducing the frequency leakage in the DFT calculations. Separating the signal from the background is of vital importance for detection. Frequency leakage takes place when the frequency spectrum of a measured input has other frequencies than those of the original signal. Adjustable windows are functions that are capable of reducing the frequency leakage while controlling the bandwidth. They allow controlling how much information of the original signal we want to analyze. Gaussian windows have been widely used for window filtering because of their simple formulation and their benefits in reducing leakage and adjusting to different signal size [112, 102].

In KCF, the target size is strongly linked to the tracked region (i.e., the search area) because of the cosine window. Target scale changes will alter the signal to process and affect the learning process. If the target gets smaller, the cosine window will merge the target signal with the background. If the target gets bigger it discards information of the target and only processes a subset of it. Another issue linked to this behaviour is that we cannot change the tracked region (e.g., we would like to increase/decrease the search area) given the target size.

To overcome this limitation in KCF we replaced their cosine window with a Gaussian window $G$ to allow for target changes of scale and a better separation from the background (See Figure 6.1). The Gaussian window allows us to control the bandwidth of the distribution while the cosine function is fixed to the region size. Furthermore, the Fourier transform of a Gaussian is also a Gaussian which ensures the separation between foreground and the background while reducing the frequency leakage. Scaling a cosine window has no such property.

$$G(m, n, \sigma_w, \sigma_h) = g(m, \sigma_w) \ast g(n, \sigma_h)' \quad (6.4)$$

The function $g(N, \sigma)$ returns a vector of size $N$ computed as follows

$$g(N, \sigma) = \exp \left( -\frac{1}{2} \left( \frac{i - (N - 1)/2}{\sigma(N - 1)/2} \right)^2 \right), \quad 0 \leq i \leq N. \quad (6.5)$$

The resulting two-dimensional Gaussian window is a matrix $gauss$ that has size $m \times n$. 

...
Note that the $W \times H \times C$ tracked region, is filtered in feature space, $(m \times n \times c)$. For example, when using raw pixels as features their values match, i.e, $m = W, n = H,$ and $c = C$. In the case of HOG features with a cell size of $4 \times 4$ and 9 orientation bins, their correspondent values are $m = W/4, n = H/4,$ and $c = 31$.

The bandwidth $\sigma$ of the Gaussian function $g(N, \sigma)$ is computed independently for the horizontal and vertical orientations. The values of $\sigma$ are selected as the ratio between the feature dimensions and the target dimensions for the horizontal and vertical orientations (i.e., $\sigma_w = \frac{m}{w}$ and $\sigma_h = \frac{n}{h}$). The replaced cosine window from KCF is computed as $\text{cos\_window} = h(m) \ast h(n)^t$; $h(x)$ is the Hann windowing function

$$h(N) = \frac{1}{2} \left( 1 - \cos \left( \frac{2\pi i}{N} \right) \right), \quad 0 \leq i \leq N.$$  

Figure 6.1: Gaussian and cosine window filtering raw pixel value example. The tracked region has a size of $(175 \times 113)$. First column: same regions with targets at three different scales (i.e., small $(56 \times 32)$, medium $(110 \times 61)$, large $(164 \times 83)$). Second column: Gaussian windows according the target size (i.e., small $(\sigma_w = .32, \sigma_h = .28)$, medium $(\sigma_w = .63, \sigma_h = .54)$, large $(\sigma_w = .94, \sigma_h = .73)$). Third column: cosine window for all the three examples (i.e, size $(175 \times 113)$). Fourth and fifth columns: images filtered with Gaussian and cosine windows respectively. Figure shows how the fixed cosine window fails to represent the target compared to the Gaussian windows. The cosine window includes background for small targets and discards information for big targets.
6.3 Scale Estimation

With the adjustable window function the algorithm is capable of adjusting to changes in scale, we need to define how to estimate the new dimension of the target at each frame. The change of scale will be used to update the target size, which in turn, will update the $\sigma$ values for the Gaussian window, the regression labels and the learned model of the correlation filter. For the estimation, we implemented a keypoint-based strategy where the most interesting points inside the target area are extracted $K^{p1} = K^{p1}_1, K^{p1}_2, ..., K^{p1}_N$ and tracked to the next region (i.e., $K^{p2} = K^{p2}_1, K^{p2}_2, ..., K^{p2}_N$). Pairs of tracked points are used to estimate the change of scale (i.e., pairs = $(K^{p1}_1, K^{p2}_1), (K^{p1}_2, K^{p2}_2), ..., (K^{p1}_T, K^{p2}_T)$, with $T \leq N$). As in the TLD tracker, we use a forwards-backwards optical flow strategy where we keep the tracked points with high confidence value \cite{57}. The differences between TLD and our approach are that we extract relevant keypoints instead of grid points and estimate the scale using a different metric. TLD uses the median value of all scale ratios between matched points to estimate the scale variation and pairs of points contribute equally to the final estimation. When TLD selects the grid-points inside the target area, they assume that the points belong to the object. During the tracking process this assumption is generally not correct. The rectangular representation of the target might not follow exactly the geometry of the target. To account for this fact, we assign different weights to the keypoints. We assume that points near the center of the target will be more likely to be part of the object (i.e., they should have greater weight in the scale estimation) than those near the boundaries (i.e., weight lower). This assumption is a generalization and does not hold all the time. Some keypoints might not be part of the tracking object but still be near the center. If that is the case, the scale estimation will introduce errors because of incorrectly selecting background points as target points. Nevertheless, the proposed method seems to be a good trade-off for different kinds of objects. It is also possible for the user to incorporate a different scale estimation approach if the proposed one does not fit the selected target.

An extracted keypoint $K^{p1}_i$ and its tracked position $K^{p2}_i$ will have an associated weight $w_i$ corresponding to the response of the extracted keypoint $K^{p1}_i$ in a Gaussian window centered at the target area. The horizontal and vertical bandwidths of the Gaussian function are computed as in the previous section; relative to the target size. The variation of scale is computed as the weighted arithmetic mean of the ratio between all possible pairs of extracted and tracked points between next patch $p2$ and the current one $p1$. 
\[
scale(K^{p1}, K^{p2}) = \frac{\sum_i^T \sum_j^T w_i w_j \times \|K^{p2}_i - K^{p2}_j\|^2}{\sum_i^T \sum_j^T w_i w_j}.
\]

where \(i\) and \(j\) are the indices of successfully tracked points \(T\). The weights \(w_i\) and \(w_j\) are the responses of the extracted points.

The proposed sKCF algorithm can be seen in Alg. 2. Note that the scale estimation step is independent and does not affect the correlation filter. This allow us to select a different kernel correlation function (i.e., polynomial or linear) or a different scale estimation strategy without affecting the sKCF pipeline.

Algorithm 2 : sKCF.

Changes to the KCF pipeline are shown in different color.

- \(w_{sz}\): size of the tracked region, \((W \times H)\).
- \(t_{sz}\): size of the target, \((w \times h)\).
- \(features(x)\): extracted features (e.g., HOG), \((m \times n \times c)\).

Input: sequence of images and the tracker’s initial position and size (i.e., \(pos\) and \(t_{sz}\)).

Output: list of positions \(pos\) and sizes \(t_{sz}\) for each frame in the sequence.

1: for each \(img\) in \(sequence\):
2: if not first image:
3: \(p2\) \(\leftarrow\) region(img, pos, \(w_{sz}\))
4: \(z_f\) \(\leftarrow\) \(F(features(p2) \odot \cos\_window)\)
5: \(k^x_x\) \(\leftarrow\) \(F(correlation(z_f, \tilde{x}_f))\) \(\triangleright\) Eq. (6.2)
6: \(pos\) \(\leftarrow\) \(pos + \arg\max_{loc} r(k^x_x)\)) \(\triangleright\) Eq. (6.3)
7: \(t_{sz}\) \(\leftarrow\) \(t_{sz} \times \text{scale}(K^{p1}, K^{p2})\) \(\triangleright\) Eq. (6.7)
8: \(p1\) \(\leftarrow\) region(img, pos, \(w_{sz}\))
9: \(gauss\) \(\leftarrow\) \(G(m, n, t_{sz}, \(w_{sz}\))\) \(\triangleright\) Eq. (6.4, 6.5)
10: \(x_f\) \(\leftarrow\) \(F(features(p1) \odot gauss)\)
11: \(k^{xx}_f\) \(\leftarrow\) \(F(correlation(x_f, x_f))\) \(\triangleright\) Eq. (6.2)
12: \(\alpha_f\) \(\leftarrow\) \(y_f \odot (k^{xx}_f + \lambda)\) \(\triangleright\) Eq. (6.1)
13: if first image: \(f \leftarrow 1\) else \(f \leftarrow factor\)
14: \(\tilde{\alpha}_f\) \(\leftarrow\) \(f \times \alpha_f + (1 - f) \times \tilde{\alpha}_f\)
15: \(\tilde{x}_f\) \(\leftarrow\) \(f \times x_f + (1 - f) \times \tilde{x}_f\)
6.4 Improving Algorithm Run-time

The overall complexity of the correlation filter is determined by the DFT/IDFT calls. As the algorithm only requires element-wise operations for the fast learning and the detection, the computational cost is \( O(n \log n) \) where \( n \) is the number of pixels in the tracked region. Other parts of the code that can affect the performance of the algorithm are the scale estimation and the feature extraction, i.e., the use of raw pixels values demands no extra computation in the pipeline, but stronger and robust representations such as HOG descriptors can affect overall performance. Therefore, we include the following modifications to the original KCF algorithm to improve its run-time.

When performing the spectral analysis of an image, the original data is usually padded to get a bigger image that can be transformed much faster than the original. Images whose size is a power of two are the fastest to process. Nevertheless, data whose size can be represented as \( S = 2^p \times 3^q \times 5^r \), for some integer values of \( p, q, r \) are also processed quite efficiently. Unfortunately, selecting the optimal input size for DFT/IDFT might be not desirable because the exponential growth of \( 2^p \). For example, the spectral analysis of an image with size \((300 \times 300)\) could be efficiently computed (i.e., \(300 = 5^2 \times 3 \times 2^2\)) while using the optimal power of two selection, will end up computing the spectrum in an image of almost double its original size (i.e., \(512 \times 512\)).

We utilize OpenCV getOptimalDFTSize who computes the minimum number \( S \) that is greater or equal to the original dimensions. We take advantage of this fact, because of our Gaussian window function. The filtered data is not affected by the size of the tracked region like in KCF. The bandwidth of Gaussian distribution is controlled by the target size. This small modification can not be adapted directly to the KCF pipeline because of its cosine window; increasing the search area will fail to correctly filter the target data.

Intel's CCS packed format exploits the symmetrical properties of the Fourier spectrum to efficiently encode the full spectrum of the frequency analysis. The complete spectrum is usually encoded into two matrices of floating precision with the same dimensions of the input data (i.e., for the real and imaginary part). CCS format interlaces the first half of the real and the imaginary spectrum data into one matrix of floating precision. This can be achieved because of its symmetrical representation. Introducing the CCS format into the DFT/IDFT calls effectively reduces the computation time and memory footprint by half. OpenCV only provides CCS data manipulation for their DFT/IDFT calls. We extended the OpenCV functionality to implement the element-wise division of the learning Formula 6.1 using the CCS packed format.
For the feature extraction, we introduce the fast HOG descriptor by Felzenszwalb et al. [39] in their work on discriminatively trained deformable part models. The implementation uses SIMD (SSE) to perform same operations on multiple data points simultaneously, exploiting data level parallelism for the HOG descriptor. This implementation gives nearly identical results to the original HOG descriptors while speeding up the algorithm 4x [39]. The algorithm is capable of processing a \((640 \times 480)\) image in \(24\)\,ms on a Core i5 (2415M). The original algorithm was implemented for the Matlab environment and process data in column-major data format. OpenCV uses a row-major data format so we adapted the algorithm to be used in the correct data format.

Finally, in scale estimation the Lucas-Kanade [160] optical flow for a sparse set of features dominates run-time. To accelerate this process we use initial estimations by introducing the location results from the correlation filter to the tracked points. Also, we only need to compute the optical flow in the tracked region instead of the complete image frame. We drop the pyramidal approach under the assumption of small displacements. The overall complexity is then expressed as \(O(kn)\), where \(k\) is the number of extracted features and \(n\) the size of the processed images. The number of keypoints \(k\) is considerably lower than \(n\) which in turn is bounded by the tracked region (i.e., search area).

### 6.5 Experiments

We conduct the evaluation of the proposed algorithm in three experiments. First, we compare the speed and accuracy performance using the 50 videos from the Visual Tracker Benchmark [158] as in the KCF paper [52]. Second, we evaluate and rank the trackers using the VOT Challenge [63]. Finally, we compare our tracker against state-of-the-art trackers to show the effectiveness of sKCF. We report the detailed evaluation on the VOT 2015 dataset.

#### 6.5.1 Experimental Setup and Methodology

We developed three C++ implementations to compare against the original KCF algorithm (which is available as a Matlab implementation only). First, we implemented the KCF algorithm using Gaussian correlation plus integrating Gaussian windowing and fast HOG descriptors. This implementation uses the full Fourier spectrum for the DFT/IDFT calls (i.e., no CCS). We call it KCF\(_c\). Second, we integrated CCS packed format to the previous implementation (i.e., KCF\(_{ccs}\)). Finally, we integrated scale estimation to the previous variation (i.e., sKCF). All experiments are conducted on an Intel i5 (2415M)
at 2.3GHz with 8GB of memory. We compared the three implementations to the original Matlab KCF implementation using HOG descriptors. We chosen the same parameter configurations for all implementations as described in [52]. The interpolation factor \( \text{factor} = .02 \), Gaussian kernel correlation \( \sigma = .5 \), regulation term \( \lambda = 1e - 4 \), a HOG cell size of \( 4 \times 4 \) and 9 orientations bins.

For the Visual Tracker Benchmark [158] dataset, two evaluation criteria are used (i.e., precision and success). Precision is the percentage of frames in a sequence the tracker output is under a certain location error value. The location error is defined as the distance between the center of tracked results and the ground truth. The overall precision is defined as the mean precision for all location errors; the higher the more accurate the result. Success is the percentage of frames the tracker output is under a certain overlap ratio. The overlap ratio is defined as \( VOC = \frac{\text{Area}(B_T \cap B_G)}{\text{Area}(B_T \cup B_G)} \), where \( B_T \) is the tracked bounding box, and \( B_G \) is the ground truth bounding box. The overlap ratio values go from 0 to 1. The overall success is defined as the mean success for all overlap ratio values.

In the VOT Challenge, two evaluation criteria are used (i.e., accuracy and robustness). Accuracy is measured as the VOR score. The robustness indicates the number of failures to track an object in a sequence. A failure is determined when the VOR score goes to zero.

### 6.5.2 Experiment 1: Visual Tracker Benchmark

We evaluated the performance of our three implementations (i.e., KCF\(_c\), KCF\(_ccs\), and sKCF) against KCF using the Visual Tracker Benchmark [158] as in the KCF paper [52]. We computed the overall precision and success rates for the 51 video dataset presented by Wu et al. [158].

The introduction of the Gaussian window in KCF\(_c\) and KCF\(_ccs\) resulted in increased precision and success rates over the KCF tracker (see Figure 6.2). KCF\(_c\) and KCF\(_ccs\) displayed similar performance validating the idea that the CCS packed format does not affect the accuracy while speeding the computations. The sKCF tracker produces better results than all the trackers by introducing the scale estimation into the pipeline. Furthermore, sKCF displayed an average speed-up of 2.2x for all the sequences compared to the KCF implementation. For this experiment, we included the performances of the top three ranked trackers in Wu et al. [158] (i.e., SCM, Struck, and TLD) for completeness.
6.5.3 Experiment 2: VOT Challenge

We continue to evaluate the trackers in terms of accuracy and robustness. For this experiment we used the VOT 2015 and VOT TIR 2015 datasets (i.e., 60 and 20 video sequences respectively). Along with sKCF, KCF\(_c\), KCF\(_ccs\) and KCF, we included the NCC (Fast Normalized Cross-Correlation) implementation provided in the VOT packages for evaluation purposes. Our three implementations produce superior results than KCF and NCC trackers in the overall ranking output for both challenges. In terms of speed, NCC was the faster tracker (i.e., higher frame per seconds) followed by KCF\(_ccs\) and sKCF. The proposed sKCF algorithm showed the higher overall accuracy values (i.e., mean accuracy value from all the sequences) and a lower failure rate for the VOT 2015 dataset. In the VOT TIR dataset, NCC displayed the best accuracy values from all the implementations but with higher failure rate which translated into the lowest overall rank from all the implementations. KCF\(_c\) and KCF\(_ccs\) had the same results positioning it above the KCF tracker but at different speeds.

Table 7 shows the results obtained from the five trackers in the VOT and TIR 2015 datasets. The tables display the overall average accuracy and average number of failures in all the sequences, with their accuracy, robustness and overall ranks. The tables also display the average tracker speeds given in frame per seconds (i.e., fps).

Finally, we evaluate our proposed sKCF tracker on the VOT 2014 dataset (i.e., 25 sequences). Table 8 summarizes the top three ranked trackers. Our algorithm is the...
fastest of the top trackers with competitive high accuracy and low failure rates. We
achieved similar results to the two variations of the original KCF that incorporate scale
support (i.e., SAMF and KCF*). The KCF* tracker improves the original KCF by
adding a multi-scale support, sub-cell peak estimation and replacing the model update
scheme. We couldn’t find details of this implementation nor publication with details
of the improvements. The KCF* entry on the VOT 2014 submission only refers to the
original KCF paper [52]. The last entry in Table 8 shows the KCF Matlab’s code [52]
results on the VOT 2014 challenge.

Table 7: VOT and VOT TIR 2015 Results

<table>
<thead>
<tr>
<th>VOT 2015</th>
<th>Overall</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc. Fail.</td>
<td>Acc.</td>
</tr>
<tr>
<td>sKCF</td>
<td>0.50</td>
<td>2.49</td>
</tr>
<tr>
<td>KCFc</td>
<td>0.49</td>
<td>2.58</td>
</tr>
<tr>
<td>KCFccs</td>
<td>0.49</td>
<td>2.58</td>
</tr>
<tr>
<td>KCF</td>
<td>0.47</td>
<td>2.61</td>
</tr>
<tr>
<td>NCC</td>
<td>0.48</td>
<td>11.34</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VOT TIR 2015</th>
<th>Overall</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc. Fail.</td>
<td>Acc.</td>
</tr>
<tr>
<td>sKCF</td>
<td>0.58</td>
<td>5.28</td>
</tr>
<tr>
<td>KCFc</td>
<td>0.57</td>
<td>5.40</td>
</tr>
<tr>
<td>KCFccs</td>
<td>0.57</td>
<td>5.40</td>
</tr>
<tr>
<td>KCF</td>
<td>0.56</td>
<td>5.66</td>
</tr>
<tr>
<td>NCC</td>
<td>0.65</td>
<td>9.52</td>
</tr>
</tbody>
</table>

Table 8: VOT 2014 Results

<table>
<thead>
<tr>
<th>Overall</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc. Fail.</td>
<td>Acc.</td>
</tr>
<tr>
<td>DSST</td>
<td>0.65</td>
</tr>
<tr>
<td>SAMF</td>
<td>0.65</td>
</tr>
<tr>
<td>KCF*</td>
<td>0.66</td>
</tr>
<tr>
<td>sKCF</td>
<td>0.61</td>
</tr>
<tr>
<td>KCF</td>
<td>0.56</td>
</tr>
</tbody>
</table>
Figure 6.3: Some sequence examples with scale changes and the responses from KCF (i.e., red boxes) and sKCF (i.e., light blue boxes). The first column represents the initial selection and the size of the tracker at the first frame in the sequence.

6.6 Summary and Conclusion

In this chapter we presented a scalable kernel correlation filter with sparse feature integration for long-term tracking object tracking. Our solution achieved up to 2x speedup of the original correlation filter while producing superior results in precision, success, accuracy and robustness.

We introduce Gaussian window filtering that overcomes the fixed-size limitation of the KCF tracker. The modifications allow the KCF framework to adapt to target changes in scale while creating a better separation between the target and the background. The keypoint-based scale estimation is independent of the correlation filter which can be integrated with any variation of Gaussian, polynomial, or linear correlations presented in KCF [52]. We boosted the speed performance of the tracker by introducing fast HOG descriptors and Intel's CCS packed format. Our solution ranked among the top state-of-the-art trackers under the different tracking challenges presented in the three tracking datasets. Experimental evaluation results under the Visual Tracker Benchmark and VOT Challenges confirm the effectiveness of the proposed solution.
During the work presented in this thesis, we pursued two main goals. First, we extracted certain features that best characterized a given object. The features presented strong properties, which allowed us to detect the object and describe it. Second, given some knowledge of how a certain object may appear, we identified, localized and tracked the object given an image sequence. To pursue these goals, we created four solutions where we covered different kinds of objects. The solutions consisted of: skeleton pruning for shape analysis, planar object detection for localization, 3D object detection using an uncalibrated camera, and long-term tracking 3D object tracking. We started with binary shapes, followed by textured 2D planar objects, and finally 3D objects.

7.1 Summary

The purpose of the first sub-goal, presented in Section 1.2.1, is to compute a clean skeleton representation of a noisy image which conserves the geometrical and topological properties of the shape. The solution must handle simple and complex shapes (i.e., with holes as part of their morphology) without affecting connectivity. We present a novel skeleton pruning solution that uses the integer medial axis (IMA) transform and contour approx-
imation of the binary shape in Chapter 3. The shape's boundary is approximated by a piecewise curve, which helps the process of removing unwanted branches from the IMA. The novel pruning algorithm effectively removes unwanted branches without affecting the geometric and topological properties of the skeleton's curve. In our experimental validation, our pruning solution outperforms existing state of the art methods as discussed in Section 2.1. Our results are more stable even if the shape undergoes a rigid transformation or boundary noise is added (i.e., significant changes to the shape do no alter the final skeleton result). Our solution is suitable for automatic real-time applications and outputs a subset of the IMA (i.e., similar shapes have similar skeleton representations). Finally, an automatic vector representation of the skeleton is created for compact shape description. The vector representation is created ensuring that the curve is preserved inside the shape's boundary. Another highlight to our pruning solution is the possibility of high accuracy reconstruction of the original shape from the pruned skeleton and the distance map. In this sub-goal we accomplished the entire set of requirements for our pruning solution while outperforming the other solutions discussed in our related work. Our pruning solution stands among the fastest algorithms with robust skeleton computations [109].

For our second sub-goal 1.2.2, we addressed the problem of developing visual localization using planar natural landmarks. In Chapter 4, we presented a keypoint-based framework for localization using textured 2D planar objects. We utilized Fern classifiers to learn the planar objects because of the off-line learning mode and its fast computation. Along with the planarity object detection model using Ferns we introduced a set of improvements to the localization problem. These improvements are stratified sampling, on-line checking of false target detection, use of all matching points to improve pose estimation and an off-line target evaluation strategy as presented in Section 4.2. Our experimental results illustrate that natural planar targets and Fern classifiers with our additions are a feasible solution for visual localization. The stratified sampling technique is able to double the true rate of detection while reducing false target detection without affecting execution time. On-line checking of the detection of a planar target helped reducing false positives. The use of all matching points vs. simply the corners of a rectangular target improved the accuracy of localization by up to 50%. Finally, off-line target evaluation predicts the quality of the target and hence, the precision to expect when the particular target would be employed as part of a map. Although the experimental evaluation is realized with the Fern classifiers, the framework is independent of
the classifier (i.e., different techniques could replace Ferns). In this sub-goal we successfully integrated the use of textured natural planar landmarks to solve the localization problem. The presented framework was demonstrated to be robust against illumination changes, perspective distortions, motion blur and occlusions. Our framework recorded an average $3 \pm 0.66$ (95% Confidence Interval) centimetre translation error and an average $4 \pm 0.52$ (95% Confidence Interval) degree rotation error in ranges up to 3 meters using target dimensions of 27x20 centimetres. The framework includes an off-line target evaluation strategy that is capable of determining if the planar object can be used as a natural landmark for the localization problem and evaluates the precision to expect.

For our third sub-goal, we have successfully accomplished a real-time 3D object detection solution independent of camera optics. The solution accounts for a mobile object and it is capable of learning the object from a few images. Another achievement is the low memory consumption allowing the solution to possibly run in an embedded system. In Chapter 5, we presented our 3D object detection framework for uncalibrated cameras. We combined binary descriptors with a naive Bayes classifier to improve the learning, matching time and classification process. To our knowledge we are the first ones to combine both approaches (i.e., binary descriptors and random classifiers) for feature classification and matching. The new classifier (NBCD) exploits the specific structure of various binary descriptors in order to increase feature matching while conserving descriptor properties (e.g., rotational and scale invariance, robustness to illumination changes and real-time performance). Thus, we achieved equivalent performance to Fern classifiers; at the same time, we boosted the speed and reduced the memory usage from exponential to linear of the number of binary features. The framework is capable of frame rates higher than 24fps while using less than 1MB for the object model. We introduced an improved indexing scheme that is rotation and scale invariant for speeding up the keypoint classification. The objects are detected even if they are partially occluded and in different orientations. Thanks to the use of binary descriptor with invariant properties in our NBCD classifier, the time for the off-line learning phase is reduced considerably compared to state of the art schemes. Our method is currently among the 3D object detection solutions with the smallest memory footprint.

For the final sub-goal, we presented a very effective scale-adaptive tracker based on the Kernel Correlation Filter. We introduced a fast scheme to remove the KCF limitation of fixed template size. Moreover, our Gaussian window creates a better separation of the target and the background improving accuracy. Fast HOG descriptors, variable
template size selection, and the CCS packed format improved the overall run-time. The modifications to the KCF pipeline allows the usage of different kernel correlations as in the original paper [52]. The scale estimation is independent of the framework and a different approach could be adopted with in our framework. The empirical evaluations on the Visual Tracker Benchmark and VOT datasets demonstrate the validity of our algorithm. Our proposed solution ranked among the top state-of-the-art trackers.

7.2 Limitations

We have created robust feature descriptors for shape analysis, object detection and tracking solutions. We have succeeded in creating solutions that are fast and minimize the memory footprint while still achieving competitive results. Empirical evaluations demonstrate the results and benefits of these solutions. We included comparison with state-of-the-art solutions to validate the superiority of our proposed solutions. Nevertheless, these research areas are still in need of improvements and are open to new challenges.

From the results described in Chapter 3, we can see that the parameter choice has little influence on the average performance for a tested dataset. However, there is still a correlation between the parameter selection and the pruned skeleton. The calculated skeleton for some shapes could be improved by tuning the selection, in particular, branches due to noisy boundaries may be accepted as part of the final skeleton with some parameters but removed under different ones. There are also scenarios of shapes where the control points from the automatic contour approximation could be improved. Also, the piecewise approximation step is limited to 2D binary shapes while the integer medial axis computation and pruning criteria could be easily adapted for 3D shapes too.

In Chapter 4, our planar landmark object detection uses manually selected targets to aid camera localization. This requires manually inserting multiple targets into the environment. A person needs to manually take a fronto-parallel picture and record the physical dimensions of the target to be used in the detection framework. Dynamic environments present another limitation. If the learned targets are moved from their initial position our system will not account for such changes. Mapless navigation systems deal with dynamic environments because they perceive the environment as they navigate through it [16, 34]. They map the environment and rely on the whole scene to account for changes. An automatic process could detect possible planar targets and evaluate them before inserting them into our framework. Online learning of new targets removes the human interaction and adapts to dynamic environments. Planar targets offer a simple
solution to aid robot navigation because of their simplicity and small memory footprint, as opposed to solutions that map the entire environment. However, the framework is limited to planar landmarks and could benefit from including 3D objects.

In Chapter 5, we extended the planar framework by detecting 3D objects. We reduced the memory footprint while increasing the detection rate and speed performance achieved in our planar detection framework. The fast response of the classifier and small memory usage allowed us to learn more views of a single target and efficiently encode them into our 3D detection framework. Only a few images from different views of the target were necessary to learn everyday rigid objects. The use of rotationally invariant descriptors in our classifier allowed us to detect the target under different orientations and rotations without learning extra views. However, more geometrically complex objects would need more views to learn all the possible appearances. The framework performance will be affected by the complexity of the object and the amount of views needed to learn it. Our approach is not designed for objects undergoing change, e.g., due to articulation or deformation.

Another limitation is object representation in long-term tracking tracking. Our algorithm in Chapter 6 outputs a polygonal representation of the object while locating it in the frame view. This polygonal representation includes some background information, which is mixed with the target object. Although the representation's simplicity improves speed and simplifies the model of the target, there are applications where a more detailed representation of the object's boundaries is desirable. Complex model representations impact the detection speed, but benefit the overall detection and exact representation of the actual target.

7.3 Future Work

For future work, we are interested in the enhancement and extension of the implementations presented in this thesis. Although we have created fast and robust solutions to address our four sub-goals, there is still room for improvement in all four areas.

We would particularly like to extend our skeleton pruning solution (i.e., first sub-goal) to 3D surfaces. Our pruning solution could be adapted to the 3D scenario by approximating the model's boundary with simpler 3D representations. The integer medial axis can be computed for 3D objects, and our final pruning criteria can also be adapted by using spheres centered at the branch points instead of circles. We would encourage the creation of a benchmark and dataset of shapes and/or models in order to rank the dif-
different skeleton computations and pruning techniques. Such evaluation is available for
the tracking problem, but no relevant work has been developed for benchmarking skele-
tonization algorithms. Although the 2D MPEG-7 dataset is available for evaluation,
there is no annotation of what could be the expected skeleton representation for each
shape.

Another improvement would be to our planar object detection framework such that
new targets can be learned online. Currently, a manual selection and evaluation of planar
objects is necessary in our framework to add relevant landmarks that can be identified
from different views. An automated solution could detect planar surfaces around the
robot trajectory and evaluate their suitability as planar landmarks for accurate camera
pose estimation. This framework could also be extended to 3D objects by incorporating
our research work in 3D object detection.

We would also like to study the creation of a 3D detection benchmark and dataset
where multiple views of the initial target are provided a priori. For object tracking,
datasets and benchmarks such as the VOT Challenges and the Visual Tracker Benchmark
are available to the scientific community. However, there does not seem to have been any
relevant work dedicated to 3D object detection and the study of performance measures.
Another extension of this work is to learn features online and include them into the
classifier when the object is successfully detected. Currently, only an off-line learning
step is used to create the object model. Similar solutions such as our sKCF, learns
different appearances starting from an initial detection.

Finally, we would like to improve the object output representation for our long-term
tracking tracking solutions. Currently, we use bounding boxes to describe the object
and output its location and size. Most of the available algorithms for long-term tracking
tracking use simple box representation to simplify the process. We believe a more detailed
representation that would follow the object edges could be computed by analyzing the
background of the currently detected target area. A more detailed representation would
benefit the learning process, which in turn can be expected to lead to more precise
detection. Another issue related to the long-term tracking tracking is drift in some
sequences. We find that scenes where the target is occluded affect the learning model.
The continuous interpolation method for learning the frequency response of the target
hinders the tracking by detection method. Currently, even if the tracker is occluded its
frequency response is included into the model. A more stable learning solution should
only include information while the object is not occluded. An approach that detects when
the object is occluded could be used to flag the learning process and avoid including the information into the model. Solutions, such as TLD [57] takes this scenario into account while learning the object.
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