STUDY OF DISSIPATIVE SPOTS IN
THREE-COMPONENT REACTION-DIFFUSION
SYSTEMS ON TWO-DIMENSIONAL DOMAINS

By
Christian Belzil-Lacasse, B.Sc.
January 2016

A Thesis
submitted to the School of Graduate Studies and Research
in partial fulfillment of the requirements
for the degree of
Master of Science in Mathematics

© Christian Belzil-Lacasse, Ottawa, Canada, 2016

1The M.Sc. Program is a joint program with Carleton University, administered by the Ottawa-Carleton Institute of Mathematics and Statistics
Dissipative spots are found in physical experiments of many branches of natural science. In this thesis we use three-component reaction-diffusion systems on two-dimensional domains in order to generate these patterns. Using a dynamical system approach we proceed with a Fourier analysis on a linearized reaction-diffusion system in order to provide the bifurcation conditions for a given homogeneous state. We validate our results and establish it’s limitations through numerical experiments. We report very interesting behavior during these simulations, notably hysteresis and multi-stability. We will then turn our attention to the relatively unexplored phenomenon of rotating spots. Based on previous work done for spiral waves, we investigate the effect of translational symmetry-breaking on a rotating spot mainly through careful numerical analysis.
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Chapter 1

Introduction

Reaction-diffusion (RD) equations have been used to represent a great variety of phenomena throughout many disciplines of natural sciences. Formation of patterns in nonlinear RD equations is particularly important and many examples can be found in biology [8, 27], chemistry [19] and physical systems [37].

On a two-dimensional domain, different patterns such as hexagons, targets, spirals, stripes and spots are possible depending on the model (see Figure 1). These patterns are created by the interaction of the components and their distribution in space by diffusion. They are often called dissipative structures because their stability depends on the supply and dissipation of energy.

In this thesis, we will concentrate our efforts on the study of dissipative solitons (often called spots or solitons for short). These well localized solutions interact with boundaries, heterogeneities and each other much like particles do. Such structures, traveling or stationary, are a generic occurrence in physical systems [6].

Spots are also observed on one-dimensional domains and their dynamics are well understood in that case [22]. As an example, the one-dimensional Fitz-Hugh-Nagumo equations (which are nonlinear RD equations) have been used to model transmission of information inside a nervous system where travelling spot solutions represent the well localized electrical pulse that carries the message along the transmission lines [28]. On the other hand, more complex dynamics arise when studying spots on a two-dimensional domain. Furthermore, finding the equations to accurately model the
Figure 1: Patterns in the two-component reaction-diffusion system of FitzHugh-Nagumo type on two-dimensional domains. From left to right: Rotating spiral wave [12], target pattern [14], Stationary localized dissipative soliton (spot) [13]

physical experiments has been problematic as we will see in the next section.

1.0.1 Spots on a two-dimensional domain:
Experiments and modelling

The interest in two-dimensional spot dynamics originates from the occurrence of such patterns in physical experiments of different branches of natural sciences [35, 37]. We now present a brief history of these experimental observations and a selection of RD model systems that followed.

Stationary, self-replicating spots One of the first mathematical models successful at recreating experimental spot dynamics was presented in [25]. In this paper, the authors report physical experimental observations using ferrocyanide-iodate-sulphite reaction. They establish great similarities between their physical results and the numerical simulation obtained using a simple two-components RD model [32]. Both physical and numerical systems contain self-replicating stationary spots with annihilation from overcrowding. The visual comparison of the phenomenon is remarkably similar (see Figure 2).

The gas-discharge experiment In [2], the authors experimentally observed a variety of pattern formations in a planar alternating current (AC) gas-discharge system
Figure 2: Comparison between a laboratory experiment using ferrocyanide-iodate-sulphite reaction and numerical simulation using the RD system of [32]. Figure taken from [25]

with high ohmic barrier. In particular, well localized electrical current filaments, which are analogous to the so called spot patterns, were observed. The system exhibited repulsion, annihilation and generation of these well-defined shapes. They also established the existence of coexisting stationary and non-stationary spots, where the number of spots were only limited by the system size. This AC gas discharge between two glass plates method has yielded observations of many different types of spot behaviour and also other patterns [4, 26]. Because the previous models failed to recreate what was experimentally observed (traveling, multi-spot, repulsion, etc.), other attempts were made to find a RD system that replicates the different spot dynamics. We now present three amongst them.

**Global feedback model and traveling spots** In [20], Krischer and Mikhailov managed to model spots in translational motion by adding a global coupling to a two-component reaction-diffusion system. This allowed them to study the onset of spot propagation and the dynamics during spot-spot collisions. Although the method was conclusive, the numerical simulation had clear difficulties. Most importantly, the global inhibitory feedback, that allowed the stabilization of localized propagating pattern, was a limiting factor for multi-spot solutions. In this system, the size of the spots was dictated by how many of them there were in the system. More spots results
Figure 3: Simulation of traveling spot using the System 1 (see equation (11) in Section 1.5). Components $u$, $v$ and $w$ are represented respectively in (a), (b) and (d). A view from above of the $u$ component is shown in (c).

In larger patterns. This phenomenon was not observed during physical experiments.

The three-component model In \cite{36}, the authors proposed an elegant way to have a RD system capable of supporting a number of travelling spots only restricted by the system size (as was observed during gas-discharge experiments). By introducing an additional component, thus making it a three-component RD system, they succeeded where various attempts at using a global feedback on two-component RD systems failed. This second inhibitor removes the need for global coupling and allows a very rich diversity of dynamical behaviour. Also, the size of the spots depends only on the parameters. The RD equations are given in Section 1.5 under equation (11) and will be referred to as System 1. Figure 3 illustrates a traveling spot obtained from numerical simulation using System 1.

The onset of propagation was tackled in \cite{31} and an investigation of the spot dynamics can be found in \cite{5}, where the authors work on both two and three dimensional cases. They present numerical findings concerning spot-spot interactions and one spot-inhomogeneity interaction. They also derive a set of ordinary differential
equations describing to a good approximation many different phenomena (limited to small deformation processes) observed during collisions between two spots, near the bifurcation point from stationary to travelling spot.

The dynamics resulting from spots interacting with heterogeneities are analyzed in depth in [29]. They focus most of their efforts on the effect of a line heterogeneity of jump type and present different possible outcomes. Depending on the incident angle and the heterogeneity height, the spot was observed to either experience penetration, rebound or trapping.

**Rotating spot model**  As discussed above, System 1 is dynamically very rich and is successful at representing many of the experimental observations. However, part of this thesis will require the existence of a unique rotating spot. At the time of the writing of this thesis, literature that would indicate that System 1 is capable of supporting such dynamics was not found.

Although nothing was found on the subject regarding System 1, [39] presents a very interesting take on the rotational motion of traveling spots in three-component RD systems. Teramoto et al. [39] affirm this rotational motion of a spot may be obtained through simultaneous drift and peanut bifurcations. The onset of propagation created by the drift instability causes head-tail asymmetry and the peanut instability corresponds to a deformation from the circular shape of a stationary spot to a peanut shape (the pattern looks like two connected spots). Near this codimension 2 singularity, the authors prove that rotational motion may emerge. They propose a representative three-component RD model able to create a unique rotating spot. The model equations are presented in Section 1.5 under (12) and will be referred to as System 2 in the sequel. Teramoto et al. [39] successfully produced a spot that rotates in a perfectly circular trajectory. The stability of this motion turns out to be fragile under parameter fluctuations. While analyzing the shape velocity, they noticed a small period 4 internal breathing motion during each spot rotation. In this thesis, we will offer an explication for this small oscillation based on our observations.

The remainder of this introductory chapter will be organized as follows. Section 1.1 presents dynamical systems in general with some important related results.
Section 1.2 introduces the concept of bifurcation and hysteresis through examples (pitchfork and Andronov-Hopf bifurcations). Section 1.3 is short but contains the very important Routh-Hurwitz criterion. It offers a way to establish the stability of an equilibrium without having to go through explicit calculations. Section 1.4 talks about symmetry groups and group equivariance in the context of dynamical systems. Also, going back to the pitchfork bifurcation example of Section 1.2, we give an example of symmetry-breaking. This section also offers a list of important symmetry groups acting on $\mathbb{R}^n$, which are going to be important since the systems studied have $\mathbb{R}^2$ as domain. In Section 1.5, System 1 and 2 are presented as dynamical systems but also as invariant under translational and rotational symmetries. The two different numerical implementations can be found in Section 1.6. Section 1.6 also defines the periodic and Neumann boundary conditions as well the methodology used to track the results during simulations. Section 1.7 will conclude the introduction with an overview of what to expect in the rest of the thesis and how the tools and concepts introduced will be utilized.
CHAPTER 1. INTRODUCTION

1.1 Dynamical Systems

In this section, we present the important definitions and notions used in this thesis concerning dynamical systems. Most of these were taken from [21].

1.1.1 Stable and Unstable Manifolds

Definition 1.1.1. Let $X$ be the state space of a dynamical system (typically a metric space) with initial state $x_0 \in X$. The evolution operator is the map $\phi^t$ defined in $X$, which when applied to $x_0$, gives the new state $x_t \in X$ at time $t \in T \subset \mathbb{R}$. That is:

$$\phi^t : X \rightarrow X$$

$$x_0 \rightarrow \phi^t x_0 = x_t$$

This evolution operator has the following properties:

$$\phi^0 = \text{id}$$

$$\phi^t \circ \phi^s = \phi^{t+s} = \phi^s \circ \phi^t$$

where $id$ is the identity map on $X$ and $t, s \in T$.

When working in an invertible continuous-time case ($t \in T = \mathbb{R}$), the family of evolution operators $\{\phi^t\}_{t \in T}$ is called a flow.

Definition 1.1.2. A dynamical system is a triple $\{T, X, \phi^t\}$, where $T$ is a time set, $X$ is a state space, and $\phi^t : X \rightarrow X$ is a family of evolution operators parametrized by $t \in T$ as defined in definition 1.1.1.

Consider the continuous-time dynamical system generated by the ODE on the state space $X = \mathbb{R}^n$:

$$\dot{x} = f(x), \ x \in \mathbb{R}^n$$

(1)

where $f$ is considered to be sufficiently smooth and $x_0$ is an equilibrium (i.e. $f(x_0) = 0$). Without loss of generality, we can assume that $x_0 = 0$. Let $\lambda_1, \lambda_2, \ldots, \lambda_n$ be the eigenvalues of the Jacobian matrix $Df(0)$ evaluated at the equilibrium $x_0 = 0$. Let $n_-, n_0$ and $n_+$ be the numbers of eigenvalues (counting multiplicities) with negative, zero, and positive real part, respectively.
**Definition 1.1.3.** For an equilibrium $x_0$ of (1) with flow $\phi^t$, we present two invariant sets. $W^s(x_0)$ the stable set of $x_0$ and $W^u(x_0)$ the unstable set of $x_0$:

$$W^s(x_0) = \{ x : \phi^t x \to x_0, t \to +\infty \}, \quad W^u(x_0) = \{ x : \phi^t x \to x_0, t \to -\infty \} \tag{2}$$

**Definition 1.1.4.** An equilibrium is called hyperbolic if there are no eigenvalues with zero real part ($n_0 = 0$).

**Theorem 1.1.5 (Local Stable Manifold [21]).** Let $x_0$ be a hyperbolic equilibrium. Then the intersections of $W^s(x_0)$ and $W^u(x_0)$ with a sufficiently small neighborhood of $x_0$ contain smooth submanifolds $W^s_{\text{loc}}(x_0)$ and $W^u_{\text{loc}}(x_0)$ of dimension $n_-$ and $n_+$, respectively. Moreover, $W^s_{\text{loc}}(x_0)$ ($W^u_{\text{loc}}(x_0)$) is tangent at $x_0$ to $T^s(T^u)$, where $T^s(T^u)$ is the generalized eigenspace corresponding to the union of all eigenvalues of the Jacobian matrix evaluated at the equilibrium $x_0$ with $\text{Re}\lambda < 0$ ($\text{Re}\lambda > 0$).

The Local Stable Manifold Theorem implies that in order to determine the stability of a hyperbolic equilibrium, one only has to find the real part of all eigenvalues of the corresponding Jacobian. In fact, the eigenvalues dictate the topology close to the equilibrium as seen in the following section.

### 1.1.2 Topological equivalence

**Definition 1.1.6.** A homeomorphism is an invertible map such that both the map and its inverse are continuous.

**Definition 1.1.7.** A dynamical system $\{T, \mathbb{R}^n, \phi^t\}$ is called topologically equivalent to a dynamical system $\{T, \mathbb{R}^n, \varphi^t\}$ if there is a homeomorphism $h : \mathbb{R}^n \to \mathbb{R}^n$ mapping orbits of the first system onto orbits of the second system, preserving the direction of time.

In practice, it is often more convenient to study the dynamical system equilibrium points locally. To do so, we use the following definition.

**Definition 1.1.8.** A dynamical system $\{T, \mathbb{R}^n, \phi^t\}$ is called locally topologically equivalent near an equilibrium $x_0$ to a dynamical system $\{T, \mathbb{R}^n, \varphi^t\}$ near equilibrium $y_0$ if there exists a homeomorphism $h : \mathbb{R}^n \to \mathbb{R}^n$ that is
(i) defined in a small neighborhood $U \subset \mathbb{R}^n$ of $x_0$
(ii) satisfies $y_0 = h(x_0)$
(iii) maps orbits of the first system in $U$ onto orbits of the second system in $V = h(U) \subset \mathbb{R}^n$, preserving the direction of time. Equivalently, for each $x \in U$ there is an open interval $I_0 \subset T$ containing zero such that $h(\phi^t(x)) = \phi^t(h(x))$ for $t \in I_0$.

If the homeomorphism also preserves the time parameterization it is said to be locally topologically conjugate.

1.1.3 Classification of hyperbolic equilibria

We now present an equivalence relation criterion used to arrange the different equilibrium types into equivalence classes of same local qualitative structure.

The following theorem is a very important result that is central to bifurcation theory. It shows that near a hyperbolic equilibrium point $x_0$, the nonlinear system (1) has the same qualitative structure as the linear system:

$$\dot{x} = Ax$$

with $A = Df(x_0)$. The following statement of the Hartman-Grobman theorem assumes that the equilibrium $x_0$ has been translated to the origin. It states that under some none restrictive conditions, there exists a homeomorphism that maps the trajectories of (1) near the origin onto the trajectories of (3) near the origin and preserves the parameterization by time.

**Theorem 1.1.9 (Hartman-Grobman Theorem [33]).** Let $E$ be an open subset of $\mathbb{R}^n$ containing the origin, let $f \in C^1(E)$ and let $\phi^t$ be the flow of the nonlinear system (1). Suppose that $f(O) = O$ and that the matrix $A = Df(O)$ has no eigenvalue with zero real part (hyperbolic). Then the dynamical system $\{\mathbb{R}, \mathbb{R}^n, \phi^t\}$ is locally topologically equivalent near the origin to the dynamical system $\{\mathbb{R}, \mathbb{R}^n, e^{At}\}$ near the origin.

Theorem 1.1.9 is very useful and may be reformulated as follows. Given a dynamical system $\{T, \mathbb{R}^n, \phi^t\}$ with $\phi^t$ being the flow associated with system (1). If the
function \( f \) is \( C^1 \) around a hyperbolic equilibrium point \( x_0 \), than the dynamical system is locally topologically equivalent near \( x_0 \) to \( \{T, \mathbb{R}^n, e^{At}\} \) near the origin, where \( A \) is the Jacobian matrix of \( f \) at \( x_0 \).

The following theorem takes the Hartman-Grobman a little further and will be used as our equivalence relation for hyperbolic equilibria.

**Theorem 1.1.10 ([21]).** The phase portraits (geometric representation of the flow for different initial values) of system (1) near two hyperbolic equilibria, \( x_0 \) and \( y_0 \), are locally topologically equivalent if and only if the equilibria have the same number \( n_\pm \) of eigenvalues.

Therefore, two hyperbolic equilibria with the corresponding \( n_\pm \) values have the same qualitative dynamic behavior on a sufficiently small neighborhood. Hence, this is a practical and useful way to classify the behavior of the systems near a hyperbolic equilibrium.

For instance, there are only three topological classes of hyperbolic equilibria on the plane. They are stable nodes \((n_- = 2, n_+ = 0)\), saddles \((n_- = 1, n_+ = 1)\) and unstable nodes \((n_- = 0, n_+ = 2)\).

### 1.1.4 Center-manifold theory

Stable and unstable manifolds are sufficient when talking about hyperbolic equilibria since there are no eigenvalues with zero real part. Note that hyperbolic equilibria are generic. However, in bifurcation theory we are interested in changes in the behavior of the system due to variation in parameters. In particular, the parameter values at which stability is modified is paramount. Therefore, the non generic situation where an eigenvalue is on the imaginary axis becomes of great importance as it is the defining condition of the bifurcation. Let \( n_+, n_- \) and \( n_0 \) be as previously defined (see Section 1.1.1).

**Theorem 1.1.11 (Center Manifold Theorem [21]).** There is a locally defined smooth \( n_0 \)-dimensional invariant manifold, called center manifold, \( W_{\text{loc}}^c(O) \) of (1) that is tangent to \( T^c \) at the equilibrium \( x_0 = O \), where \( T^c \) is the generalized eigenspace
corresponding to the union of the $n_0$ eigenvalues (zero real parts) of $A = Df(O)$. Moreover, there is a neighborhood $U$ of $x_0 = O$, such that if $\phi^t x \in U$ for all $t \geq 0 (t \leq 0)$, then $\phi^t x \to W^c_{\text{loc}}(O)$ for $t \to +\infty (t \to -\infty)$.

In order to simplify notation, we will write the center manifold simply as $W^c$. Note that this manifold might not be unique but we will see in Theorem 1.1.12 that different center manifolds are essentially equivalent. Also $W^c$ has the same finite smoothness as $f$ in some neighborhood of the equilibrium.

We may write (1) in more convenient coordinates in order to better characterize the dynamics near the nonhyperbolic equilibrium $x_0 = O$. The goal is to isolate the nonlinear terms for stable and unstable manifolds. Therefore, we will use the eigenbasis formed by all the eigenvectors associated with the eigenvalues of $Df(O)$ to rewrite (1). Obviously, we use generalized eigenvectors when the multiplicity of the corresponding eigenvalue is more than 1, and use linear combinations to work with real eigenvectors when dealing with complex eigenvalues. The result is of the form

$$\begin{cases} \dot{u} = Bu + g(u, v), \\ \dot{v} = Cv + h(u, v), \end{cases}$$

(4)

where $u \in \mathbb{R}^{n_0}, v \in \mathbb{R}^{n_+ + n_-}$, $B$ is a $n_0 \times n_0$ matrix with all eigenvalues with zero real part and $C$ is an $(n_+ + n_-) \times (n_+ + n_-)$ matrix with none of its $(n_+ + n_-)$ eigenvalues on the imaginary axis. Functions $g$ and $h$ have vanishing linear terms in their Taylor expansions at $(0, 0)$. By definition of the center manifold, there exists a smooth function $V : \mathbb{R}^{n_0} \to \mathbb{R}^{n_+ + n_-}$ that locally represents $W^c$. That is:

$$W^c = \{(u, v) : v = V(u)\}$$

**Theorem 1.1.12 (Reduction Principle [21]).** System (4) is locally topologically equivalent near the origin to the system

$$\begin{cases} \dot{u} = Bu + g(u, V(u)), \\ \dot{v} = Cv, \end{cases}$$

(5)

Moreover, if there is more than one center manifold, then all resulting systems of the form (5) with different $V(u)$ are locally smoothly equivalent.
Notice that the two equations of (5) are no longer coupled. The first equation of (5) is the restriction of (1) to its center manifold and the second is the restriction of (1) to the union of its stable and unstable manifold linearization. The stability of the equilibrium coming from the second equation is almost trivial as it is the same as in the hyperbolic case. The only possible solutions are exponentials that are either increasing if $\Re(\lambda) > 0$ (unstable) or decreasing if $\Re(\lambda) < 0$ (stable). Therefore, once represented in this form, in order to find the dynamical behavior near the equilibrium, one must study the nonlinear terms of the first equation of (5).

### 1.2 Bifurcations

Consider the following continuous-time dynamical system that depends on parameters

$$\dot{x} = f(x, \alpha)$$

where $x \in \mathbb{R}^n$ is the phase variables and $\alpha \in \mathbb{R}^m$ are the parameters. For a given $\alpha$ value, the dynamical system will be part of a given equivalence class made of all topologically equivalent dynamical systems. Varying the value of $\alpha$ has two different possible outcomes. Either the system remains in the same topological class or it changes to another, meaning the system has been modified in a significant way.

**Definition 1.2.1.** A bifurcation is a change of topological class of a system under variation of parameters. This change occurs as the parameters pass through a bifurcation value.

**Definition 1.2.2.** When a bifurcation can be detected on any small neighborhood of an equilibrium, we call it local. This is often referred to as bifurcation of the equilibrium even though the analysis is not restricted to the point, but to the region near it.

We now give two examples of bifurcation. The first is called a pitchfork bifurcation and will lead to an example introducing the phenomenon of hysteresis. The second is called Andronov-Hopf bifurcation (or just Hopf bifurcation) and will be used later in this thesis.


1.2.1 Pitchfork bifurcation

Consider the following system

\[ \dot{x} = h + rx - x^3, \quad x \in \mathbb{R}, \quad r \in \mathbb{R} \]  

(7)

\( h = 0 \)

For all \( \alpha \) this system has an equilibrium (\( \dot{x} = 0 \)) at \( x_0 = 0 \). For \( r < 0 \), this equilibrium is stable since \( \dot{x} < 0 \) (\( \dot{x} > 0 \)) for small \( x > 0 \) (\( \dot{x} < 0 \)). The opposite is true for \( r > 0 \). This indicates a local bifurcation. Moreover, when \( r > 0 \) two additional equilibria branch from the equilibrium \((x_{1,2} = \sqrt{r})\). Figure 4(a) illustrates the characteristic phase portrait as a function of the parameter \( r \) for \( h = 0 \). This is known as a bifurcation diagram. The bifurcation is called a pitchfork bifurcation because of the appearance of this diagram.

\( h \neq 0 \)

For \( h \neq 0 \) equilibrium points satisfy \( x^3 - rx - h = 0 \). Some analysis of this cubic equation (See Appendix A) reveals that the number of roots is dictated by the critical value \( r_c(h) = \frac{3(h^2)}{2} \). That is:

If \( r < r_c \), there is only one equilibrium (only one real root and a pair of complex conjugate roots)

If \( r = r_c \), there are two equilibria (three real roots with two of them equal)

If \( r > r_c \), there are three distinct equilibria (three distinct real roots)

Simply evaluating (7) for values between each equilibrium will successfully indicate the stability in each region. Figure 4(b) presents the bifurcation diagram. This situation will arise later in our analysis of spots.

Assume the system starts on the lower stable branch of Figure 4(b). Figure 5(a) illustrates the path the system will take as we slowly decrease the value of parameter \( r \). When \( r \) passes through \( r_c \) (as defined above), the system changes equilibrium. Figure 5(b) shows how the system will react as we increase the \( r \) value back at it’s initial value.
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Figure 4: Pitchfork bifurcation diagram for a fixed value of $h$ taken from [38]. Full (dotted) line represent stable (unstable) equilibrium.

(a) $h = 0$

(b) $h \neq 0$

Figure 5: Path along the pitchfork bifurcation diagram for a fixed value of $h \neq 0$.

(a) First path (from blue to red)

(b) Second path (from red to green)
Hysteresis

Let’s now look at the problem from a different angle. We vary $h$ for a fixed $r$. We will take a look at this on each side of the $r_c$ value, since the dynamics are different. Figure 6 illustrates the result with $r = -0.2$ in (a) and $r = 1$ in (b). We observe that the reversible system obtained using $r = -0.2$ contains the phenomenon called hysteresis (local irreversible aspect) when $r = 1$. For more detail on hysteresis on a physical point of view see Appendix B.

1.2.2 Andronov-Hopf bifurcation

Consider the two-dimensional $(x, y) \in \mathbb{R}^2$ system with parameter $\alpha \in \mathbb{R}$:

\begin{align*}
\dot{x}_1 &= \alpha x_1 - x_2 - x_1(x_1^2 + x_2^2) \\
\dot{x}_2 &= x_1 + \alpha x_2 - x_2(x_1^2 + x_2^2)
\end{align*}

This is a normal form for the Hopf bifurcation. Using polar coordinates the system becomes:
\[
\begin{align*}
\dot{\rho} &= \rho(\alpha - \rho^2) \\
\dot{\theta} &= 1 \tag{9}
\end{align*}
\]

Now that the equations are decoupled, it is easy to draw the phase portraits (see Figure 7). The origin is obviously the only possible equilibrium point. For \( \alpha \leq 0 \), the equilibrium is a stable focus since \( \dot{\rho} < 0 \) but when \( \alpha > 0 \) it becomes unstable since \( \dot{\rho} > 0 \) for small \( \rho \) values. Also, there is a limit cycle (or periodic orbit) when \( \dot{\rho} = 0 \) with \( \dot{\theta} \neq 0 \). This occurs when \( \alpha = \rho^2 \), which is only possible for \( \alpha > 0 \). This limit cycle has a radius of \( \rho_0 = \sqrt{\alpha} \) and is stable since \( \dot{\rho} > 0 \) if \( \rho < \sqrt{\alpha} \) and \( \dot{\rho} < 0 \) if \( \rho > \sqrt{\alpha} \). Therefore, the system changes topological class at \( \alpha = 0 \). In other words, a bifurcation occurs at the bifurcation value \( \alpha = 0 \).

Note that the bifurcation is called supercritical (subcritical) when the limit cycle is stable (unstable).

Figure 7: Andronov-Hopf bifurcation

One can see that this is a local bifurcation. Hence, we may detect this bifurcation when using our equilibrium classification. The following theorem presents the general result:

**Theorem 1.2.3** (Topological normal form for the Hopf bifurcation [21]). Any generic (with nondegeneracy and transversality) two-dimensional, one parameter system

\[
\dot{x} = f(x, \alpha),
\]
having at $\alpha = 0$ the equilibrium $x = 0$ with eigenvalues

$$\lambda_{1,2} = \pm i\omega_0, \ \omega_0 > 0,$$

is locally topologically equivalent near the origin to one of the following normal forms:

$$
\begin{pmatrix}
\dot{y}_1 \\
\dot{y}_2
\end{pmatrix} =
\begin{pmatrix}
\beta & -1 \\
1 & \beta
\end{pmatrix}
\begin{pmatrix}
y_1 \\
y_2
\end{pmatrix} \pm
\begin{pmatrix}
y_1^2 + y_2^2
\end{pmatrix}
\begin{pmatrix}
y_1 \\
y_2
\end{pmatrix}
$$

Hence, if the conditions of Theorem 1.2.3 are respected, the system is locally topologically equivalent to the example represented in Figure 7 from system (8) up to a change of direction of time.

1.3 Routh-Hurwitz criterion

As we have seen in Section 1.1.3, all we need in order to classify the dynamics near an equilibrium point $x_0$ is to find the sign of the real part of the eigenvalues for the system at that point. After linearizing the $n$ dimensional system around $x_0$, finding the eigenvalues becomes equivalent to evaluating the roots of the $n^{th}$ degree characteristic polynomial.

It is not always practical (for example when working with symbolic equations) to find the roots explicitly. Routh-Hurwitz criterion is used to determine necessary and sufficient conditions in order to have negative real part for all roots of a real polynomial without explicitly calculating them. Therefore, it is an important tool when studying the stability conditions of dynamical systems, since this equates to having a stable equilibrium when working on the characteristic polynomial of a system.

**Theorem 1.3.1. (Routh-Hurwitz Criterion [1])**

Given the polynomial,

$$P(S) = S^n + a_1S^{n-1} + ... + a_{n-1}S + a_n$$

where the coefficients $a_i$ are real constants, $i = 1, ..., n$, define the $n$ Hurwitz matrices
using the coefficients $a_i$ of the characteristic polynomial:

$$H_1 = (a_1), \ H_2 = \begin{pmatrix} a_1 & 1 \\ a_3 & a_2 \end{pmatrix}, \ H_3 = \begin{pmatrix} a_1 & 1 & 0 \\ a_3 & a_2 & a_1 \\ a_5 & a_4 & a_3 \end{pmatrix},$$

and

$$H_n = \begin{pmatrix} a_1 & 1 & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\ a_3 & a_2 & a_1 & 1 & 0 & \cdots & \cdots & \cdots & 0 \\ a_5 & a_4 & a_3 & a_2 & a_1 & 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\ 0 & \cdots & \cdots & \cdots & \cdots & 0 & a_n & a_{n-1} & a_{n-2} & a_{n-3} & a_{n-4} \\ 0 & \cdots & \cdots & \cdots & 0 & a_n & a_{n-1} & a_{n-2} & a_{n-3} & a_{n-4} & \cdots \end{pmatrix},$$

where $a_j = 0$ if $j > n$. All of the roots of the polynomial $P(S)$ are negative or have negative real part if and only if the determinants of all Hurwitz matrices are positive:

$$\det H_j > 0, j = 1, 2, \cdots, n$$

In this thesis, we will only be interested in the case where $n = 3$. For the sake of clarity, here is the Routh-Hurwitz criterion in this case.

**Lemma 1.3.2.** Given the polynomial,

$$P(S) = S^3 + a_1 S^2 + a_2 S + a_3$$

where the coefficients $a_i$ are real constants with $i = 1, \ldots, 3$. All of the roots of the polynomial $P(S)$ have negative real part if and only if:

$$a_1 > 0, a_3 > 0 \text{ and } a_1 a_2 > a_3$$
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1.4 Equivariance and Symmetry

In this section, we will lay the basis for the analysis of dynamical systems in the context of symmetries. We present the symmetries in terms of groups acting on $\mathbb{R}^n$ and how it relates to the concept of equivariance in dynamical systems. We give a simple example and finish by listing important symmetry groups acting on $\mathbb{R}^n$.

1.4.1 Definitions

Definition 1.4.1. A group $\Gamma$ is a set of elements with an operation $\cdot$ that satisfies the following properties:

1) Closure:

$$\gamma_1 \cdot \gamma_2 \in \Gamma$$

for all $\gamma_1, \gamma_2 \in \Gamma$

2) Associative law:

$$\gamma_1 \cdot (\gamma_2 \cdot \gamma_3) = (\gamma_1 \cdot \gamma_2) \cdot \gamma_3$$

for all $\gamma_1, \gamma_2, \gamma_3 \in \Gamma$

3) Existence of identity element:

There exist $I$ such that

$$I \cdot \gamma = \gamma \cdot I = \gamma$$

for all $\gamma \in \Gamma$

4) Existence of inverse:

For every $\gamma \in \Gamma$, there is a unique inverse $\gamma^{-1} \in \Gamma$ such that $\gamma \cdot \gamma^{-1} = \gamma^{-1} \cdot \gamma = I$

Definition 1.4.2. In the context of a metric space, a symmetry is a bijection of the set to itself which preserves distances (isometries).

Definition 1.4.3. Consider the Euclidean space $\mathbb{R}^n$. The Euclidean group $E(n)$ is the group of all linear transformations which preserves distances (isometries) acting on $\mathbb{R}^n$. 
**Definition 1.4.4.** Given a subset $S$ of $\mathbb{R}^n$ with the appropriate metric, the largest subgroup of $E(n)$ whose elements keep $S$ invariant is called the symmetry group of $S$.

**Definition 1.4.5.** Consider the ordinary differential equation
\[
\frac{dx}{dt} = f(x),
\] (10)
where $x \in \mathbb{R}^n$. Let $\Gamma$ be a group acting on $\mathbb{R}^n$. This equation is said to be $\Gamma$-equivariant if
\[
f(\gamma \cdot x) = \gamma \cdot f(x)
\]
for all $\gamma \in \Gamma$ and $x \in \mathbb{R}^n$.

Note that this notion can be defined in a less restrictive context. For example, using manifolds and maps. However, this definition will be sufficient for our purposes.

The major consequence of having a $\Gamma$-equivariant dynamical system is that if $x(t)$ is a solution of (10), then so is $\gamma \cdot x(t)$ for all $\gamma \in \Gamma$.

**Definition 1.4.6.** The $\Gamma$ group orbit of a solution $x(t)$ is defined as
\[
\Gamma(x(t)) = \{ \gamma \cdot x(t) | \gamma \in \Gamma \}
\]

Using the concept of group orbit, it is possible to identify whole orbits of the symmetry group of the system in phase space with single points of what is called the orbit space [9]. This is done by changing the reference frame using the motion on the group orbits. This so-called orbit space reduction normally greatly simplifies the analysis of the system.

**Definition 1.4.7.** A solution which is part of a group orbit is called a relative equilibrium.

Therefore, relative equilibria for a given equation are steady states on the orbit space. In a similar way, relative periodic solutions of the original equation will correspond to periodic solutions on the orbit space obtained through orbit space reduction.
1.4.2 Example

As an example, we will look back at the pitchfork bifurcation. For convenience we recall that equation (7) was:

\[ \dot{x} = h + rx - x^3 = f(x), \quad x \in \mathbb{R}, \ r \in \mathbb{R} \]

Also consider the symmetry group \( \mathbb{Z}_2 = \langle \gamma \rangle \) where:

\[ \gamma = x \rightarrow -x, \]

If \( h = 0 \), (7) is \( \mathbb{Z}_2 \)-equivariant since:

\[ f(-x) = r(-x) - (-x)^3 = -(rx - x^3) = -f(x), \]

for all \( x \in \mathbb{R} \). This means that if \( x(t) \) is a solution then \( -x(t) \) is also solution of (7). Obviously, the same is true for the equilibrium points (if \( x_0 \) is an equilibrium so is \( -x_0 \)). This \( \gamma \) symmetry, corresponding to a reflection about the \( x \)-axis, translates directly to the symmetry of the phase portrait forming the bifurcation diagram previously presented in Figure 4(a).

On the other hand, when \( h \neq 0 \), the equation is no longer \( \mathbb{Z}_2 \)-equivariant. Thus, we say that \( h \) breaks the symmetry and call this phenomenon symmetry breaking. Figure 4(b) no longer has the reflection symmetry of (a).

1.4.3 Symmetry groups acting on \( \mathbb{R}^n \)

We now provide a list of important symmetry groups. We will not analyze their topological properties, but only present them from a geometric perspective. For additional information refer to [11].

The Euclidean Group \( \mathbf{E}(n) \): As stated above the Euclidean group is the group of all isometric linear transformations acting on \( \mathbb{R}^n \), i.e., the symmetry group of \( \mathbb{R}^n \). These transformations \( \gamma \in \mathbf{E}(n) \) may be written as the composition of a planar
translation \( a \in \mathbb{R}^n \) and a rotation \( R_\theta \in O(n) \) with the following composition law:

\[
\gamma \cdot \gamma' = (R_\theta R_\theta', R_\theta a' + a)
\]

where \( \gamma = (R_\theta, a) \in E(n) \) and \( \gamma' = (R_\theta', a') \in E(n) \).

As such it is the semi-direct product of the additive group \( \mathbb{R}^n \) (also known as translation group \( T(n) \) as presented below) and the multiplicative group \( O(n) \).

**The real orthogonal group** \( O(n) \): It’s the group of orthogonal transformations (the group of orthogonal \( n \times n \) matrices with determinant \( \pm 1 \)). This group is isomorphic to the group of isometries which keep the origin fixed. Geometrically, all its transformations may be written as the composition of a rotation with a reflection.

**The translation group** \( T(n) \): This group includes all translation in \( n \)-dimensions and is isomorphic to \( \mathbb{R}^n \) and is therefore sometime written as such. In two-dimension it is often noted as \( C \) since \( \mathbb{R}^2 \equiv \mathbb{C} \).

**The special orthogonal group** \( SO(n) \): Also known as the rotation group, it is a subgroup of \( O(n) \) and is made of all orthogonal \( n \times n \) matrices with determinant 1. Therefore, it includes all rotations around the origin. In two-dimensions, \( SO(2) = \{ e^{i\theta}, \theta \in S^1 \} \approx S^1 \) where \( S^1 \) corresponds to the real numbers modulo \( 2\pi \).

**The special Euclidean group** \( SE(n) \): Consists of all rotations around a fixed point and all translations. As such, it may be constructed from the semi-direct product of \( SO(n) \) and \( \mathbb{R}^n \).

**\( D_m \) symmetry group**: In two dimensions, the dihedral group \( D_m \) consists of \( m \) rotations of \( 360/m \) degrees along with \( m \) reflections with axes passing through the fixed point. It is a subgroup of \( O(2) \). We will only be interested in the \( m = 4 \) case, and will sometimes refer to it as “square symmetry”.

1.5 Reaction-diffusion systems

In this section, we will present the two systems that are going to be of interest in this thesis. We will then make preliminary observations using the different tools presented up to this point.

1.5.1 System 1 and System 2

The reaction-diffusion (RD) systems which will be central in this thesis are taken from [36, 39] and are expressed as non-linear parabolic partial differential equations with spatial domain \([0, L] \times [0, L]\):

**System 1**

\[
\begin{align*}
\dot{u} &= D_u \triangle u + \lambda u - u^3 - v - k_3 w + k_1 \\
\tau \dot{v} &= D_v \triangle v + u - v \\
\theta \dot{w} &= D_w \triangle w + u - w
\end{align*}
\]  

**System 2**

\[
\begin{align*}
\dot{u} &= D_u \triangle u - \frac{uv^2}{1 + f_2w} + f_0(1 - u) \\
\dot{v} &= D_v \triangle v + \frac{uv^2}{1 + f_2w} - (f_0 + f_1)v \\
\theta \dot{w} &= D_w \triangle w + f_3(v - w)
\end{align*}
\]

We will use and study each system separately, but in both cases the equations are modeling the behavior for three reacting components \(u, v, w\). The time derivative of a component \(z\) is represented as \(\dot{z}\) and its Laplacian as \(\triangle z\).

1.5.2 RD systems are dynamical systems

A RD system is a dynamical system that involves components that transform into each other by a reaction term while individually being transported in space by diffusion. The most familiar form, and the one that we are using, considers these two processes
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decouple with constant diffusion coefficients. Such a system is comprised of a set of equations of the form:

\[ \dot{f}(x,t) = D \Delta f(x,t) + R(f(x,t)), \]  

(13)

where \( f = f(x,t) \) is a \( M \) dimensional density vector of the diffused materials \( f : \mathbb{R}^N \times \mathbb{R} \to \mathbb{R}^M \) at location \( x \in \mathbb{R}^N \) and time \( t \). \( D \) is a symmetric positive definite matrix of dimension \( M \times M \) and the function \( R \) maps \( \mathbb{R}^M \) onto itself \( (R : \mathbb{R}^M \to \mathbb{R}^M) \). In our systems, there are 3 components \( (M = 3) \) on a two-dimensional domain \( (N = 2) \).

Let’s take a look at the diffusion terms \( (D \Delta f(x,t)) \) and the reaction terms \( (R(f(x,t))) \) separately for System 1 and System 2. But first, a note on time-scaling.

**Time-scaling** The coefficients \( \tau \) and \( \theta \) act as time scaling values in both systems. Note that these terms could be incorporated in the diffusion and reaction coefficients but this would not be useful in any way. It would create additional unnecessary coefficients and would also hide the true purpose of these values. Here, the time-scaling coefficient relates the evolution of time between each component. It indicates how each equation relates in time to the others. Obviously, this means that a maximum of two such coefficients are necessary in order to scale the three-component in any way we see fit. Note that System 2 has a fixed \( \tau = 1 \). Large time-scaling value for a component has for effect to slow down the reaction and diffusion compared to the other components.

**Diffusion term** Note that ignoring \( R(f(x,t)) \) in (13) reduces the equation to the heat equation with constant diffusion coefficients. For each component these coefficients are given by \( D_u \), \( D_v \) and \( D_w \). Thus, the diffusion terms are (considering time-scaling):
\begin{align*}
\dot{u} &= D_u \triangle u \\
\tau \dot{v} &= D_v \triangle v \\
\theta \dot{w} &= D_w \triangle w 
\end{align*}

**Reaction term**  The reaction term accounts for all local reactions. At any point of the space, the density of each individual component changes in time according to the term $R(f(x,t))$. Since $R$ may take any form, it can contain any number of constants. In our case, both System 1 and System 2 have non linear reaction functions.

For System 1, the reaction depends on the coefficients $\lambda$, $k_3$, $k_1$ and the reaction terms are (considering time-scaling):

\begin{align*}
\dot{u} &= \lambda u - u^3 - v - k_3 w + k_1 \\
\tau \dot{v} &= u - v \\
\theta \dot{w} &= u - w 
\end{align*}

For System 2, the reaction coefficients are $f_0$, $f_1$, $f_2$, $f_3$ and the reaction terms are:

\begin{align*}
\dot{u} &= -\frac{uv^2}{1 + f_2 w} + f_0 (1 - u) \\
\tau \dot{v} &= \frac{uv^2}{1 + f_2 w} - (f_0 + f_1) v \\
\theta \dot{w} &= f_3 (v - w) 
\end{align*}

As stated above, RD systems are dynamical systems. Although Section 1.1 provides the basis tools used in dynamical systems analysis (stability of manifolds, topological equivalence, classification of equilibria and center-manifold reduction), they cannot be used without considering the following.

Indeed, one of the assumption was that the dimension of the phase space (set of all possible states of the system) was finite. Where this is usually the case in ordinary differential equations (and mappings), it is not when working with partial differential equations as is the case in RD systems. In other words, the dimensionality of the
phase space creates complications when proving the theorems of Section 1.1. In [18],
the author overcomes these difficulties and gives analogue versions of the theorems
in the infinite dimensional case. By doing so, [18] validates the use of the tools from
Section 1.1 in our context.

1.5.3 RD systems are E(2)-equivariant

RD systems are subject to the symmetry of the domain. In [40], it is shown that
reaction-diffusion systems of form (13) with $N = 2$ and $C^k$-smooth reaction terms
($k \in \mathbb{N}$) are $E(2)$-equivariant.

Therefore, translation and rotations of a solution of the system is also a solution.
Also, travelling waves (spot or spiral for example) are relative equilibrium points in the
comoving frame. Furthermore, rigidly rotating waves are relative equilibrium points
but in the corotating frame of frequency equal to the pattern’s rotation frequency.
Modulated rotating waves can be seen as relative periodic solutions in the corotating
frame.

On the other hand, perturbation of this symmetry is possible via inhomogeneities.
As seen in Section 1.4, such changes in the symmetry are important to recognize since
they generate different group orbits. This fact is going to be used during our analysis
as explained in Section 1.7.

1.6 Numerical Considerations

This section will elaborate on the numerical methods we use to compute simulations
in this thesis. These were entirely coded by the author, and although probably not
optimal, were suitable for their purpose. Note that the spatial domain is always
two-dimensional.

1.6.1 The Reaction-Diffusion Implementation

First, we unsuccessfully tried to numerically compute the reaction-diffusion using only
the forward and backward Euler method. Using a mix of Euler for the diffusion part
with a fourth-order Runge-Kutta (RK4) for the reaction part was also not satisfactory. We then experimented with more powerful schemes with success. Note that when talking about success and failure, we refer to the ability to observe a moving spot. In particular, we were trying to recreate the results from [36]. In this section we assume that both spatial dimensions have the same space step ($\Delta x = \Delta y$), which will be the case throughout this thesis.

**Method 1**

After our previously stated failures, we turned directly to the Crank-Nicolson (CN) scheme, as suggested in [36], for the diffusion term while keeping the RK4 for the reaction. In an effort to combine both parts, we first naively used an average of both the reaction and diffusion on each grid point. Although this proved to be sufficient for recreating spot-spot and most of spot-heterogeneity interactions previously found in the literature, we later included the more sophisticated implementation called Strang-Splitting. All results presented in this thesis using method 1 use Strang-Splitting.

**Crank-Nicolson (CN)** The CN scheme is a time-implicit finite difference method of order of accuracy $O(\Delta t^2 + \Delta x^2)$, where $\Delta t$ is the time step and $\Delta x$ is the spatial grid size. This scheme is often used when numerically implementing diffusion equations. Although it is unconditionally stable for diffusion equations, it is susceptible to numerical oscillations if the ratio $\frac{\Delta t}{(\Delta x)^2}$ is too large. Also, even though not required for stability, good accuracy is achieved when the number $\mu = \frac{D \Delta t}{(\Delta x)^2}$ is small, where $D = \max(D_u, D_v, D_w)$.

Each time step is solved using matrices ($Au^{n+1} = Bu^n$) representing the iteration scheme:

$$(1 + 2\mu)u^{n+1}_{i,j} - \frac{\mu}{2}(u^{n+1}_{i+1,j} + u^{n+1}_{i-1,j} + u^{n+1}_{i,j+1} + u^{n+1}_{i,j-1}) = (1 - 2\mu)u^n_{i,j} + \frac{\mu}{2}(u^n_{i+1,j} + u^n_{i-1,j} + u^n_{i,j+1} + u^n_{i,j-1})$$

When working with a $N \times N$ grid, these matrices are of size $N^2 \times N^2$, which can be large and lead to computational issues.
Fourth-Order Runge-Kutta (RK4) For the reaction part of our equations we used the standard RK4. This method is commonly used to find an approximate solution of an ordinary differential equation, when working with a time step $\Delta t$. In order to use it, one needs to know the time derivative $\dot{u} = f(t, u)$ of a certain component $u$ and its initial values $u(t_0)$ at a time $t_0$.

For a given time $t_n = t_0 + n\Delta t$, this method estimated slope values at different times $(t_n, t_n + \Delta t/2, t_{n+1})$. Each calculation is based on the previous one. Finally, in order to find the estimated value of $u(t_{n+1})$, a weighted average of the different slope values multiplied by the time step is added to $u(t_n)$. This method is easy to find and to implement. For this reason, we won’t present the specifics here. Note that the total accumulated error is order $O(\Delta t^4)$.

Strang-Splitting The purpose of this method is to improve the accuracy of our simulation by focusing on combining reaction and diffusion properly. Using a time step of $\Delta t$, we wish to find $u(t + \Delta t)$ knowing $u(t)$. We first calculate the effect of the reaction term after half the time step using RK4. That is, we get $u(t + \Delta t/2)$, when only considering the reaction. After that, we use CN using the full time step $\Delta t$ on $u(t + \Delta t/2)$. Thus the diffusion is calculated using an estimate of the reaction after half the time step instead of the value before any reaction or diffusion. We finish by using this new value of $u$ in order to simulate the other half of the reaction, again using RK4 with half the time step.

Hence, each iteration of time requires two RK4 calculations and one CN. Alternatively, we could have inverted the order of simulation and thus we would have used two CN and one RK4 resulting in an unnecessary longer computation time.

Commentary These tools allowed the generation of a moving spot for $N = 64$ ($N = L/\Delta x$). Even though computation time could be long, it was still satisfactory. We were able to accomplish most of the work of this thesis using this method, but when experimenting with translation-symmetry breaking using System 2 (see Chapter 3), we reached a point where we needed to increase the number of points being numerically simulated. We wished to double the $N$ value and therefore, work on
a 128 $\times$ 128 grid domain. Our computer did not support the matrices of size $128^4$ which were needed for our simulation. We received an error message, stating that the number of elements in a matrix we were using was too high.

The MATLAB support team indicates that running a 32-bit Matlab allows a number of elements in a real double array of the order varying from $150 \times 10^6$ to $300 \times 10^6$ depending on the operating system and configuration. This is why $64^4 \approx 17 \times 10^6$ is supported while $128^4 \approx 268 \times 10^6$ is not.

Where the method was already very intensive, creating the necessary matrices for $N = 128$ had become a numerical obstacle. We admit that there are surely ways to go around this problem, but we opted to turn to method 2 instead.

**Method 2**

We tried relaxing the restriction by implementing a less stable but also less demanding (both to implement and numerically) numerical method. Directly using the finite difference method was good enough and allowed for faster and larger computations. We did not use Strang-splitting. We give an example of how we combine the diffusion and reaction part of the simulation:

**Example**  Consider an equation such as:

$$\theta \dot{u} = D_u \triangle u + f(u, v, w) = D_u \left( \frac{d^2 u}{dx^2} + \frac{d^2 u}{dy^2} \right) + f(u, v, w)$$

The finite difference method implements the diffusion as:

$$d_{i,j}^{t+\Delta t} = D_u \frac{\Delta t}{\theta} u_{i-1,j}^t + u_{i,j+1}^t + u_{i,j-1}^t + u_{i,j+1}^t - 4u_{i,j}^t + u_{i,j}^t$$  (14)

where $d_{i,j}^{t+\Delta t}$ represents $u_{i,j}^{t+\Delta t}$ when only considering the diffusion. The reaction term will be implemented as follows:

$$u_{i,j}^{t+\Delta t} = d_{i,j}^{t+\Delta t} + \frac{\Delta t}{\theta} f(u_{i,j}^t, v_{i,j}^t, w_{i,j}^t)$$  (15)

Note that the result of (14) is used once in (15).
1.6.2 Boundary Conditions

Boundary conditions dictate how the system behaves near the edge of the domain. We will see how the two different conditions are defined and how to compute them numerically. In both cases, we only consider a single function \( u(x, y, t) \) where \( (x, y) \in [0, L] \times [0, L] \) and \( t \in T \subset \mathbb{R} \).

The spatial discretization is \( \Delta x \) for both dimensions and the temporal discretization is \( \Delta t \). Assume the discretization points are \( i, j \in 0, 1, \ldots, N - 1, N \) where \( N = L/\Delta x \) and \( x_i = i\Delta x, y_j = j\Delta x \). Then \( u_{t,i,j} \) is the value at the spatial point \((x_i, y_j)\) and time \( t \).

**Periodic Boundary Conditions**

In many cases, we wish to ignore the edge of the domain during our simulation. Ideally, we would like to simulate on an infinite plane. This is of course not possible.

One of the most common ways to replicate an infinite plane is to use periodic boundaries. This is done by “wrapping” the domain onto itself. To do so, we equate each side to its opposite side. This is equivalent to:

\[
  u(x, y, t) = u(x + L, y, t) = u(x, y + L, t),
\]

for all \((x, y) \in \mathbb{R}^2\) and \( t \in T \). This implies that the square domain with periodic boundary conditions is isomorphic to a torus. Whenever an object passes through a boundary, an identical one will emerge from the opposite side with the same dynamic properties. Assuming the function forms a pattern, two things might happen. It is possible that the pattern is so large that it interacts with itself (the right side of the pattern touches the left side through the boundary). On the other hand, provided that the domain is large enough compared to the pattern we wish to study, the system will act as if on an infinite domain and thus the domain edge will have no effect on the pattern.

**Implementation of periodic boundary condition** This boundary condition is very easy to implement. In the discretized domain, (16) becomes:

\[
  u_{t,i,j} = u_{t,i+N,j} = u_{t,i,j+N}
\]
Therefore, $u_{i,j}^t = u_{N,j}^t$ and $u_{i,0}^t = u_{i,N}^t$. When implementing the equation we need to insert the following commands in the appropriate loops for $i \in 1, \ldots, N$ where $i^*$ is the modified index:

If $i^* = 0$ then $i^* = N$ and if $i^* = N + 1$ then $i^* = 1$.

This is done simultaneously for $i$ and $j$. Note that the only operation linking the different domain grid points is the diffusion so these are the only points where the condition of periodicity applies.

**Neumann Boundary Condition**

The Neumann boundary condition is used when we wish to control the flux of the component at the edges of the domain. To do so, we fix the derivative value of the component at the boundaries:

$$
\frac{\delta (u(0, y, t))}{\delta x} = c_1, \quad \frac{\delta (u(x, 0, t))}{\delta y} = c_2, \quad \frac{\delta (u(L, y, t))}{\delta x} = c_3, \quad \frac{\delta (u(x, L, t))}{\delta y} = c_4, \quad (17)
$$

where $c_l \in \mathbb{R}$ for $l \in 1, 2, 3, 4$. For our purpose, we will use $c_1 = c_2 = c_3 = c_4 = 0$ to represent that the component does not escape nor enter the domain from the boundaries. Thus, the edges act as walls. We will see later that translational motion will “bounce” when meeting the edge of the domain and that a rotating pattern may experience boundary drifting.

**Implementation of Neumann boundary condition** The discrete partial derivative of $u$ at $(x_i, y_j)$ and time $t$ is given by:

$$
\frac{\delta (u(x_i, y_j, t))}{\delta x} = \frac{u_{i-1,j}^t - u_{i+1,j}^t}{2\Delta x} + O((\Delta x)^2)
$$

$$
\frac{\delta (u(x_i, y_j, t))}{\delta y} = \frac{u_{i,j-1}^t - u_{i,j+1}^t}{2\Delta y} + O((\Delta y)^2)
$$

Therefore, the conditions (17) with $c_1 = c_2 = c_3 = c_4 = 0$ become:

$$
u_{i,j}^t = u_{i-1,j}^t, \quad u_{i,-1}^t = u_{i,1}^t, \quad u_{N-1,j}^t = u_{N+1,j}^t, \quad u_{i,N-1}^t = u_{i,N+1}^t. \quad (18)
$$
When implementing the equation we need to insert the following command in the appropriate loops for \( i^* \in 0, 1, \ldots, N - 1, N \) where \( i^* \) is the modified index:

If \( i^* = -1 \) then \( i^* = 1 \) and if \( i^* = N + 1 \) then \( i^* = N - 1 \).

This is done simultaneously for \( i \) and \( j \). Note that the only operation linking the different domain grid points is the diffusion so these are the only points where the no flux condition applies.

### 1.6.3 Numerical Tracers and Tools

We now present a brief explanation of certain numerical tools we used to track or accelerate the simulation progression.

#### Spot’s Position

Finding the spot position is definitely one of the primordial tools that we needed. The discretization causes a challenge while attempting to have a good way to establish this position. Selecting the maximum (or minimum depending on the component profile) function value, is not always satisfactory. Indeed, the discretization will cause the maximum to travel with jumps resulting in a poor representation of the spot’s real movement. We needed to design a way to smooth the spot trajectory and velocity.

To do so, we choose one component (we use \( u \)) and establish a cut off value which will separate a significant part of the spot tip from the rest of the plane. If the cut off is too close to the tip extremum, the discretization will have more effect on the position. On the other hand, we must be careful not to have the cut off too far from the tip value because it could include other irrelevant parts of the \( u \) plane. The cross-section of the \( u \) pattern at the cut off value should be almost circular.

Once we have chosen an appropriate value, we simply do an average of all the positions at which the value of \( u \) is on the tip side of the cut off value.
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Center of Rotation (COR)

In Section 3, we will work with a rigidly rotating spot. The circular rotation will then be submitted to factors that will cause it to travel while continuing its rotation. In this case, we are more interested in the trajectory of the COR than the spot’s actual trajectory. We have a very rudimentary, but efficient code, to measure the COR position. Assume it takes the spot $M$ time steps to complete one rotation. When graphically representing our simulations at each time step, in addition to the spot position (black), we present the COR (red) which is calculated by making the average of the last $kM$ positions, where $k$ is an integer. The actual number of positions used in the average changes depending on the spot’s speed, the time step and the rotation radius. It might need to be calibrated when changing parameters.

Restrained Simulation Domain (RSD)

In most of this thesis, the solutions will be computed at every grid point of our domain for each time step. However, this might be very impractical when working with a large domain constituted of many grid points.

When working on a domain that is significantly larger than the spot, we may choose to restrain the part of our domain on which we are simulating. This uses the fact that the spot only interacts with objects that are in close proximity. This method is particularly easy to implement when working with periodic boundary conditions and will not be used when using Neumann boundary conditions.

Assume we work on a $L \times L$ domain discretized using a $N \times N$ grid. Also assume we know the spot position at time $t$. We are going to use the closest grid point $(i, j)_t$ to that position and the assumption that all spot interactions are contained within $k < 2N$ space steps of $(i, j)_t$. We delimit a smaller $k \times k$ domain centered at $(i, j)_t$ on which we will restrict our simulation for this time step. We calculate $(i, j)_{t+\Delta t}$ and repeat using the new value as the center of the restrained domain. Hence, the domain of simulation will follow the spot movement at each time step while keeping its size constant.
1.7 Overview of the thesis

We now proceed with a brief overview of the rest of the thesis.

In Chapter 2, we will use the dynamical system approach to analyze System 1. In particular, we will begin by finding possible equilibrium points. Concentrating on one of the points, we will linearize the system around it and proceed with a Fourier analysis. We use the Routh-Hurwitz criterion to find the condition of stability for each mode. We will then numerically investigate the system’s dynamics near the bifurcation values.

Chapter 3 explores the effect of translational symmetry breaking on a rigidly rotating spot. As it was explained previously, the RD system dynamics are vulnerable to the symmetry of the problem. Starting with a \( E(2) \) domain, adding an \( O(2) \)-equivariant inhomogeneity that is not invariant under translation will create a translational symmetry breaking. The effect of such an inhomogeneity has been previously analyzed in [24] in the context of rigidly rotating spirals. After reporting some of the findings reported in the paper, we will bring light to the fact that the results found in that context directly apply for spots. We will then numerically investigate this translational symmetry breaking on a rigidly rotating spot to corroborate this fact. In order to obtain such a motion for spots, we will use System 2.
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Steady-States of System 1: Fourier Analysis

We now proceed to a Fourier analysis of System 1. By studying the steady-states, we will provide evidence of existence of spots based on a combination of linearized stability analysis and numerics. First, we will find the homogeneous equilibria of the systems. Then, given such an equilibrium, we will study its stability by linearizing the system around it. This gives us great insight into the behavior of the reaction-diffusion equations for small fluctuations from equilibrium. Then by writing the components as Fourier series using periodic boundaries, we can find conditions on the coefficients in order to control stability depending on the modes. In order to do so, we will use the Routh-Hurwitz criterion (Section 1.3).

2.1 Homogeneous Equilibria (HE) for System 1

Equilibria are time-independent solutions ($\dot{u} = \dot{v} = \dot{w} = 0$) and will be called homogeneous if they are further constant in space ($\Delta u = \Delta v = \Delta w = 0$). As such, HE for equation (11) are solutions to:

\begin{align*}
0 &= \lambda u - u^3 - v - k_3 w + k_1 \\
0 &= u - v \\
0 &= u - w
\end{align*}

(19)
As a result, we conclude that the HE corresponds to:

\[ u = v = w = E \]  

(20)

Therefore, (19) reduces to:

\[ E^3 - \alpha E - k_1 = 0 \]  

(21)

where \( \alpha = (\lambda - k_3 - 1) \).

This corresponds exactly to finding the equilibrium for (7) with \( r = \alpha \) and \( h = k_1 \).

This was the example used for the pitchfork bifurcation with symmetry breaking (if \( h \neq 0 \)) presented in Section 1.2.1 and developed further in Section 1.4.2. This implies that the critical value will be \( \alpha_c(k_1) = 3(\frac{k_1}{2})^{2/3} \). The bifurcation may be written as:

If \( 81k_1^2 - 12(\lambda - k_3 - 1)^3 > 0 \), there is only one equilibrium

If \( 81k_1^2 - 12(\lambda - k_3 - 1)^3 = 0 \), there are two equilibrium points

If \( 81k_1^2 - 12(\lambda - k_3 - 1)^3 < 0 \), there are three equilibrium points

## 2.2 Linearization and Mode Matrix for System 1

Let \( E \) be a real equilibrium of System 1. We want to linearize the system around \( E \).

To do so, apply a translation on each component in such a way that the equilibrium is at zero. Based on (20), we choose to add \( E \) to each component and by using equation (21) we obtain:

\[
\begin{align*}
\dot{u} &= D_u \triangle u + u(\lambda - 3E^2) - v - k_3w - u^3 - 3u^2E \\
\tau v_t &= D_v \triangle v + u - v \\
\theta w_t &= D_w \triangle w + u - w
\end{align*}
\]  

(22)

At this point, we have successfully isolated the non-linear term when working with component values close enough to equilibrium \( E \). Thus, removing the last two terms
of the \( u \) components from (22) gives us the linearized system at \( E \):

\[
\begin{align*}
\dot{u} &= D_u \Delta u + u(\lambda - 3E^2) - v - k_3 w \\
\tau \dot{v} &= D_v \Delta v + u - v \\
\theta \dot{w} &= D_w \Delta w + u - w
\end{align*}
\]

(23)

We now proceed with the Fourier series analysis. For the sake of simplicity, we will assume the domain is of dimensions \( 2\pi \times 2\pi \) and with periodic boundary conditions. To do so, we write the components as:

\[
\begin{align*}
u(x,y,t) &= e^{pt} \sum_k \sum_l A_{kl} e^{ikx} e^{ily} \\
v(x,y,t) &= e^{pt} \sum_k \sum_l B_{kl} e^{ikx} e^{ily} \\
w(x,y,t) &= e^{pt} \sum_k \sum_l C_{kl} e^{ikx} e^{ily}
\end{align*}
\]

(24)

where \( k, l \in \mathbb{Z} \) and the coefficients \( A_{kl}, B_{kl}, C_{kl} \in \mathbb{C} \), with symmetry \( A_{-k-l} = \overline{A}_{kl} \) (respectively \( B \) and \( C \)). Also, \( p \in \mathbb{C} \) is the eigenvalue from the problem obtained by inserting (24) in (23):

\[
p \begin{pmatrix} u \\ v \\ w \end{pmatrix} = \begin{pmatrix} -D_u \Omega - (3E^2 - \lambda) & -1 & -k_3 \\ \frac{1}{\tau} & -\frac{(D_v \Omega + 1)}{\tau} & 0 \\ \frac{1}{\theta} & 0 & -\frac{(D_w \Omega + 1)}{\theta} \end{pmatrix} \begin{pmatrix} u \\ v \\ w \end{pmatrix}
\]

(25)

where \( \Omega = (k^2 + l^2) \). At this point, we consider \( \Omega \in \mathbb{N} \) even if \( \Omega \) is in fact limited to a subset of \( \mathbb{N} \). We will discuss this limitation latter in this section.

2.3 Routh-Hurwitz result for System 1

We wish to evaluate the sign of the real part of the eigenvalue \( p \) of (25) for each matrix of cumulative mode \( \Omega \). We will use this criterion to determine necessary and sufficient conditions to have a stable equilibrium for each given value of \( \Omega \in \mathbb{N} \).
The characteristic polynomial of matrix (25) of form \( P(S) = S^3 + a_1 S^2 + a_2 S + a_3 \) has the coefficient values (for the sake of simplicity let \( \delta = \lambda - 3E^2 - \Omega D_u \)):

\[
a_1 = \frac{D_v \Omega \theta + D_w \Omega \tau - \delta \tau \theta + \tau + \theta}{\delta \tau}
\]

\[
a_2 = \frac{\Omega^2 D_w D_v + \Omega D_v + \Omega D_w + \tau k_3 + \theta + 1 - \delta (\Omega D_v \theta + \Omega D_w \tau + \tau + \theta)}{\delta \tau}
\]

\[
a_3 = \frac{D_v k_3 \Omega + D_w \Omega + k_3 + 1 - \delta (D_v D_w \Omega^2 + D_v \Omega + D_w \Omega + 1)}{\delta \tau}
\]

By the Routh-Hurwitz criterion, the cumulative mode \( \Omega \) of equilibrium \( E \) is stable if and only if all of the following are true:

\[
0 < a_1 \Rightarrow \delta < \frac{D_v \Omega \theta + D_w \Omega \tau + \tau + \theta}{\delta \tau} \tag{C1}
\]

\[
0 < a_3 \Rightarrow \delta < \frac{D_v k_3 \Omega + D_w \Omega + k_3 + 1}{D_v D_w \Omega^2 + D_v \Omega + D_w \Omega + 1} \tag{C2}
\]

\[
a_3 < a_1 \cdot a_2 \tag{C3}
\]

The last equation has not been expressed explicitly for the sake of simplicity.

### 2.4 Mode stability conditions for fixed parameters

We are interested in the loss of stability for a given value of \( \Omega \). This occurs when one or more of conditions (C1), (C2), and (C3) are violated. To continue our analysis we will fix some parameters and reduce conditions (C1), (C2) and (C3) as much as possible.

First, we will fix one parameter in order to work with a unique equilibrium of value \( E = 1 \). As seen in Section 2.1, to get a unique equilibrium we need:

\[
81 k_1^2 - 12(\lambda - k_3 - 1)^3 > 0 \tag{26}
\]

and we let \( k_1 = k_3 - \lambda + 2 \) in order to fix \( E = 1 \).
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The coefficients in Table 1 present the values for some of the other parameters. They have been selected by the author to facilitate the rest of the analysis. The value of \( \Omega \) is not fixed because it determines which Fourier modes are stable or not. We choose to keep \( \lambda \) and \( D_u \) as our variables because they appear linearly in the conditions of stability.

Table 1: Situation 1

<table>
<thead>
<tr>
<th>( D_v )</th>
<th>( D_w )</th>
<th>( \theta )</th>
<th>( \tau )</th>
<th>( k_3 )</th>
<th>( k_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
<td>0.2</td>
<td>0.1</td>
<td>12</td>
<td>14 - ( \lambda )</td>
</tr>
</tbody>
</table>

We now want to find the conditions that assure stability for a given \( \Omega \in \mathbb{N} \) depending on \( D_u \) and \( \lambda \). Condition (26) becomes:

\[
\lambda < \frac{55}{4} = 13.75 \quad (C0)
\]

The conditions of stability (C1), (C2) and (C3) given in section 2.3 become:

\[
0 < a_1 \Rightarrow \lambda < (35 + D_u) \Omega + 18 \quad (C1.\Omega)
\]

\[
0 < a_3 \Rightarrow \lambda < \frac{27\Omega + 13}{6\Omega^2 + 5\Omega + 1} + D_u\Omega + 3 \quad (C2.\Omega)
\]

\[
a_3 < a_1 \cdot a_2
\]

\[
\Downarrow
\]

\[
27\Omega + 13 - (\lambda - D_u\Omega - 3)(6\Omega^2 + 5\Omega + 1) < (35\Omega + D_u\Omega - \lambda + 18)(6\Omega^2 + 5\Omega + 2.4 - (\lambda - D_u\Omega - 3)(0.7\Omega + 0.3))
\]

Let’s formalize our results obtained until now as a Lemma.

**Lemma 2.4.1.** Consider the parameters of Table 1 for System 1 with \( D_u > 0 \). If (C0) is true (meaning \( \lambda < 13.75 \)) , then there is only one homogeneous equilibrium and it is given by \( u=v=w=1 \). Also, conditions (C1), (C2) and (C3) are reduced to (C1.\Omega), (C2.\Omega) and (C3.\Omega), given \( \Omega \in \mathbb{N} \)

**Proof.** By the construction above.  \[\square\]
2.4.1 Boundaries of the region where all modes are stable

In this section, our objective is to determine the boundary of the region on the \((\lambda, D_u)\) plane where the homogeneous equilibrium is stable, assuming that the conditions of Lemma 2.4.1 are respected. In doing so we will not only prove the existence of such a region but we will also find exactly where a bifurcation of the homogeneous equilibrium occurs and which mode loses its stability.

**Lemma 2.4.2.** If the conditions of Lemma 2.4.1 are respected, \((C1.\Omega)\) is true for all \(\Omega \in \mathbb{N}\).

**Proof.** By assumption we know that \(\lambda < 13.75\). Since \(D_u\) and \(\Omega\) are positive, we have:

\[
(35 + D_u)\Omega + 18 \geq 18 > 13.75 > \lambda
\]

Therefore, \((C1.\Omega)\) is true for all \(\Omega \in \mathbb{N}\). \(\square\)

Figure 8: Plots of \(f(\lambda, \Omega)\) for \(\Omega \in [0, 30] \cap \mathbb{N}\) as defined in Lemma 2.4.3. The condition \((C2.\Omega)\) is true for all \(\Omega \in \mathbb{N}\) when \((\lambda,D_u)\) is in the shaded region \(R\).
The following lemma considers \((C2.\Omega)\) assuming the conditions of Lemma 2.4.1 are respected (recall \(\lambda < 13.75\)). We will show that the region where \((C2.\Omega)\) is true for all \(\Omega \in \mathbb{N}\) corresponds to the region \(R\) on the \((\lambda, D_u)\) plane illustrated in Figure 8. The proof will be divided as follows.

**Step 1:** We will show that \(\lambda \leq 3\) implies that \((C2.\Omega)\) is true for all \(\Omega \in \mathbb{N}\) and that \((C2.0)\) is always verified as a consequence of Lemma 2.4.1.

**Step 2:** For a given \(\Omega \in \mathbb{N}^*\), \((C2.\Omega)\) may be rewritten in the form \(D_u > f(\lambda, \Omega)\). We will see that \(f\) is a linear function of \(\lambda\) with slope \(1/\Omega\). This will lead to the very simple but important result. It states which of the functions \(f(\lambda, \Omega_1)\) and \(f(\lambda, \Omega_2)\) is the largest depending on \(\lambda\) for any given \(\Omega_1, \Omega_2 \in \mathbb{N}^*\). This will be referred to in steps 5 and 6.

**Step 3:** At this point, we are going to define \(\Lambda_\Omega\) as a function of \(\Omega\) such that \(f(\Lambda_\Omega, \Omega) = f(\Lambda_\Omega, \Omega + 1)\). We will graph \(\Lambda_\Omega\) to bring forth the fact that the function is decreasing for all \(\Omega \in \mathbb{N}\).

**Step 4:** We will define \(R_\Omega\) as the region on the \((\lambda, D_u)\) plane where \((C2.\Omega)\) is true for a given \(\Omega \in \mathbb{N}^*\). Thus, \(R\) is the intersection of all \(R_\Omega\) for \(\Omega \in \mathbb{N}^*\).

**Step 5:** We then find the intersection of \(R_1\) and \(R_2\) using the form \(D_u > f(\lambda, \Omega)\) of \((C2.\Omega)\). We are going to refer to step 2.

**Step 6:** Assuming we are given the intersection of all \(R_\Omega\) for \(\Omega \in \{1, 2, \ldots, n-1\}\), we will determine what is going to be intersection of all \(R_\Omega\) for \(\Omega \in \{1, 2, \ldots, n-1, n\}\). This step is going to use elements of steps 2, 3 and 4.

**Step 7:** We will conclude the lemma by induction and give some precision on the result.
Lemma 2.4.3. Assume the conditions of Lemma 2.4.1 are respected. \((C2.\Omega)\) is always true if \(\lambda \leq 3\). Also the region of the plane \((\lambda, D_u)\) where \((C2.\Omega)\) is true for all \(\Omega \in \mathbb{N}\) is delimited by the union of infinitely many linear functions \(f\) expressed as

\[
D_u > F(\lambda) = \begin{cases} 
  f(\lambda, 1) & \text{if } \Lambda_1 < \lambda < 13.75 \\
  f(\lambda, 2) & \text{if } \Lambda_2 < \lambda \leq \Lambda_1 \\
  \vdots & \\
  f(\lambda, n) & \text{if } \Lambda_n < \lambda \leq \Lambda_{n-1} \\
  \vdots & 
\end{cases}
\]

(27)

where \(\Lambda_{\Omega}\) depends on \(\Omega\) and corresponds to the \(\lambda\) value where

\[
f(\Lambda_{\Omega}, \Omega) = f(\Lambda_{\Omega}, \Omega + 1)
\]

For any \(\Omega \in \mathbb{N}\), the function \(f(\lambda, \Omega)\) corresponds to the \(D_u \in \mathbb{R}^+\) value at which the mode \(\Omega\) bifurcates for a given \(\lambda \in \mathbb{R}\).

Proof. Recall:

\[
\lambda < \frac{27\Omega + 13}{6\Omega^2 + 5\Omega + 1} + D_u\Omega + 3 \quad \text{\((C2.\Omega)\)}
\]

Step 1: For \(\lambda \leq 3\), \((C2.\Omega)\) is trivially verified for all \(\Omega \in \mathbb{N}\) since \(D_u > 0\).

By hypothesis, Lemma 2.4.1 applies. We can directly see that \((C2.0)\) corresponds to \(\lambda < 16\) and hence is always true since we assumed \(\lambda < 13.75\). We may now assume that \(\Omega \neq 0\).

Step 2: For a given \(\Omega \in \mathbb{N}^*\), \((C2.\Omega)\) may be rewritten as:

\[
D_u > \frac{\lambda - \lambda_{\Omega}}{\Omega} \equiv f(\lambda, \Omega)
\]

(28)

where the zero of the function is:

\[
\lambda_{\Omega} = \frac{27\Omega + 13}{6\Omega^2 + 5\Omega + 1} + 3
\]

(29)

The derivative of \(f(\lambda, \Omega)\) with respect to \(\lambda\) is:

\[
\frac{d(f(\lambda, \Omega))}{d\lambda} = \frac{1}{\Omega}
\]

(30)
Consider $\Omega_1, \Omega_2 \in \mathbb{N}^*$ with $\Omega_1 < \Omega_2$ and $\lambda_0$ being the unique point where $f(\lambda_0, \Omega_1) = f(\lambda_0, \Omega_2)$. \eqref{eq:30} implies that:
\[
\frac{d(f(\lambda, \Omega_1))}{d\lambda} > \frac{d(f(\lambda, \Omega_2))}{d\lambda}
\]
Therefore:
\[
\lambda > \lambda_0 \Rightarrow f(\lambda, \Omega_1) > f(\lambda, \Omega_2) \quad (31)
\]
\[
\lambda < \lambda_0 \Rightarrow f(\lambda, \Omega_1) < f(\lambda, \Omega_2) \quad (32)
\]
This simply states that the function corresponding to the smaller mode (steeper slope) is greater than the other one for $\lambda$ values on the right side of the intersection point $\lambda_0$ and that it is less than the other one on the left side. Although this is trivial as $f(\lambda, \Omega)$ is linear in $\lambda$, it will be useful in steps 5 and 6.

**Step 3:** Let’s define $\Lambda_\Omega$ as the $\lambda$ value at the intersection of two functions $f$ for consecutive modes. That is:
\[
f(\Lambda_\Omega, \Omega) = f(\Lambda_\Omega, \Omega + 1)
\]
where $\Omega \in \mathbb{N}$. We explicitly found that $\Lambda_\Omega$ is given by:
\[
\Lambda_\Omega = \frac{4(27\Omega^4 + 180\Omega^3 + 336\Omega^2 + 223\Omega + 48)}{36\Omega^4 + 132\Omega^3 + 163\Omega^2 + 77\Omega + 12} \quad (33)
\]
Using basic calculus tools we find that this function is always decreasing.
\[
\cdots < \Lambda_n < \Lambda_{n-1} < \cdots < \Lambda_2 < \Lambda_1 < \Lambda_0 \quad (34)
\]
This will be very important in step 6. Note that $\Lambda_1 = \frac{814}{105} < 13.75 < 16 = \Lambda_0$ with $\lim_{\Omega \to \infty} \Lambda_\Omega = 3$. Hence, $\Lambda_0$ is out of our domain of interest for the parameter $\lambda$ but $\Lambda_1$ is not (remember $\lambda < 13.75$ as a result of the assumptions). Figure 9 presents the plot of the function $\Lambda_\Omega$ as a function of $\Omega$. 
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Figure 9: Plot of $\Lambda_\Omega$ defined in (33) as a function of $\Omega$. The function is always decreasing for $\Omega \in \mathbb{R}^+$. Note that the function is defined on $\mathbb{N}$ instead of $\mathbb{R}^+$, but we used the reals here for illustrative purposes.

Step 4: For a given $\Omega \in \mathbb{N}^*$, we now define $R_\Omega$ as the region on the $(\lambda, D_u)$ plane where (C2.\Omega) is verified.

$$R_\Omega = \{ (\lambda, D_u) | D_u > f(\lambda, \Omega) \}$$  \hspace{1cm} (35)

Therefore, the region $R$ where (C2.\Omega) is verified for all $\Omega \in \mathbb{N}^*$ (see Figure 8) corresponds to the intersection of all the $R_\Omega$ for $\Omega \in \mathbb{N}^*$.

$$R = \bigcap_{\Omega \in \mathbb{N}^*} R_\Omega = \{ (\lambda, D_u) | D_u > \max_{\Omega \in \mathbb{N}^*} \{ f(\lambda, \Omega) \} \}$$  \hspace{1cm} (36)

Step 5: Let’s begin by finding exactly what $R_1 \cap R_2$ is.

$$R_1 \cap R_2 = \{ (\lambda, D_u) | D_u > \max \{ f(\lambda, 1), f(\lambda, 2) \} \}$$

Here $\Lambda_1 = \frac{814}{105} \approx 7.75238$ is such that $f(\Lambda_1, 1) = f(\Lambda_1, 2)$. From (31) and (32) in step 2, we may conclude

$$\lambda > \Lambda_1 \Rightarrow f(\lambda, 1) > f(\lambda, 2)$$
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\[ \lambda < \Lambda_1 \Rightarrow f(\lambda, 1) < f(\lambda, 2) \]

Hence

\[ R_1 \cap R_2 = \{ (\lambda, D_u) \mid D_u > F_2(\lambda) \} \]

where

\[ F_2(x) = \begin{cases} 
  f(\lambda, 1) & \text{if } \lambda \geq \Lambda_1 \\
  f(\lambda, 2) & \text{if } \lambda < \Lambda_1 
\end{cases} \]

\textbf{Step 6:} Assume we know the exact form of the function \( F_{n-1}(\lambda) \), where:

\[ F_{n-1}(\lambda) = \max_{\Omega \in \{1, \ldots, n-1\}} \{ f(\lambda, \Omega) \} \]  \hspace{1cm} (37)

Equivalently, we know the region corresponding to the intersection of all \( R_{\Omega} \) for \( \Omega \in \{1, 2, \ldots, n-1\} \):

\[ \bigcap_{\Omega=1}^{n-1} R_{\Omega} = \{ (\lambda, D_u) \mid D_u > F_{n-1}(\lambda) = \max_{\Omega \in \{1, \ldots, n-1\}} \{ f(\lambda, \Omega) \} \} \]

We are interested in the intersection of this set with \( R_n \):

\[ \left( \bigcap_{\Omega=1}^{n-1} R_{\Omega} \right) \cap R_n = \bigcap_{\Omega=1}^{n} R_{\Omega} = \{ (\lambda, D_u) \mid D_u > \max_{\Omega \in \{1, \ldots, n\}} \{ f(\lambda, \Omega) \} = \max \{ F_{n-1}(\lambda), f(\lambda, n) \} \} \]

Hence, the problem may be reduced to finding \( \max \{ F_{n-1}(\lambda), f(\lambda, n) \} \) knowing (37).

Consider \( \Lambda_{n-1} \) (remember \( f(\Lambda_{n-1}, n-1) = f(\Lambda_{n-1}, n) \)). For \( \Lambda_{n-1} \), (31) and (32) of step 2 become:

\[ \lambda > \Lambda_{n-1} \Rightarrow f(\lambda, n) < f(\lambda, n-1) \]  \hspace{1cm} (38)

\[ \lambda < \Lambda_{n-1} \Rightarrow f(\lambda, n-1) < f(\lambda, n) \]  \hspace{1cm} (39)

Part a) will work with \( \lambda > \Lambda_{n-1} \) and part b) with \( \lambda < \Lambda_{n-1} \).
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a) From (38), we trivially conclude that for $\lambda > \Lambda_{n-1}$:

$$D_u > F_{n-1}(\lambda) \Rightarrow D_u > f(\lambda, n)$$

(40)

since

$$\lambda > \Lambda_{n-1} \Rightarrow f(\lambda, n) < f(\lambda, n - 1) \leq \max_{\Omega \in \{1, \ldots, n-1\}} \{f(\lambda, \Omega)\} = F_{n-1}(\lambda) < D_u$$

Therefore, for $\lambda > \Lambda_{n-1}$ (40) implies:

$$\max\{F_{n-1}(\lambda), f(\lambda, n)\} = F_{n-1}(\lambda)$$

(41)

b) Let’s now consider $\lambda < \Lambda_{n-1}$. By using (31), (34) and (39) we obtain:

$$\lambda < \Lambda_{n-1} < \Lambda_{n-2} < \cdots < \Lambda_1 \Rightarrow f(\lambda, 1) < \cdots < f(\lambda, n - 1) < f(\lambda, n)$$

meaning that for $\lambda < \Lambda_{n-1}$:

$$F_{n-1}(\lambda) = \max_{\Omega \in \{1, \ldots, n-1\}} \{f(\lambda, \Omega)\} < f(\lambda, n)$$

Hence, for $\lambda > \Lambda_{n-1}$:

$$\max\{F_{n-1}(\lambda), f(\lambda, n)\} = f(\lambda, n)$$

(42)

To conclude step 6, we may combine part a) and b) using (41) and (42) as:

$$\bigcap_{\Omega=1}^{n} R_{\Omega} = \{(\lambda, D_u) \mid D_u > F_n(\lambda)\}$$

(43)

where

$$F_n(\lambda) = \begin{cases} F_{n-1}(\lambda) & \text{if } \lambda \geq \Lambda_{n-1} \\ f(\lambda, n) & \text{if } \lambda < \Lambda_{n-1} \end{cases}$$

Step 7: To conclude the lemma, we only have to use induction. Recall:

$$R = \bigcap_{\Omega \in \mathbb{N}^*} R_{\Omega} = \{(\lambda, D_u) \mid D_u > \lim_{n \to \infty} F_n(\lambda) \equiv F(\lambda)\}$$

It was shown in step 6 that the function $f(\lambda, n)$ had no impact on $R$ when $\lambda > \Lambda_{n-1}$. When considering $f(\lambda, \Omega)$ for all $\Omega \in \mathbb{N}^*$, the function $f(\lambda, n+1)$ will cause
$F(\lambda) = f(\lambda, n)$ to be true only for $\Lambda_n \leq \lambda \leq \Lambda_{n-1}$. We conclude the final result which corresponds to (27):

$$F(\lambda) = \begin{cases} 
  f(\lambda, 1) & \text{if } \Lambda_1 < \lambda < 13.75 \\
  f(\lambda, 2) & \text{if } \Lambda_2 < \lambda \leq \Lambda_1 \\
  \vdots & \\
  f(\lambda, n) & \text{if } \Lambda_n < \lambda \leq \Lambda_{n-1} \\
  \vdots & 
\end{cases}$$

Lemma 2.4.4. Assume the conditions of Lemma 2.4.1 are respected. Condition (C3.Ω) is respected for all $\Omega \in \mathbb{N}^*$ and (C3.0) is true if $\lambda < \frac{77 - \sqrt{721}}{6} \approx 8.3580928$.

Proof. By hypothesis, Lemma 2.4.1 applies. Let’s first consider the case where $\Omega = 0$. By solving (C3.0) with respect to $\lambda$ we obtain that

$$\lambda < \frac{77 - \sqrt{721}}{6} \approx 8.3580928 \quad (44)$$

or

$$\lambda > \frac{77 + \sqrt{721}}{6} \approx 17.3085738 \quad (45)$$

We may now assume that $\Omega \neq 0$. Given $\Omega \in \mathbb{N}^*$, $\lambda \in \mathbb{R}$ and $D_u \in \mathbb{R}^+$, condition (C3.Ω) is validated on the following region $R_\Omega$ of the $(\lambda, D_u)$ plane:

$$R_\Omega = \{ (\lambda, D_u) | D_u > f_-(\lambda, \Omega) \text{ or } D_u > f_-(\lambda, \Omega) \} \quad (46)$$

where $f_\pm(\lambda, \Omega)$ are:

$$f_\pm(\lambda, \Omega) = \frac{\lambda - \lambda_\pm}{\Omega} \quad (47)$$

with derivative

$$\frac{d(f_\pm(\lambda, \Omega))}{d\lambda} = \frac{1}{\Omega} \quad (48)$$

and zeros $\lambda_\pm$ corresponding to:

$$\lambda_\pm(\Omega) = \frac{245\Omega^2 + 252\Omega + 77 \pm \sqrt{1225\Omega^4 + 3500\Omega^3 + 4250\Omega^2 + 2500\Omega + 721}}{14\Omega + 6} \quad (49)$$
Figure 10: Plot of \((47)\) corresponding to \(f_{\pm}(\lambda, \Omega)\), for \(\Omega \in [1, 30] \cap \mathbb{N}\).

Blue\(=f_{-}(\lambda, \Omega)\) and red\(=f_{+}(\lambda, \Omega)\).

At this point, condition \((C3.\Omega)\) may be reduced to:

<table>
<thead>
<tr>
<th>(\Omega = 0)</th>
<th>(\Omega \neq 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\lambda &lt; \frac{77 - \sqrt{721}}{6} \approx 8.3580928)</td>
<td>(D_u &gt; f_{-}(\lambda, \Omega))</td>
</tr>
<tr>
<td>(\lambda &gt; \frac{77 + \sqrt{721}}{6} \approx 17.3085738)</td>
<td>(D_u &lt; f_{+}(\lambda, \Omega))</td>
</tr>
</tbody>
</table>

It turns out that a simple analysis using basic calculus tools will reveal that \(d(\lambda_{\pm}(\Omega))/d\Omega > 0\) for \(\Omega \in \mathbb{N}^*\). Therefore:

\[
23.1714 \approx \lambda_{-}(1) < \lambda_{-}(2) < \cdots < \lambda_{-}(n-1) < \lambda_{-}(n) \ldots
\]
\[
34.2286 \approx \lambda_{+}(1) < \lambda_{+}(2) < \cdots < \lambda_{+}(n-1) < \lambda_{+}(n) \ldots
\]  

Hence, \((50)\), we easily deduce that \(\lambda_{\pm}(\Omega) > 13.75\) for all \(\Omega \in \mathbb{N}^*\). Finally, \((48)\) implies \(\frac{d(f_{\pm}(\lambda, \Omega))}{d\lambda} > 0\) for all \(\Omega \in \mathbb{N}^*\). This means that for \(\lambda < 13.75\) (recall that this is assumed to be the case), \(f_{\pm}(\lambda, \Omega) < 0 < D_u\) and therefore \((C3.\Omega)\) is true for all \(\Omega \in \mathbb{N}\) since \(f_{-}(\lambda, \Omega) < D_u\). \qed
**Proposition 2.4.5.** Assume the conditions of Lemma 2.4.1 are respected. The mode $\Omega \in \mathbb{N}$ of the homogeneous equilibrium is stable if the parameters $\lambda$ and $D_u$ are such that $\lambda < \frac{77 - \sqrt{721}}{6} \approx 8.3580928$, for $\Omega = 0$ and $C2.\Omega$ is true for $\Omega \in \mathbb{N}^*$. See Figure 11 for the bifurcation line corresponding to each mode.

**Proof.** By hypothesis, Lemma 2.4.1 applies. Moreover, we know that the homogeneous equilibrium is stable if (C1.$\Omega$), (C2.$\Omega$) and (C3.$\Omega$) are true for all $\Omega \in \mathbb{N}$. The proposition is a direct result of Lemma 2.4.2, Lemma 2.4.3 and Lemma 2.4.4.

Figure 11: Bifurcation lines as expressed in Proposition 2.4.5 ($\Omega \in [0, 30] \cap \mathbb{N}$). Note that Proposition 2.4.6 further describes the conditions under which the bifurcation lines exist.
equilibrium is stable. We will refer to it as being all mode stable and any region right of the bifurcation line corresponding to a value \( \Omega \) will be referred to as being mode \( \Omega \) unstable.

Before we end this section let’s remember that \( \Omega \) was defined as \( \Omega = (k^2 + l^2) \) for \( k, l \in \mathbb{Z} \). At this point, the only limitation on the mode was \( \Omega \in \mathbb{N} \), but in fact some of these values should not be considered. For instance, the homogeneous equilibrium will never lose its stability through the bifurcation line associated with \( \Omega = 3 \), since it is impossible to find \( k, l \in \mathbb{Z} \) such that \( (k^2 + l^2) = 3 \). Using this fact, we may reformulate Proposition 2.4.5 as the following:

**Proposition 2.4.6.** Assume the conditions of Lemma 2.4.1 are respected. The homogeneous equilibrium is stable if and only if the parameters \( \lambda \) and \( D_u \) are such that

\[
\lambda < \frac{77 - \sqrt{721}}{6} \approx 8.3580928 \quad \text{and} \quad (C^2, \Omega) \text{ is true for all } k, l \in \mathbb{Z} \text{ with } \Omega = (k^2 + l^2) .
\]

In the next section, we will study the behavior of System 1 when crossing the bifurcation lines using the values of Table 1. The bifurcation lines for different parameter values could be found through similar analysis but we decided to focus our attention on this particular example. In addition, we should mention that this process is also possible for System 2, but the algebra involved increases in complexity due to the form of the equations the system is made of.

### 2.5 Simulations

We proceed with specific simulations to analyze the effect of the stability of the modes. We will first study the repercussion of losing stability of a given value of \( \Omega \), thus simulating a bifurcation of codimension 1. In particular, we will be interested in the modes 0, 1, and 2. We will then study what happens around the codimension 2 bifurcation corresponding to where two codimension 1 bifurcation lines meet in the \((\lambda, D_u)\) plane. Recall that the domain is \(2\pi \times 2\pi\) with periodic boundaries and note that only the \(u\) component is going to be used for graphical representation.
Table 2: Stability condition corresponding to intervals for the λ value when $D_u = 2.5$

<table>
<thead>
<tr>
<th>Intervals</th>
<th>λ &lt; 8.3580928</th>
<th>8.3580928 &lt; λ &lt; $53/6 \approx 8.83$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stability</td>
<td>All modes stable</td>
<td>mode 0 unstable</td>
</tr>
</tbody>
</table>

2.5.1 Near Homogeneous Equilibrium (NHE)

Recall that when $u = v = w = 1$ on all the domain (here $E = 1$), we say the system is at the homogeneous equilibrium (HE). In order to evaluate its stability as we vary the $λ$ and $D_u$, we need to perturb the HE. We achieve this by introducing a small deviation from the equilibrium value. In particular, for our simulations, this perturbed state is obtained by subtracting 0.01 from the $u$ component on one point of the discretized domain. This state will be referred as being the near homogeneous equilibrium (NHE) state.

2.5.2 Codimension 1

Our goal is to study the system under codimension 1 loss of stability. From Proposition 2.4.5, we know that the mode $Ω = 0$ becomes unstable when $λ > \frac{77 - \sqrt{721}}{6} \approx 8.3580928$ and that $Ω \in \mathbb{N}^*$ stability is lost when $(C2.Ω)$ is violated. Thus, to achieve our goal, we investigate the system behaviour when using various values on the $(λ, D_u)$ plane. In particular, we do this by crossing the bifurcation line corresponding to the studied mode while, at the same time, conserving stability for other values of $Ω$.

Mode 0

We proceed by first choosing a $D_u$ value that will remain constant, such that it will be possible to vary $λ$ and cross the 0 bifurcation line and not any other. We select $D_u = 2.5$, which means that the HE will lose mode 0 stability when $λ > 8.3580928$ and won’t cross another bifurcation line until $λ = 53/6 = 8.83$ where the mode 1 also becomes unstable. This path is represented on the $(λ, D_u)$ plane in Figure 12.

We have previously established that the HE will lose its stability when the system crosses the mode 0 bifurcation line. Table 3 shows that the real part of two complex conjugate eigenvalues simultaneously become positive while the other stays negative.
Figure 12: Representation of the \((\lambda, D_u)\) plane with the bifurcation line for mode 0 (Blue), mode 1 (Red), mode 2 (Green) and mode 4 (Yellow). The black arrow shows which part of the plane was selected to illustrate mode 0 bifurcation through parameter variations.

Table 3: Eigenvalues \((p)\) obtained from (25) using the parameters of Table 1. Values were obtained using Maple and were rounded to have 5 significant digits.

<table>
<thead>
<tr>
<th>(\lambda) value</th>
<th>Eigenvalue 1</th>
<th>Eigenvalue 2</th>
<th>Eigenvalue 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.3</td>
<td>(-0.029411 + i 6.3192)</td>
<td>(-0.020411 - i 6.3192)</td>
<td>(-9.6412)</td>
</tr>
<tr>
<td>(\frac{77 - \sqrt{721}}{6})</td>
<td>(3.0541 \times 10^{-9} + i 6.2951)</td>
<td>(3.0541 \times 10^{-9} - i 6.2951)</td>
<td>(-9.6419)</td>
</tr>
<tr>
<td>8.4</td>
<td>(0.021216 + i 6.2776)</td>
<td>(0.021216 - i 6.2776)</td>
<td>(-9.6424)</td>
</tr>
</tbody>
</table>

This implies that the two eigenvalues will be \(\pm i \omega\) on the bifurcation line, for some \(\omega \in \mathbb{R}\). This not only confirms the expected lost of stability but also tells us that the system undergoes a Hopf bifurcation (see Section 1.2.2).

In order to predict how the system will react to the bifurcation let’s first state that \(\Omega = k^2 + l^2 = 0\) implies that \(k = l = 0\) since \(k, l \in \mathbb{Z}\). Inserting this in (24)
reduces the equations to:

\[ u(x, y, t) = e^{pt} A \]
\[ v(x, y, t) = e^{pt} B \]
\[ w(x, y, t) = e^{pt} C \]

Therefore, the system undergoing a mode 0 bifurcation will conserve a uniform spatial density distribution of the components on the domain. The density plane for each component need not be the same. Furthermore, the appearance of a limit cycle through the Hopf bifurcation indicates that the planes should start oscillating around the equilibrium when the system is mode 0 unstable.

**From NHE** Starting with NHE as initial condition, we experiment with different \( \lambda \) values. As expected, in all cases the perturbation induces an oscillatory movement of the whole plane while each component converges to a homogeneous surface \( (u = v = w) \). When the system is all mode stable \( (\lambda < \frac{77 - \sqrt{721}}{6}) \), this oscillation is dampened until it is negligible at which point it corresponds to the HE \( (u = v = w = 1) \).

On the other hand, when working in the mode 0 unstable regime \( (\lambda > \frac{77 - \sqrt{721}}{6}) \), the system increases the oscillation amplitude until it reaches its new state. The latter is a spatially homogeneous periodic solution characterized by plane oscillations with constant amplitude (which depends on \( \lambda \)). Figure 13 (a) presents the typical progression of the oscillation amplitude when starting from NHE in the all stable mode regime. Figure 13 (b) does the same, but in mode 0 unstable regime. These figures are representative in the sense that other \( \lambda \) values in the same regime will give the same shape up to a rescaling of the axes (i.e. different convergence rate and initial oscillation amplitude). In addition, the oscillation amplitude and the rate of decay of the transients increase as the distance of the chosen parameter from the bifurcation line gets larger.

Figure 14 (a) presents the corresponding amplitude of the periodic oscillation associated to different \( \lambda \) values. Note that the blue (red) dotted line marks the beginning of the mode 0 (mode 1) unstable region and that each vertical line illustrates the result from the simulation with the corresponding \( \lambda \) value when using NHE as initial condition.
Figure 13: Typical plane oscillation amplitude progression near mode 0 bifurcation line when starting with NHE. For (a) the oscillation is dampened until the system reaches HE and for (b) the system converges toward a periodic solution characterized by spatially homogeneous oscillating planes with constant amplitude.

(a) All mode stable ($\lambda = 8.35, D_u = 2.5$)

(b) Mode 0 unstable ($\lambda = 8.4, D_u = 2.5$)
Figure 14: Plane oscillation amplitude as a function of $\lambda$ for the stable periodic state ($Du = 2.5$) near mode 0 bifurcation line shown as a blue vertical dotted line. The blue dots added in (b) are obtained through quasi-static variations and are linked using straight lines. Observe that all oscillations vanish in the all mode stable region (left to the blue bifurcation line). The red vertical dotted line is the mode 1 bifurcation line.  

(a) From NHE 

(b) Quasi-static Variation of $\lambda$
Table 4: Stability condition corresponding to intervals for $D_u$ when $\lambda = 8.3$.

<table>
<thead>
<tr>
<th>Intervals</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.96 \approx 59/30 &lt; D_u$</td>
<td>All mode stable</td>
</tr>
<tr>
<td>$1.692857 \approx 237/140 &lt; D_u &lt; 59/30$</td>
<td>mode 1 unstable</td>
</tr>
</tbody>
</table>

**Quasi-static Variations**  Using the values of the $u, v, w$ variables from the periodic state as initial conditions, we vary $\lambda$ in a quasi-static manner to investigate the system further. The process consists of many small $\lambda$ variations (here $\Delta \lambda = 0.01$). After each variation, the system is allowed to reach its stable state which is then used as the initial condition for the next simulation. Following that, we record the new plane oscillation amplitude as a function of $\lambda$ and repeat the steps as needed. Figure 14 (b) presents the resulting quasi-static curve drawn over the results of Figure 14 (a). Note that the oscillation continues to gain in amplitude even after the mode 1 bifurcation line has been crossed. What happens past the illustrated point will be investigated when talking about codimension 2 bifurcations.

**Mode 1**

In this case, we fix a $\lambda$ value (instead of a $D_u$ value) and vary $D_u$ such that we will cross the mode 1 bifurcation line and not any other. We are thus progressing vertically in the $(\lambda, D_u)$ plane instead of horizontally. We select $\lambda = 8.3$ and hence mode 0 stability is assured. From Proposition 2.4.5, HE will be mode 1 stable if $D_u > 59/30 \approx 1.96$ and mode 2 stable if $D_u > 237/140 \approx 1.693$. In this region of the $(\lambda, D_u)$ plane delimited by this last condition, all other modes are stable. Figure 15 gives a graphic representation of the region where we will investigate mode 1 bifurcation through parameter variations. For this mode, the eigenvalues $p$ of (25) are all real and one of them changes sign when the parameters cross the mode 1 bifurcation line on the $(\lambda, D_u)$ plane.

**From NHE**  Starting from NHE with $\lambda = 8.3$, the system converges to HE when $59/30 < D_u$ as expected. Figure 16 (a) and (b) presents the progression of both the pattern amplitude in red and the plane oscillation amplitude in blue for two different $D_u$ values.
As we observe, the rate of convergence changes noticeably depending on the value of $D_u$. Indeed, it takes more time for the system to converge to $u = v = w$ as $D_u$ decreases. In other words, the transient convergence rate slows down as the parameters approaches the corresponding bifurcation line.

Figure 17 presents the progression when mode 1 is unstable and all other modes are stable. As was the case for mode 0, the red curves are representative of the respective parameter region in the sense that all points in this region have similar progression shape, up to rescaling of axes. The shape of the resulting pattern is presented in Figure 18 and will be referred as being a S1 pattern.
Figure 16: Typical S1 pattern amplitude (red) and oscillation amplitude (blue) progressions when the system is all mode stable near the mode 1 bifurcation and starting with NHE ($\lambda = 8.3$). $D_u$ affects pattern amplitude convergence without noticeably changing the oscillation amplitude convergence

(a) $D_u = 2.5$

(b) $D_u = 2$
Figure 17: Typical S1 pattern amplitude progressions when the system is mode 1 unstable near the mode 1 bifurcation and starting with NHE ($\lambda = 8.3, D_u = 1.8$).

Figure 18: Shape 1 (S1 pattern)
(a) Table 1 with $\lambda = 8.3, D_u = 1.8$
(b) Inverted Shape
Figure 19: S1 pattern amplitude under quasi-static variation ($\Delta D_u = 0.01$) using S1 as initial condition near mode 1 bifurcation ($\lambda = 8.3$). Vertical lines (and the black dots) represent the final state obtained using NHE as initial condition and the red (green) dotted line where the HE loses its mode 1 (mode 2) stability. The quasi-static curve links all results obtained from NHE in the mode 1 unstable region. Hysteresis is observed near the mode 1 bifurcation line (red dotted vertical line).
Quasi-static Variations Using mode 1 steady-state (S1 pattern) as initial condition, we proceed with quasi-static variations to investigate the system’s dynamics.

Figure 19 presents the result using \( \Delta D_u = 0.01 \). It turns out that the S1 shaped pattern remains stable even as \( D_u \) is increased beyond the bifurcation value. In other words, for given parameters inside the all mode stable region, using a mode 1 steady-state as initial condition may result in a different outcome than when starting NHE. This phenomenon is characteristic of hysteresis (for more detail on hysteresis see Section 1.2.1). Note that the system does not seem to be affected by the mode 2 bifurcation line. This will be studied in more depth in the codimension 2 section.

Mode 2

As done for the analysis of mode 0 and 1, we fix one of the two parameters while controlling the other in order to cross the corresponding bifurcation line. For mode 2, we fix \( \lambda = 7 \), which implies, according to Proposition 2.4.5, that HE is stable for \( 1.042857 \approx 73/70 < D_u \) and that mode 2 and only mode 2 is unstable for \( 0.885714 \approx 31/35 < D_u < 73/70 \). Note that this region is bounded on one side by the mode 4 bifurcation. From Proposition 2.4.6, we know that for \( \lambda = 7 \), mode 4 gives an upper-bound of \( D_u \) under which are all other bifurcation lines with \( \Omega > 4 \). Recall that mode 3 bifurcation does not exist.

From NHE As was the case for mode 0 and 1, the value obtained from simulations for the shift in stability of HE coincides with the theory. Indeed, all simulations started from NHE converge toward HE when \( 73/70 < D_u \) and toward a non-homogeneous equilibrium when \( 31/35 < D_u < 73/70 \). This new equilibrium has a shape with two spots and will be referred to as a S2 pattern (see Figure 21). Figure 22 presents the typical progression which behaves similarly as the cases previously discussed.

<table>
<thead>
<tr>
<th>Intervals</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.042857 ( \approx 73/70 &lt; D_u )</td>
<td>All mode stable</td>
</tr>
<tr>
<td>0.885714 ( \approx 31/35 &lt; D_u &lt; 73/70 )</td>
<td>mode 2 unstable</td>
</tr>
</tbody>
</table>
Figure 20: Representation of the \((\lambda, D_u)\) plane with the bifurcation line for mode 0 (Blue), mode 1 (Red), mode 2 (Green) and mode 4 (Yellow). The black arrow shows which part of the plane was selected to illustrate mode 2 bifurcation through parameter variations.

Figure 21: Shape 2 (S2 pattern)

(a) Table 1 with \(\lambda = 7\) \(D_u = 1.02\)  
(b) Inverted Shape
Figure 22: Typical S2 pattern amplitude progression near mode 2 bifurcation when starting with NHE ($\lambda = 7$)

(a) All mode stable ($D_u = 1.05$)

(b) Mode 2 unstable ($D_u = 1.02$)
Figure 23: Quasi-static curves ($\Delta D_u = 0.02$) using S2 as initial condition near mode 2 bifurcation ($\lambda = 7$). The green (resp. red; yellow) dotted line marks the $D_u$ value at which HE loses its mode 2 (resp. mode 1; mode 4) stability. The solid green vertical lines represent the amplitude of resulting S2 shape pattern for simulation computed using NHE as initial condition. The red curve is for S1 pattern and the green curve is for S2 pattern. The S2 quasi-static curve links all results obtained from NHE in the mode 2 unstable region. The curve exhibits multi-stability in the all stable region (HE, S1 and S2). Increasing $D_u$ over 1.46 will cause the system to change to the S1 pattern. Quasi-static variations from this point draw the red curve without returning to the previous S2 pattern. The S1 curve corresponds to Figure 19.
Quasi-static Variations  Figure 23 presents the results obtained from quasi-static variations of $D_u (\Delta = 0.02)$ from mode 2 steady-state (S2 pattern).

As was the case for mode 1, all equilibria reached from NHE in the unstable region share the same quasi-static curve (in green). Another similarity is the presence of hysteresis. Indeed, increasing the value of $D_u$ so that HE becomes stable does not destroy the S2 shaped equilibrium pattern, indicating that, in the region where this phenomenon arises, the system’s final state depends on the initial condition (multistability).

On the other hand, the sudden change of curve that happens around $D_u = 1.46$ was not observed during our mode 1 bifurcation numerical analysis. Instead of gradually decreasing until the system reaches the stable HE, as was the case for mode 1, the amplitude shifts upward. This abrupt increase in amplitude is caused by the change of steady-state. It turns out that the pattern S2 shape changes to a S1 shape. From this point (the one where green becomes red), we generated the mode 1 quasi-static curve represented in red.

Note that when decreasing $D_u$, the system does not return to a S2 shape but remains in the same qualitative state. Increasing $D_u$ results in reduction of pattern amplitude until stable HE is reached. Also, all other mode bifurcation lines do not seem to affect the system for these values.

2.5.3 Codimension 2

Now that we have studied codimension 1 bifurcations for the first 3 modes, we are going to investigate the system dynamics around codimension 2 bifurcations. That is, two modes lose their stability simultaneously. In particular, we are interested in the mode 0-1 and 1-2 bifurcations. These occur at the intersection of the two corresponding bifurcation lines. In the bifurcation theory jargon, these codimension 2 points are typically referred to as “Hopf/steady-state”, and “Steady-state/Steady-state” mode interactions. These have been the subject of much analysis since the early 70’s (see [16] and [17] for excellent summaries), and it is well known that the nonlinearities can lead to complex dynamics. Our goal here is not to have a complete
classification of the bifurcation scenarios which occur in our model, but to simply catalog what can be observed by direct simulation.

Table 6: Codimension 2 zones delimitations (Grid $\Delta \lambda = 0.05$, $\Delta D_u = 0.025$)

<table>
<thead>
<tr>
<th>Zone</th>
<th>$\lambda_{min}$</th>
<th>$\lambda_{max}$</th>
<th>$D_{u min}$</th>
<th>$D_{u max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zone 0-1</td>
<td>8.1</td>
<td>8.6</td>
<td>1.85</td>
<td>2.2</td>
</tr>
<tr>
<td>Zone 1-2</td>
<td>7.5</td>
<td>8</td>
<td>1.25</td>
<td>1.6</td>
</tr>
</tbody>
</table>

In both cases, we start our analysis by creating a grid on a zone (see Table 6) around the bifurcation point of interest. Then, on each point of the grid, we establish the system’s final state shape (equilibrium that the system converges to) when using NHE as initial condition. Figure 24 presents the bifurcation lines for $\Omega \in \{0, 1, 2, 3\}$ (recall that mode 3 bifurcation does not exist) with zones 0-1 and 1-2 as black dotted squares.
Mode 0-1

From NHE As mentioned above, we proceed with the simulations on each grid points using NHE as initial conditions. Figure 25 illustrates the final states of simulation for corresponding values of parameters \((\lambda, D_u)\): HE, oscillating plane, or S1.

Where it may have been reasonable to predict other possible outcomes, such as a oscillating spot for the mode 0-1 unstable region, it turns out these were not observed in our system. We first observe that the theory predicts perfectly the region where HE is stable and where all codimension 1 bifurcations occur. The final states where only one mode is unstable are as expected. Mode 0 results in oscillating planes and mode 1 gives us S1 shape patterns as the new stable equilibrium.

When two modes are unstable, the system acquires the property of only one of the corresponding bifurcation (the final state is either oscillating planes or a S1
pattern). Notice that the oscillating planes as final states are almost, but not exactly, restricted to where mode 1 is stable and mode 0 is unstable. Thus the system has a tendency to converge to the S1 shaped pattern, but at a slow mode 1 convergence, the system instead acquires the oscillating planes state. As we have mentioned in our codimension 1 analysis, the further in the unstable region the parameters are, the greater the convergence rate. This dictates which non-homogeneous equilibrium the system converges to. Hence, when increasing $\lambda$ (getting further from mode 0 bifurcation line) the $D_a$ value at which the system goes from oscillating planes to S1 shaped pattern decreases (needs to be further from mode 1 bifurcation line).

**Quasi-static Variations** Let’s further investigate this change in the final state by navigating on the parameter plane once stability is reached. We proceed with quasi-static variations. First, the simulation will use an S1 shape as initial condition. Second, the same will be done using an oscillating plane as initial condition.
Figure 26: Simultaneous quasi-static curves ($\Delta D_u = 0.025$) using S1 pattern ($\lambda = 8.55$, $D_u = 2.1$) as initial condition near mode 0-1 bifurcation (mode 0 unstable for all $D_u$). The red curve is for S1 pattern and the blue curve is for oscillating planes. The S1 curve links all S1 shaped final state obtained from NHE. As before, hysteresis is observed for the S1 quasi-static curve. When the pattern vanishes, the planes begin to oscillate.
S1 pattern as initial condition  For this quasi-static process we use the mode 1 steady-state (S1 pattern) obtained for $\lambda = 8.55$, $D_u = 2.1$ as initial condition. Figure 26 presents our findings when increasing $D_u$ ($\Delta D_u = 0.025$). Note that HE is mode 0 unstable for all $D_u$ values. Solid red (blue) vertical lines are taken from the simulation that gave us the point for $\lambda = 8.55$ in Figure 25 (NHE as initial condition). Both red (S1 pattern) and blue (oscillating plane) quasi-static curves are taken simultaneously as we increase $D_u$. The result indicates that, when initiating our simulation on the mode 1 quasi-static curve, the system ignores the mode 0 instability until the S1 pattern vanishes. At this point, the system reaches a state of oscillating plane due to the mode 0 instability of the parameter region. As was the case during codimension 1, hysteresis for mode 1 occurs and oscillating plane amplitude is unchanged because $\lambda$ is kept constant.
Figure 27: Simultaneous quasi-static curves ($\Delta D_u = 0.025$) using oscillating planes ($\Lambda = 8.4, D_u = 2.1$) as initial condition near mode 0 bifurcation (mode 0 unstable for all $D_u$). The red curve is for S1 pattern, the blue curve is for oscillating planes and the purple curve is for peanut shape pattern (see Figure 28). Starting with oscillating planes, the quasi-static decreases of $D_u$ indicate that the system maintains this state until deep in the mode 1 unstable region. At this point the system stops oscillating and the S1 pattern emerges. For very small $D_u$ value, a peanut-shaped pattern is observed.
Oscillating planes as initial condition  We continue using quasi-static variations ($\Delta D_u = 0.025$), but using oscillating planes (mode 0 steady-state obtained at $\lambda = 8.4, D_u = 2.1$) as initial condition. Figure 27 presents the resulting quasi-static curves. The S1 shaped pattern (red) curve and the oscillation amplitude (blue) curve are taking simultaneously as we decrease $D_u$ starting with the value $D_u = 2.1$. Note that HE is mode 0 unstable for all $D_u$ values.

Again the solid vertical lines are taken from the results that are represented in Figure 25 for $\lambda = 8.4$. We see that, as the $D_u$ value is decreased in a quasi-static manner, the oscillation maintains constant amplitude until it vanishes at $D_u = 1.75$. At this point, the system stops oscillating and adopts the S1 shaped pattern. It will remain in this state until $D_u = 0.85$ where the system is in a region where HE has many unstable modes (all modes less than 6). At this point the pattern shape changes to what can be referred to as a “Peanut shape” (see Figure 28).

Figure 28: Pattern shapes for $\lambda = 8.4$ associated with Figure 27

(a) S1 shape ($D_u = 1.5$)  
(b) Peanut shape ($D_u = 0.8$). Contour taken at $u = -0.5$

Mode 1-2

From NHE  We now continue our codimension 2 analysis by investigating mode 1-2 bifurcation. Figure 29 illustrates which pattern shape was obtained as final state for all grid simulations starting with NHE.
Figure 29: Zone 1-2 final state shapes (Black Cross=HE, Red Triangle=S1, Green Diamond=S2). Notice that the final state of the system has the S1 shape (associated with mode 1 bifurcation) for parameters in the region where only mode 2 is unstable.

First, let’s say that NHE converges to HE in the all mode stable region, as expected. Secondly, NHE converges to S1 shape patterns in mode 1 unstable region as was predicted.

Thirdly, in the mode 2 unstable region the results indicate that three grid points converges to S1 shapes (even though S1 is stable) instead of the expected S2 shape associated with mode 2 bifurcation. As this initially came as a surprise, the fact that we discovered hysteresis for both codimension 1 bifurcations at play might give us a clue as to why this occurs. In other words, we know that even though mode 1 is stable for HE, it does not imply that the S1 shape steady-state is not stable.

A closer look at the progression in time for one of the three problematic grid points (here $\lambda = 7.65$ and $D_u = 1.35$) provides the answer. Figure 30 presents the simulation’s amplitude progression.
Figure 30: Amplitude progression for $\lambda = 7.65, D_u = 1.35$ starting with NHE. The final state is the mode 1 steady-state even though only mode 2 is unstable for these parameters (see Figure 31).

The fact that the system has a S2 shape prior to reaching a basin of attraction (see Figure 31a), but changes into a S1 shape afterward (see Figure 31b) indicates that HE loses its stability via mode 2 bifurcation, but the system encounters the mode 1 basin of attraction before reaching the one associated with mode 2.

This is an example of where the linearization estimation fails to predict the final state because the loss of stability brings the system to a state where our calculations no longer apply.

**Quasi-static Variations** We present one last experiment for mode 1-2 bifurcation. Figure 32 presents the quasi-static curves ($\Delta D_u = 0.025$) obtained using mode 2 steady-state (S2 shape) as initial condition ($\lambda = 7.65, D_u = 1.3$).

The result is not surprising as it resembles Figure 23 obtained when working on
Figure 31: Pattern shapes at different times of the progression presented in Figure 30 ($\lambda = 7.65$, $D_u = 1.35$ from NHE)

(a) S2 shape at $t = 180$
(b) S1 Shape at $t = 194$

codimension 1 bifurcations of mode 2. Indeed, when using a mode 2 steady-state (S2 pattern) as initial condition, a quasi-static decrease of $D_u$ will result in a decrease of the amplitude’s pattern until the system changes to the mode 1 steady-state (S1 pattern).
Figure 32: Quasi-static curves ($\Delta D_u = 0.025$) using S2 pattern ($\lambda = 7.65$, $D_u = 1.3$) as initial condition near mode 1-2 bifurcation. Solid vertical lines represent the steady-state amplitudes obtained from simulations with NHE as initial condition for the corresponding parameters values. Some of these lines repeat results found in Figure 29. Each dotted line is a bifurcation line of corresponding color (red=mode 1, green=mode 2). The green curve is for S2 pattern and the red curve is for S1 pattern. When starting with mode 2 steady-state (S2) the quasi-static results are analogous to the mode 2 bifurcation (see Figure 23).
2.5.4 Fourier Analysis Simulations Conclusion

As we can see, Proposition 2.4.6 is very accurate at predicting when HE is stable and what mode will lose stability first. On the other hand, we have seen that under certain circumstances, our calculation is not able to predict which mode will dictate the system’s final state and that once it acquires a steady-state, the linear approximation no longer applies. In order to better capture these phenomena, a full nonlinear analysis of the normal forms near the bifurcation points would be required. This was beyond the scope of this thesis.
Chapter 3

Translational Symmetry-Breaking for Rotating Spots

In the previous chapter, we studied the occurrence of steady spots in the RD System 1. Spots in RD systems have been the subject of much analysis [6, 20]. In many cases, spots actually travel linearly in the medium [31, 36]. Many authors have considered the interactions of linearly travelling spots with inhomogeneities [29] or with each other [5, 26]. Typically, contact with a sufficiently small inhomogeneity results in penetration, rebound or trapping depending on the incident angle and the inhomogeneity’s shape. Deflection, rotating bound state and bound state moving in a straight line have been observed following a collision of two spots. Also, spot-spot and spot-inhomogeneity interactions can lead to annihilation or creation of new spots depending on parameters and initial conditions.

In this chapter, we are interested in the relatively unexplored phenomenon of rotating spots (as has been recently observed in [39]) and to characterize their interaction with inhomogeneities using the center manifold and forced symmetry breaking approach pioneered in [23, 24] for rotating spiral waves. In particular, we will concentrate our effort on translational symmetry breaking using circular inhomogeneities.
Section 3.1 presents numerical experiments that were performed in the hope of recreating some of the previously observed dynamics. We state the results without giving the specifics as they are already explained in detail in their respective articles. Section 3.2 gives the theoretical background that motivates the simulations of Section 3.3 regarding the effect of symmetry breaking on a rigidly rotating spot.

3.1 Preliminary Simulations

3.1.1 System 1

First, we successfully generated a translating spot using numerical method 1 (see Section 1.6) with the parameters given in [36]. We then wanted to recreate some of the findings of [29] regarding the dynamics of a linearly moving spot interacting with a line heterogeneity. We were able to record the same types of behavior (rebound, penetration and trapping), even though the form of the heterogeneity used was not the same. As was the case in the article, we generated the barrier by changing the $k_1$ parameter as a function of the spatial coordinates $(x, y) \in \mathbb{R}^2$, but we modified the function used in [29] to (51) (see Figure 33):

$$A \sin(3\pi x) \frac{1}{1 + e^{12(x-0.5)}} \frac{1}{1 + e^{-12(x-0.5)}}.$$  \hspace{1cm} (51)

We then turned our attention to [31]. Using the same parameters as in the article, we were able to achieve drift bifurcation (onset of propagation) by varying the $\tau$ parameter.

Because these numerical experiments are simply reproductions of previous, more precise, simulations we won’t be including them in this thesis. Their primary function was to test the code and to familiarize ourselves with previous research.

We then wondered if it was possible to have a rotating spot in this system. In [39] it is stated that the dynamics of a spot near the codimension 2 singularity caused by the drift bifurcation and what Teramoto calls the peanut bifurcation can induce a rotational motion. Although we found what we believe to be a peanut bifurcation during our Fourier analysis and that [31] presents the drift bifurcation, combining
Figure 33: Heterogeneity representations with $A=1$ (see equation (51))

(a) Heterogeneity’s profile
(b) Heterogeneity’s shape on the plane

these two near their bifurcation point was not successful in generating the desired outcome. After some trial and error we concluded that numerical exploration may not be the best way to tackle this problem.

The proper way to do this would be to apply similar calculations as in [39] on System 1. In the interest of time, we oriented our effort towards recreating the rotating spot of [39] instead of trying to find one in System 1. With this in mind, we continue our analysis with System 2, which we remind the reader is:

\begin{align}
\dot{u} &= D_u \Delta u - \frac{uv^2}{1 + f_2 w} + f_0 (1 - u) \\
\dot{v} &= D_v \Delta v + \frac{uv^2}{1 + f_2 w} - (f_0 + f_1)v \\
\theta \dot{w} &= D_w \Delta w + f_3 (v - w) \tag{12}
\end{align}

3.1.2 System 2

As mentioned above, we turn to System 2 in the hope of generating a rotating spot as presented in [39].
We continue simulating using method 1 on a $1 \times 1$ domain. In order for the spot to fit in our domain even when considering rotation, we divided the diffusion coefficient of $[39]$ by 4 and then tuned the value of $f_1$ while keeping the other parameters as in the original article. We were able to obtain a rigidly rotating spot for both Neumann and periodic boundaries, (see Figure 34) with the parameters of Table 7.

Now that we have a rotating spot, we are interested in the effect of perturbations on its dynamics.

Table 7: Parameters for rotating spot using $\Delta x = 2^{-6}$ and $\Delta t = 1$

<table>
<thead>
<tr>
<th>$D_u$</th>
<th>$D_v$</th>
<th>$D_w$</th>
<th>$\theta$</th>
<th>$f_0$</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5.0 \times 10^{-5}$</td>
<td>$2.5 \times 10^{-5}$</td>
<td>$1.25 \times 10^{-4}$</td>
<td>40</td>
<td>0.05</td>
<td>0.060508</td>
<td>0.5</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Figure 34: Trajectory of rigidly rotation spot on homogeneous domain (see Table 7). Both boundary conditions give identical results for this particular initial condition.

(a) Neumann Boundaries          (b) Periodic Boundaries
3.2 Overview of “Translational Symmetry-Breaking for Spiral Waves”

In this section, we present an overview of [24] studying the effect of translational symmetry-breaking on spiral waves. Although the analysis in the referred paper was oriented toward spiral waves, [24] proves that it applies to a broad class of RD equations, including the systems of this thesis. This statement will be revisited at the end of this section.

Consider reaction-diffusion systems with $M$ components of the form:

$$\dot{u}(t, x) = d\Delta u(t, x) + f(u(t, x))$$

(52)

where $x \in \mathbb{R}^2$, $u : \mathbb{R}_0^+ \to \mathbb{R}^M$, $d = \text{diag}(d_1, d_2, \ldots, d_M)$, and the reaction term $f$ is $C^{k+1}$-smooth with $k \geq 2$.

System (52) is invariant under the group $\text{SE}(2)$ of all planar translations and rotations. That is, if $u(x, t)$ is a solution of (52) then so is

$$v(x, t) = u(R_\theta x + p, t), \ \forall \theta \in \mathbb{R}, p \in \mathbb{R}^2$$

(53)

where

$$R_\theta = \begin{pmatrix} \cos(\theta) & -\sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{pmatrix}$$

Rotating spot solutions, much like rotating spiral wave solutions, are solutions of (52) which are compatible with this symmetry. Specifically, they are solutions of the form:

$$u(x, t) = U(R_\omega t x)$$

(54)

where $U : \mathbb{R}^2 \to \mathbb{R}^M$ is fixed, and $\omega \in \mathbb{R}$ is the rotation frequency.

Because of the symmetry (53), these rotating wave solutions are not isolated, but actually form a 3-dimensional invariant manifold $X$ in the phase space of the dynamical system generated by (52).
The dynamics on this invariant manifold are particularly simple, and given by the ODE’s

\[
\begin{align*}
\dot{p} &= R_\varphi V \\
\dot{\varphi} &= \omega
\end{align*}
\]  

(55)

where \( p \in \mathbb{R}^2, \varphi \in \mathbb{S}^1, \) \( V \) is a fixed constant vector in \( \mathbb{R}^2, \) and \( \omega \) is the rotation frequency.

In [24], the authors investigated the following question: what happens to rotating wave solutions of (52) when (52) is perturbed by a small term which breaks the translation symmetry, while preserving the rotation symmetry?

Specifically, consider the following perturbation of (52):

\[
\dot{u}(t, x) = d\Delta u(t, x) + f(u(t, x)) + \varepsilon g(u(t, x), r) 
\]  

(56)

where \( \varepsilon > 0 \) is a small parameter, \( g \) is a uniformly bounded smooth function, and \( r = |x - x_o| \) with \( x, x_o \in \mathbb{R}^2. \)

Equation (56) is no longer invariant under the group \( \text{SE}(2) \) but only under the group \( \text{SO}(2) \) of rotations. This situation is called “Forced translational symmetry-breaking”. Equation (56) could model a situation, for example, where there is a localized inhomogeneity in the medium of propagation at the origin.

In [24], the authors prove that if the rotation solution of (52) satisfies a linear spectral stability condition, then for \( \varepsilon \) small enough, (56) admits a perturbed 3-dimensional invariant manifold \( \tilde{X} \) (diffeomorphic to \( X \)) on which the dynamics of (56) reduce to

\[
\begin{align*}
\dot{p} &= R_\varphi (V + \varepsilon G(p, \varphi, \epsilon)), \\
\dot{\varphi} &= \omega + \varepsilon H(p, \varphi, \epsilon),
\end{align*}
\]  

(57)

for some functions \( G \) and \( H \). Although the functions \( G \) and \( H \) are related to \( d, f, \) and \( g \) in (56), in general their exact functional form is not known.

Let’s consider the problem on the complex plane instead of \( \mathbb{R}^2 \). That is \( p \in \mathbb{C} \) and \( \varphi \in \mathbb{S}^1. \) This means \( R_\theta = e^{i\theta}. \) By making the change of variables

\[ w = pe^{i\varphi} \]
equation (57) becomes
\[
\dot{w} = v - i\omega w + \varepsilon F(w, \varepsilon), \\
\dot{\phi} = \omega + \varepsilon H(w, \varepsilon),
\]
where \( F(w, \varepsilon) \equiv G(w, \varepsilon) - i\omega H(w, \varepsilon) \). We assume \( 0 \neq v \in \mathbb{C}, \omega \in \mathbb{R} \) and that \( G \) and \( H \) are sufficiently smooth.

In [23], it is shown that the unique equilibrium \( w^* = v/\iota \omega \) found for \( \varepsilon = 0 \) and \( \omega \neq 0 \) persists for all \( \varepsilon > 0 \) sufficiently small (but is referred as \( w^*(\varepsilon) \) instead). The Taylor expansion of \( F(w, \varepsilon) \) around the point \( w^* \) gives:
\[
F(w, \varepsilon) = a_0 + a_1 w + a_2 \bar{w} + a_3 \varepsilon + R(w, \varepsilon)
\]

The author of [24] then states that \( \text{Re}(a_1) \neq 0 \), generically. This proposition follows:

**Proposition 3.2.1.** For small \( \varepsilon > 0 \), the equilibrium point \( w^*(\varepsilon) \) is locally asymptotically stable (resp. unstable) if \( \text{Re}(a_1) < 0 \) (resp. > 0).

Let’s define:
\[
I(\rho) \equiv \text{Re}\left[ \int_{-2\pi}^{2\pi} e^{-ist} F(\rho e^{ist} + \frac{v}{i\omega}, 0) dt \right]
\]
where \( s = -\text{sgn}(\omega) = \pm 1 \). The following theorem uses this definition to talk about the existence and stability of periodic solutions surrounding the equilibrium \( w^*(\varepsilon) \):

**Theorem 3.2.2.** Suppose there exist \( \rho_0 > 0 \) such that \( I(\rho_0) = 0 \) and \( I'(\rho_0) = \mu \neq 0 \). Then for all \( \varepsilon > 0 \) sufficiently small, the \( \dot{w} \) equation in (58) has a periodic solution \( w(t, \varepsilon) \) which depends continuously on \( \varepsilon \), and which is such that
\[
w(t, 0) = \rho_0 e^{-i\omega_{rot} t} + \frac{v}{i\omega_{rot}}
\]
Furthermore, this periodic solution is locally asymptotically stable(unstable) if \( \mu < 0 \) (> 0).

In other words, when working with a rigidly rotating wave (in our case a rotating spot), adding a sufficiently small \( \text{SO}(2) \)-equivariant perturbation \( I(\rho) \) respecting the theorem’s criteria to the system will result in the creation of a periodic solution.
Figure 35: Results of numerical integrations of (57) using different $I(\rho)$ functions taken from [24]. Figures (a), (c) and (e) give the profile of the function $I(\rho)$ used (by rotating around the center of the domain effectively breaking translational symmetry while making sure rotational symmetry remains) to obtain respectively Figures (b), (d) and (f). These last 3 figures show the path of the wave (tip of spiral or position of spot). Depending on the shape of the heterogeneity, we observe epicycle motions and anchoring (rotating wave move toward, and fix itself to a point of the domain) of the rotating wave. Thus, in agreement with theory, periodic solutions exist when there is $\rho_o$ such that $I(\rho_o) = 0 \neq I'(\rho_o)$. As expected, stability of the periodic solutions is dictated by the sign of $I'(\rho_o)$.

Although the results of [24] were meant to analyze forced translational symmetry-breaking for rotating spiral waves, nothing in the analysis is specific to the fact that the pattern is actually a spiral. The important element is that the wave is rotating, as in (54). We therefore expect to get similar results for rotating spots. In the next section, we perform careful numerical analysis to verify that this is indeed the case.
3.3 Simulations

We now numerically investigate the effect of translational symmetry-breaking on the rigidly rotating spot obtained using System 2 as described in Section 3.1. In order to do so, we will analyze the effect of different $\text{SO}(2)$ equivariant heterogeneity shapes. These are going to be created by rotating different functions $h(\rho)$ around the center of the domain $(0.5L, 0.5L)$, where $\rho$ refers to the distance of the center point.

We will work with 2 different functions $h_1(\rho)$ and $h_2(\rho)$, each graphically represented in their own subsection. Coefficients $A$ and $B$ will be used to control the size and allow reflection about $y = 0$:

$$
\begin{align*}
    h_1(\rho) &= 14.97131496 A \rho \arctan(4 - 15\rho) e^{-2(15\rho - 4)^2} \\
    h_2(\rho) &= 3.36962 B \rho \arctan(3.5 - 8\rho) \arctan(12 - 12\rho) e^{-3.0375\rho^2},
\end{align*}
$$

(60)

We will present our findings chronologically. That is, we will accompany the reader through the research process. This will provide more insight into the thought process but will reduce conciseness.

All numerical simulation results will be presented using the same structure. The black dots are the spot locations. We mark in red the position of the center of revolution (COR). This red mark is simply a dot when working with a rigidly rotating spot and becomes a circle when the spot is in an epicycle motion (circular motion onto another circular motion). The blue circles indicate where $h(\rho)$ crosses $h(\rho) = 0$ with $h'(\rho) \neq 0$ and correspond to the blue dots of Figures 36 and 46.

3.3.1 First heterogeneity function $h_1(\rho)$

Using Method 1

We first analyze the effect of adding the heterogeneity with shape given by $h_1(\rho)$ centered at $(0.5,0.5)$ of a $1 \times 1$ domain for both periodic and Neumann boundaries using numerical method 1. Recall that the parameters are given in Table 7 and that the rotation before adding the inhomogeneity is presented in Figure 34. We choose $|A| = 0.0001$ to be small enough not to disturb the rotating spot stability but large
enough so that the effect on the COR is significant. When using values such as $|A| = 0.00003$ the spot splits and the system falls into a multispot regime.

First of all, simulations react the same on both boundary types. This being said, we observed the expected epicycle-like motion. On the other hand, where the COR trajectory final state was expected to form a perfect circular shape ($\text{SO}(2)$ symmetry), we discovered a square shape trajectory with rounded edge indicating the presence of an underlying $\text{D}_4$ symmetry.

We formulate two hypotheses on why the COR rotation behaves that way:

Hypothesis 1: The $\text{D}_4$ symmetry is created by the domain shape. It comes from interactions between the spot and the boundaries. This hypothesis is unlikely since we obtain visually identical results for both periodic and Neumann boundary conditions.

Hypothesis 2: The $\text{D}_4$ shape of the discretization induces its symmetry on the rotation.

This last phenomenon has been observed in other RD systems. In particular, the effect of discretization symmetry has been observed on the meander pattern of spiral waves in [7]. After experimentation Bourgeault et al. concluded “that the rotational symmetries of the grid have an important effect on the spatio-temporal dynamics of the spiral” and that ”the spiral tip trajectories are usually very sensitive to insufficient grid resolution or grid asymmetry”.

Figure 36: Heterogeneity shape $h_1(\rho)$ with $A = 1$ as stated in (60).
Figure 37: Method 1 Periodic $h_1(\rho) \ A = -0.00001 \ \Delta x = 2^{-6} \ \Delta t = 1$.
We observe the expected epicycle motion but the system behaves with a $D_4$ symmetry.

Figure 38: Method 1 Neumann $h_1(\rho) \ A = -0.00001 \ \Delta x = 2^{-6} \ \Delta t = 1$.
The result is very similar to Figure 37 suggesting the boundary conditions have a negligible effect in this case.
This prompted two additional numerical experiments for the spot dynamics. On the first one, we will expand the domain, distancing the boundaries from the spot motion while keeping $\Delta x = 2^{-6}$. On the second experiment, we will instead double our grid resolution while keeping the domain unchanged.

Unfortunately, both of these simulations are very numerically intensive while working with method 1 (Crank-Nicholson). Therefore, we now turn to method 2 (explicit finite difference). For more details see Section 1.6.

Using Method 2

We now turn to numerical experiments executed with method 2. This explicit calculation is faster and will more easily be able to sustain larger number of computations (see Section 1.6). As a starting point we will repeat what was done with method 1. This means starting with the rigidly rotating spot presented in Figure 34, using the parameters from Table 7 (recall $\Delta x = 2^{-6}, \Delta t = 1$) and heterogeneity $h_1(\rho)$ with $A = -0.00001$. Figures 39 and 40 illustrate the results obtained for periodic boundaries and Neumann boundaries respectively.

When comparing the results of method 1 and 2 for periodic boundaries a slight difference is observed between Figure 37 and 39. The radial convergence of the COR compared to the angular progression is much slower when using method 2. Indeed, it takes more than half a rotation before the system reaches its radial stability. This difference is noticeable but irrelevant when studying the qualitative dynamics of the spot, as we are doing. It is however important to see that the COR trajectory is again of $D_4$ symmetry (once the system has reached it’s radial fixed point).

In the second case, simulations using Neumann boundaries gave drastically different results depending on the numerical procedure (comparison between Figure 38 and 40). As in the periodic boundary case, the radial convergence is slower compared to angular progression when using method 2. This difference can thus be concluded to come from the numerical computation and not from boundary effects. On the other hand, after about one full rotation, the spot’s COR trajectory differs from what was obtained using periodic boundaries. Recall that method 1 did not react differently
Figure 39: Method 2 Periodic $h_1(\rho)$ $A = -0.00001$ $\Delta x = 2^{-6}$ $\Delta t = 1$.
The qualitative behavior of the spot is the same as in See Figure 37 (method 1). However, the rate of radial convergence appears to have slowed down compared to the angular progression.
depending on the boundary condition, but method 2 absolutely does. The COR trajectory is significantly perturbed when the spot reaches the domain limits. Indeed, it is affected in such a way that it seems to be “captured” by the boundary. The COR even stops its angular progression and changes orientation. It then finishes it on a fixed point.

This capture is very similar to a phenomenon called boundary drifting, and has been observed both numerically and physically for spiral waves (see [15, 41]). Remember that the black dots mark the spot center position, but that the actual spot expands around each point. When closely studying the components \((u, v, w)\), one can see that the spot expands up to the boundary (components are not zero). This is also the case when simulating with method 1.

We then ask ourselves, why is the spot being “captured” by the Neumann boundary when working with one method and not with the other? We hypothesize that the answer resides in the difference of radial convergence we observe at the beginning of
the simulations combined with boundary interactions. In method 1, the COR reaches the radial fixed point faster, indicating a steeper convergence rate. The boundary drifting phenomenon is probably still hiding underneath Figure 38 but is not able to overcome the stability of the fixed point. In method 2, the radial stability is arguably more fragile and is destroyed when approaching the domain limits, resulting in the breaking of the radial fixed point stability. The spot rotation is then attracted to a point of the domain that becomes an equilibrium, resulting from the interaction of the heterogeneity and the boundary drifting.

Now that the difference between numerical simulation methods has been established, we turn our attention back to the problem concerning the existence of the $D_4$ symmetry that is not expected by Theorem 3.2.2. We proceed with experimenting with a larger domain and, in a second part, with higher grid resolution.

**Large Domain**  We extend the domain from $1 \times 1$ to $3 \times 3$ while keeping the spot and heterogeneity centered. Hence, the spot should mainly stay between $[1,2]$ for both axis. Figure 41 and 42 present the results. Recall that we are still using parameters from Table 7.

In both periodic and Neumann boundary case, we observe the same outcome. We still see the slow radial equilibrium convergence rate (with respect to the angular progression). Both give the same result as in the periodic case on the $1 \times 1$ domain (Figure 39). Since both kinds of boundaries give the same result when removing contact between spot and boundary, we deduce that phenomenon observed at the end of the $1 \times 1$ Neumann case (Figure 40) is certainly due to the interaction resulting from this contact.

As far as the $D_4$ symmetry is concerned, expanding the domain had no effect and thus we may conclude that this square symmetry is not caused by spot-boundary interactions.
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Figure 41: Method 2 Periodic $h_1(\rho) A = -0.00001$ $\Delta x = 2^{-6}$ $\Delta t = 1$ $L = 3$.
The result is the same as Figure 39 indicating that the boundaries are not the cause of the $D_4$ symmetry.

(a) Full Domain  
(b) Zoom

Figure 42: Method 2 Neumann $h_1(\rho) A = -0.00001$ $\Delta x = 2^{-6}$ $\Delta t = 1$ $L = 3$
The result is the same as Figure 39 and 41 reinforcing the idea that the boundary conditions are responsible for the particular dynamics of Figure 40.

(a) Full Domain  
(b) Zoom
Figure 43: Method 2 Neumann $\Delta x = 2^{-7} \Delta t = 1/4$ Homogeneous Domain. Changing $f_1$ is necessary in order to obtain the rigidly rotating spot. The Neumann boundary condition causes the spot to bounce off the domain’s edges.

(a) $f_1 = 0.060508$  
(b) $f_1 = 0.0604$  
(c) $f_1 = 0.06035$

**Higher Grid Resolution** Recall that our final and primary hypothesis was that the grid induces its square symmetry on the system due to its coarse discretization. Indeed, according to [7], grid symmetry may greatly influence dynamics of a system when using poor grid resolution. In order to test this statement for our system, we will change our discretization from $\Delta x = 2^{-6}$ to $\Delta x = 2^{-7}$. To keep numerical stability we will also change $\Delta t = 1$ to $\Delta t = 1/4$.

Although every other parameter will stay the same, a change in the discretization destroys the very fragile rigidly rotating spot. We thus need to readjust $f_1$ before adding the heterogeneity to the system. Figure 43 presents the result (note that the black dots were made larger than usual to help visualization). We concluded that $f_1 = 0.06035$ was a good value to reacquire the spot rotation. Table 8 contains the corrected parameters when using the new grid resolution. Note that all simulations up to this point started with the same exact initial condition. This case is not different, except for the fact that since we desire to increase grid resolution, we calculated the initial condition at extra points using linear extrapolation of the given adjacent grid points.

Now that we have recreated the rotating spot, we may add heterogeneity $h_1(\rho)$ using $A = -0.00001$ and parameters from Table 8. Figure 44 presents the experimental
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Table 8: Parameters for rotating spot using $\Delta x = 2^{-7}$ and $\Delta t = 1/4$

<table>
<thead>
<tr>
<th>$D_u$</th>
<th>$D_v$</th>
<th>$D_w$</th>
<th>$\theta$</th>
<th>$f_0$</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5.0 \times 10^{-5}$</td>
<td>$2.5 \times 10^{-5}$</td>
<td>$1.25 \times 10^{-4}$</td>
<td>40</td>
<td>0.05</td>
<td>0.06035</td>
<td>0.5</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Figure 44: Method 2 Neumann $h_1(\rho)$ $A = -0.00001 \Delta x = 2^{-7} \Delta t = 1/4 f_1 = 0.06035$. The epicycle motion is perfectly circular which corresponds to the theory.

(a) Spot Locations  (b) Without Spot Locations

outcome we were hoping for.

Increasing the grid resolution effectively reduces the $D_4$ underlying symmetry to a negligible magnitude. Our previously stated hypothesis is thus confirmed. We successfully observe the behaviour expected from Theorem 3.2.2. Indeed, the perfectly circular epicycle motion is as observed in Figure 35(b). Of course, in our simulations, the radius of the spot’s rotation is considerably larger compared to the inhomogeneity radius and domain than in [24].

Now that we have established what causes the $D_4$ symmetry observed in the epicycle motion, we may relate what we have learned to the underlying fluctuation observed in [39] during the spot rotation (See page 5). Recall that the article reported a small internal breathing motion oscillating four times during a rotation of
the spot. This seems to coincide, on a smaller scale, to the $D_4$ symmetry the system exhibits when the discretization is too coarse. Therefore, we are suggesting that their observation is in no way caused by the RD system but by the domain discretization ($\Delta x = 2^{-6}$). Hence, recreating their experiment with a finer mesh should see the breathing motion vanish.

We conclude by presenting the result when changing the heterogeneity sign. Figure 45 shows that the COR trajectory is opposite compared to what was previously obtained. The COR starts in an anti-clockwise motion while most of the rotation is still in contact with the heterogeneity. It “bounces” off the interior frontiers of the heterogeneity while going toward the domain center. When directly analyzing the simulation it is obvious that the transient motion of the COR toward the center is quickly decreasing in velocity. It is also observable when looking at the black dots concentration in Figure 45(a). Finally (b) presents the final state. We observe that the spot motion reached an periodic equilibrium at the center of the heterogeneity. Indeed, the periodic solution that created the previous epicycle motion has become unstable due to the heterogeneity reflexion by the plane. Hence, the rotating spot is trapped inside the repulsive annulus. Because of the large radius of rotation, the spot is always in a region where the repulsion is not negligible. Hence, it reaches equilibrium only when the repulsion is equal on all sides (the center of the inhomogeneity). Alternatively, simulating with a smaller rotation radius would certainly have a slightly different outcome. The rotation would not anchor itself to the center, but would only be repulsed toward the center until it reaches a region of negligible perturbation.

Figure 35(d) and (f) also illustrate the effect of an unstable periodic solution. The corresponding anchoring phenomenon is also observed because, even though the rotation radius was smaller, the perturbation was negligible at no point inside the repulsive annulus.

The analysis for $h_2(\rho)$ will be far more concise than for $h_1(\rho)$ as we have identified the possible numerical complications and ways to prevent them. From now on, we will exclusively use high resolution periodic boundaries numerical simulations, in order to avoid grid symmetry induction and spot-boundary interactions.
Figure 45: Method 2 Neumann $h_1(\rho)$ $A = 0.00001 \Delta x = 2^{-7} \Delta t = 1/4 \ f_1 = 0.06035$. The spot rotation centers itself in the middle of the circular inhomogeneity.

3.3.2 Second heterogeneity function $h_2(\rho)$

Due to the size of the spot and radius of its rotation, we used a larger domain in order to achieve a satisfactory simulation for this heterogeneity shape. However using $L = 3$ and keeping high grid resolution resulted in computational difficulties. Assuming spot interactions with other structures to be local, we may reduced the number of computation considerably using a RSD (see Section 1.6). The simulation using periodic boundaries, high resolution and parameters from Table 8 is presented in Figure 47.

The simulation indicates the presence of a stable periodic solution, although it turns out that it is not centered as the heterogeneity is. This is a problem since we expect the solution to be radially stable where the radius is calculated from the heterogeneity center. To further investigate this behaviour, it is interesting to look at the COR angular progression presented in Figure 48. The COR speed varies depending
on its position relative to the heterogeneity. The progression speed minimum corresponds to the moment when the COR is closest to the heterogeneity change of sign \( h_2(1) = 0 \) and is maximum when it is furthest from it. To sum up, even though a periodic solution is observed the variable angular progression and translated rotation differ from predictions. We hypothesize that although we have reduced \( B \) by a factor of two compared to what was used as \( A \) for \( h_1 \), the coefficient is not small enough to balance the heterogeneity size and shape. In other words, it is possible that this result is simply due to the fact that the heterogeneity is not small enough. Further analysis would be required and is left for future work.
Figure 47: Method 2 Periodic $h_2(\rho)$ $B = -0.000005 \Delta x = 2^{-7} \Delta t = 1/4$. The epicycle motion resemble what is expected except for the fact that is not centered with the inhomogeneity.
Figure 48: Square of the COR travel distance per 125 000 units time, as a function of time during the first period. We may conclude that the angular velocity oscillates depending on the spot location.
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Conclusion

The occurrence of spots in physical systems makes the study of spot dynamics an important subject. In this thesis, we have used two different RD systems in order to analyze spots in two distinct ways. Both are three-component reaction-diffusion systems on two-dimensional domains.

First, using a dynamical systems approach, we proceeded with a Fourier analysis of System 1 using periodic boundary conditions on a $2\pi \times 2\pi$ domain. Fixing certain parameters assured that the system possessed only one equilibrium that was homogeneous. We then established the stability conditions of that equilibrium point as functions of $\lambda$ and $D_u$ for each cumulative mode $\Omega$. Numerical simulations revealed that our calculations were very accurate at predicting loss of stability and through which mode it occurred. Bifurcations created different outcomes for each given mode. The Hopf bifurcation resulting from mode 0 bifurcation was associated with oscillating component planes. Mode 1 bifurcation created a unique spot pattern and mode 2 saw the emergence of two spots. Starting with the final state obtained in the unstable region (of the homogeneous equilibrium), quasi-static variations successfully showed the presence of hysteresis for modes 1 and 2. Our findings seem to indicate that all modes except mode 0 exhibit this behaviour.

By investigating the codimension 2 bifurcations, we observed some interesting phenomena. Indeed, near mode 0-1 bifurcation, in the zone where both modes are
unstable, the final state of the system either acquires the properties of mode 0 (oscillating plane) or mode 1 (unique spot pattern). We suppose this depends on the rates of convergence which vary with $\lambda$ and $D_u$. Near mode 1-2, we discovered that the final state does not necessarily correspond to the bifurcating mode. It is in fact possible that the system loses its stability through one mode but reaches a final state associated with another one. We hypothesized that the phenomenon is caused by the non linearity through hysteresis and the basins of attraction. Even though this Fourier analysis has proven to be very efficient at predicting the behaviour of the system near the homogeneous equilibrium, the approximation used during the calculation revealed to be too important to estimate what happens once this equilibrium lost its stability.

Secondly, we analyzed the effect of translational symmetry-breaking on a rigidly rotating spot using the results from [23] based on center manifold theory and symmetry group equivariance. We started by recreating some of the findings presented in articles related to Systems 1 and 2. Using System 1, we managed to report rebound, penetration and trapping from the interaction of a spot with a line heterogeneity. Generation and annihilation were common occurrences. We were unsuccessful at generating a rotating spot with System 1 and had to turn to System 2 to finally achieve it.

Even though it was initially intended for spiral waves, the theory found in [23] is applicable to rotating spots. By doing so, we wished to numerically prove the existence of the limit cycle by observing the spot in epicycle motion. The required translational symmetry breaking was achieved using different $\mathbf{O}(2)$-equivariant inhomogeneities.

We started by using a function $h_1$ to generate the inhomogeneity. We initially met some difficulties as the simulations were indicating the presence of the $D_4$ symmetry. In attempting to remove it, we observed what we think is boundary drifting when using Neumann boundary conditions. Additional experiments revealed that the underlying symmetry was induced by the grid and therefore, could be removed by making the discretization finer. This proves to be a probable explanation for the internal breathing phenomenon observed in [39]. It would be interesting to recreate
their experiment with a finer mesh to see if the small fluctuations vanish. Inverting
the sign of $h_1$ caused the spot rotation to anchor itself at the center of the hetero-
geneity. As it was mentioned during the analysis, we believe that decreasing the spot
rotation radius would change this. In this case, we expect the rotation to be repulsed
toward the center but stop once it reaches a point where the perturbation becomes
negligible.

Using $h_2$ as the function to generate the inhomogeneity also had its difficulties. We
had to use a larger domain ($3 \times 3$) while keeping the high grid resolution. Using what
we called restrained simulation domain we were able to proceed. A limit cycle was
observed but it was not centered and had varying angular progression. We suspect
that this due to the fact that the inhomogeneity is not small enough to apply the
results from [24]. Additional experiments are required to corroborate this hypothesis.

These results are compelling but many questions remain. For instance, is phase
locking possible for our epicycle motion? Does the results from [24] for the rotational
symmetry breaking of spiral wave also apply to rotating spots? Also, recall that other
rotational motions have been observed in RD systems (for example, rotating bound
states [26]). It would be interesting to see the effect of such translational symmetry
breaking on other rotational motion.
Appendix A

Roots of cubic equation

Consider the cubic equation

\[ x^3 + a_1 x^2 + a_2 x + a_3 = 0 \]  \hspace{1cm} (61)

Let’s define

\[ Q = \frac{2a_2 - a_1^2}{9} \]
\[ R = \frac{9a_1 a_2 - 27a_3 - 2a_1^3}{54} \]
\[ D = Q^3 + R^2 \]
\[ S = \sqrt[3]{R + \sqrt{D}} \]
\[ T = \sqrt[3]{R - \sqrt{D}} \]

The roots of equation (61) are:

\[ x_1 = S + T - \frac{a_1}{3} \]
\[ x_2 = -\frac{a_1}{3} - \frac{S + T}{2} + i\sqrt{3}(S - T) \]
\[ x_3 = -\frac{a_1}{3} - \frac{S + T}{2} - i\sqrt{3}(S - T) \]  \hspace{1cm} (63)

Hence, if \( D > 0 \) all roots are real and distinct. If \( D = 0 \), all roots are real and at least 2 of them are equal. If \( D > 0 \), the roots are made of one real value and a pair of complex conjugate.
The cubic of interest

In this thesis, we use the result above to solve a cubic of the form (see Section 1.2.1 and Section 2.1).

\[ x^3 - rx - h = 0 \]  \hspace{1cm} (64)

This corresponds to equation (61) with \( a_1 = 0 \), \( a_2 = -r \) and \( a_3 = -h \). Therefore, the constants of equation (62) become

\[ Q = \frac{-r}{3} \]

\[ R = \frac{h}{2} \]

\[ D = \frac{-r^3}{27} + \frac{h^2}{4} \]

Without calculating the roots explicitly, we see that the critical value at which the number of roots changes corresponds to \( h_c(r) = \frac{2r^{3/2}}{2\sqrt{3}} \) or \( r_c(h) = 3(\frac{h}{2})^{2/3} \).
Appendix B

Hysteresis

Hysteresis is a general term indicating a time-based dependence of the system on current and previous state. In other words, in addition to knowing the output at one time, one needs to know its history or internal state at that time in order to predict the system’s future.

In temperature regulating devices the term relates to the error the system allows. For example, setting an oven allowing 10 degree error at 300 will result in the oven turning on when under 290 and off when over 310. Hence, the temperature will oscillate in time. Most importantly, knowing the current temperature is not enough in order to predict future states. Indeed, one needs to know what temperature the oven was previously in (system history) or whether the oven is on or off (current internal state).

Another typical example of hysteresis is found when studying ferromagnetism. A non magnetic ferromagnet becomes magnetized under the influence of an external magnetic field. When removing the external field, the object conserves some of the magnetization (called remanence). Figure 49 is a typical graph of the object magnetic field (B) as a function of the external magnetic field (H). As we can see, B depends not only on H, but greatly on the history of the magnetized object.
Figure 49: Hysteresis loop taken from [30]
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