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Abstract

With the proliferation of social networks, people are likely to share their opinions about news, social events and products on the Web. There is an increasing interest in understanding users’ attitude or sentiment from the large repository of opinion-rich data on the Web. This can benefit many commercial and political applications. Primarily, the researchers concentrated on the documents such as users’ comments on the purchased products. Recent works show that visual appearance also conveys rich human affection that can be predicted. While great efforts have been devoted on the single media, either text or image, little attempts are paid for the joint analysis of multi-view data which is becoming a prevalent form in the social media. For example, paired with the posted textual messages on Twitter, users are likely to upload images and videos which may carry their affective states. One common obstacle is the lack of sufficient manually annotated instances for model learning and performance evaluation. To prompt the researches on this problem, we introduce a multi-view sentiment analysis dataset (MVSA) including a set of manually annotated image-text pairs collected from Twitter. The dataset can be utilized as a valuable benchmark for both single-view and multi-view sentiment analysis. In this thesis, we further conduct a comprehensive study on computational analysis of sentiment from the multi-view data. The state-of-the-art approaches on single view (image or text) or multi-view (image and text) data are introduced, and compared through extensive experiments conducted on our constructed dataset and other public datasets. More importantly, the effectiveness of the correlation between different views is also studied using the widely used fusion strategies and advanced multi-view feature extraction methods.

Index Terms: Sentiment analysis, social media, multi-view data, textual feature, visual feature, joint feature learning.
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Chapter 1

Introduction

1.1 Background and Motivation

1.1.1 Social Media

Social Website provides a convenient platform, on which users can share information with their friends and post their timely status or attitude. There exits the most up-to-date and heterogeneous data of users. As showed in Figure 1.1, different social websites provide various functions that users can upload, comment and repost messages with different media types. In addition, friendship and community can also be built on the Web. We can obtain plenty of knowledge from the users who contributed data and social activities. Many applications benefit from the exploration of such rich resource, ranging from media data understanding to big data visualization. For example, tagged images and videos can be utilized as weakly (inaccurate) labeled training instances for classifier learning. Recommendation can be performed by exploring the common patterns embedded in the crowd-sourcing knowledge of Web users. In addition, geo-location based services can benefit from the plenty of geo-tagged social data. For each user, personal interests can
Figure 1.1: Popular social networks on the Web: Facebook, Twitter, Instagram and Flickr.

Plenty of data is generated with the various user social activities using the rich functions (marked by red boxes) provided by social media.
be identified from the history of user social activities. This is especially important for providing personalized services, such as image tagging, search and recommendation.

On the other hand, social media poses many challenges. Firstly, the data contributed by general users tends to be diverse, inaccurate and unstructured. Mining knowledge from these data needs careful designs. Secondly, with the daily updated huge data, all the applications and designed algorithms should consider the problem of scalability. Efficient solution is extremely important for analyzing social media. Thirdly, the data on the Web has quite different attributes. It is difficult to represent them in a unified way. For example, image can be represented as visual features, while a user is usually represented as some statistical features such as the number of uploaded images or comments. In addition, the social entities are connected with each other, finally a huge network can be extracted. This further introduces significant difficulties on social media analysis. Other interesting issues in social media include the message diffusion on the Web, data organization and visualization, etc.

1.1.2 Sentiment Analysis

One of the most important aspects in social data is the conveyed human affection, which is the focus of this thesis. Companies can investigate the consumers’ opinions on their products or design new marketing strategies based on the discussions on the products in social media. For politicians, the attitude of voters exploited from social media is helpful for predicting the result of an election campaign. A fundamental issue behind these prevalent and anxious needs is to accurately analyze sentiment carried in the user generated data, which has recently enjoyed eruption of research activity.

Sentiment analysis aims at computationally identifying people’s opinion or attitude towards entities such as events, topics or product features. This work is also known as opinion mining or subjectivity analysis which are used interchangeably in literature. In [43],
the differences between sentiment analysis and other researches on affective computing, such as emotion detection and mood analysis, are discussed. In general, the computational representation of sentiment can be either categorical states (i.e., two opposing sentiment polarities) or the level of positivity (i.e., continues value between two polarities). In this thesis, we will concentrate on the problem of filling data into positive or negative sentiment as categorical states are easier for people to understand and justify. This is essential for many applications such as opinion-oriented summarization and item retrieval.

Sentiment analysis can be performed on different kinds of media types, such as text, image or video. Sentiment analysis of textual document has been a longstanding research field. We can roughly categorize existing works into two groups: lexicon-based approaches and statistic learning approaches. The former leverages a set of pre-defined opinion words or phrases, each of which is assigned with a score representing its positive or negative level of sentiment. Sentiment polarity is the aggregation of opinion values of terms within a piece of text. Two widely used sentiment lexicons are SentiStrength\(^1\) and SentiWordnet\(^2\). On the other hand, statistic learning approaches treat sentiment analysis as a standard classification problem. A variety of supervised learning approaches are utilized with some dedicated textual features. In addition, sophisticated nature language processing (NLP) techniques such as dependency parsing are developed to address the problems of syntax, negation and irony. These techniques can be found in two comprehensive surveys [43, 29]. On the other hand, visual sentiment analysis attracted extensive attentions recently, as visual instances is exponentially increasing in social media. The basic idea on visual sentiment analysis follows the same way of automatic visual content understanding.

\(^{1}\)http://sentistrength.wlv.ac.uk/
\(^{2}\)http://sentiwordnet.isti.cnr.it/
1.1.3 Predicting Sentiment in Social Data

Previous efforts concentrate mostly on opinionated textual documents from review-aggregation resources such as Internet-based retailers and forum Websites, where the fetched texts are usually in stereotyped format and substantially different from the unstructured data on social Websites. As a platform for quick and instant information sharing, Twitter messages are short, and thus difficult to gather sufficient statistics for sophisticated sentiment analysis. In addition, the desired material is regarded as “dirty”, since users’ presentation may be quite different in style, content and vocabulary (e.g., abbreviations or acronym). Thus, it is much harder for machines to accurately analyze these free-form texts [83]. To address this problem, recent works exploit additional information in social media, such as user relationship [19, 61] or Hashtags [28]. However, this is a subtask for boosting the performance rather than a standalone problem. In this thesis, we will study the fundamental issues of sentiment analysis using traditional techniques, whose performances on Twitter messages are still unclear. This is different from previous studies [44, 43], which investigate this problem on well-structured documents.

As a new and active research area, visual sentiment analysis adopts a similar framework with general concept detection. Supervised learning techniques are utilized on extracted low-level (e.g., GIST and SIFT) or middle-level visual features [66, 26]. In [79, 74], robust feature learning using deep neural networks is introduced into sentiment analysis. Similar to the semantic gap in concept detection, there is also an affective gap in sentiment analysis. To narrow down the gap, middle-level features defined on a set of affective atom concepts [81] and emotional Adjective Noun Pairs [3, 5] are investigated.

To this end, sentiment analysis is performed purely on textual or visual data. However, Web users tend to post messages containing different media types. For example, Twitter messages are usually attached with images or videos, which are more attractive than texts [78]. The statistical analysis in [78] shows that there is positive correlation between
the sentiment detected from texts and images. Thus more accurate results are expected by taking different views into consideration. The challenge coming up with this advantage is to analyze the data types with quite different characteristics. Early or late fusion, which simply combines the results generated from different views, is the most straightforward way [22, 3]. In [77], emotional images are selected by integrating the rank lists produced using visual content and corresponding texts respectively. However, the interaction between different views is ignored. While little effort has been devoted on sentiment analysis of multi-view data, many researches on cross-view or multi-view learning [73, 23] may be helpful to handle this problem. For example, a joint representation of multi-view data is developed using Deep Boltzmann Machine (DBM) in [60]. In this thesis, the different ways for combining the information from multiple views will be introduced and evaluated.

Since supervised learning needs plenty of clean training instances, one important obstacle causing the limited progress of sentiment analysis in social media is the insufficient manually justified training data, especially for visual and multi-view analysis. In addition, to promote the research on this problem, a challenging benchmark dataset is needed. In [3], a few hundreds of labeled multi-view Twitter messages are provided for sentiment analysis. This small dataset is further used in [74] for transferring Convolutional Neural Networks (CNN) trained on object images into the domain of sentiment classification. In [79], textual analysis results are utilized as weak labels for pre-training CNN, which is further turned using annotated 1,269 Twitter images. Other efforts on dataset construction for affective computing include video emotion detection [22] and aesthetics analysis [63, 38]. These datasets are either too small or not able to be directly used for sentiment analysis.

### 1.2 Objective and Contribution

We target at identifying user opinion from the posted messages with different types of media. To release the constraint on benchmark datasets, we contribute a set of multi-view
Twitter messages annotated with sentiment polarity information. Furthermore, state-of-the-art approaches are investigated. In summary, we make three important contributions in this thesis:

- To prompt the research on the multi-view sentiment analysis, we develop a benchmark dataset including manually justified twitter messages. The labels are provided for both text and image in each message. The provided dataset is larger than other multi-view dataset for sentiment analysis. The researcher can generate their own datasets based our provided data and annotations. In addition, the annotation tools are public accessible. Thus the dataset can be updated regularly with the upcoming annotations contributed by the users.

- We analyzed on the state-of-the-art approaches about textual, visual and multi-view sentiment analysis. Some insightful discussions on each of the approaches are given. Furthermore, we provide a comprehensive study of sentiment analysis on textual and visual data respectively. The feasibility of different methods on Twitter messages is evaluated through a comprehensive set of experiments conducted on public available datasets and our constructed dataset. Several aspects which may affect the performance are experimented and compared.

- Finally, we propose to predict sentiment from multi-view social data by exploring the correlation between textual and visual information carried in the Twitter messages, which is rarely considered in previous works. Both the traditional fusion strategies and the most advanced multi-view feature learning approaches are illustrated and experimentally studied. Eventually, we provide a pipeline for detecting sentiment in social data.
1.3 Scholarly Achievements

The major parts of the work in this thesis have been accepted by the following publication:


1.4 Thesis Overview

The remain of this thesis is organized as follows:

- Chapter 2 reviews the related works on sentiment analysis including the published datasets, various sentiment analysis approaches on textual, visual and multi-view data.

- Chapter 3 introduces the pipeline for sentiment analysis. Each component in the framework is illustrated in detail. We will focus on the features generally used or dedicatedly designed for our task. Finally, the statistical learning methods wildly used in sentiment analysis are also introduced.

- Chapter 4 describes the process for constructing our dataset. The way for collecting Twitter messages and the designed annotation tool are explained. The statistical analysis on the annotation results of our collected dataset is given in this chapter.

- Chapter 5 evaluates the introduced pipeline using some representative approaches discussed in Chapter 3. Sentiment analysis is performed on single and multi-view data respectively. Several influential factors in the pipeline are experimented and insightful discussions are given.
• Chapter 6 concludes this thesis. The potential future works on data collection and some interesting remaining issues for further study are included.
Chapter 2

Related Work

In this chapter, we first introduce related datasets for sentiment analysis, and then briefly discuss some representative approaches on single-view and multi-view data.

2.1 Sentiment Analysis Datasets

Coming up with the extensive research on text sentiment analysis, there is plenty of datasets available on the Web. These datasets are usually constructed for specific domains. In [76], a dataset is constructed by crawling 2,820,059 news pages from the Web. Another opinion dataset for news sources is MPQA\(^1\), where 535 news posts are labeled at the sentence level and sub-sentence level for various private conditions such as faiths and sentiments [71, 72]. Besides the news, user reviews and comments on the Web are also explored in some datasets. In [33], 50,000 movie reviews with annotations for positive and negative sentiment are provided. Pang and Lee [41, 42] proposed several movie-review datasets including a sentiment polarity dataset, a sentiment-scale dataset and a subjectivity dataset. Both document-level and sentence-level labels are provided. In addition, \(^1\)http://www.cs.pitt.edu/mpqa/databaserelease/
rating scores provided by Web users are used as sentiment scale. They further introduced another dataset using Yahoo search results corresponding to 69 queries containing keyword “review”. These queries are derived from real MSN users’ queries created by the 2005 KDD Cup competition [27]. In [17], a set of customer reviews on 5 electronics items downloaded from Cnet and Amazon is manually annotated at sentence level for sentiment analysis. In [10], a more complete economy database2 is provided. There are three parts in this dataset. The first one consists of feedbacks from Amazon merchants. The second set includes quotation and transaction premiums. The third one is the emotion scores on frequently appeared evaluation phrases on Amazon. In [58], a fine-grained dataset including multiple-aspect restaurant reviews is constructed. It includes 4,488 reviews, which are assigned a 1-to-5 rating for five diverse fields: ambiance, food, service, value and overall experience. A partially annotated dataset for multi-domain sentiment analysis is proposed in [2], which includes stuff reviews from wide variety of product categories on Amazon. Other datasets designed for different applications include congressional floor-debate transcripts [65], NTCIR multilingual dataset [52] extracted from Chinese, Japanese and English blogs, and Blog6 dataset covering many themes.

Recently, as many researchers turned their attentions to the more timely and convenient social data, some corresponding datasets are proposed. A widely used one is STS [11], where training set consists of 1.6 million tweets automatically annotated as positive and negative based on emotion icons (e.g., “:)” or “=)”), and testing set includes 498 manually labeled tweets. While STS is relatively large, the labels are derived from unreliable emotion icons. In [48], a large dataset including manually labeled 20K tweets is constructed for the annually organized competition in SemEval challenge. In these datasets, each message is attached with one label. However, each tweet may include mixed sentiments. In STS-Gold [49], both message-level and entity-level sentiments are assigned to 2,206 tweets and 58 entities. Each tweet is manually annotated with one of five categories, Negative, Positive,
Neutral, Mixed and Other.

Besides the datasets for general sentiment analysis, there are other datasets constructed for specific domains or topics using Twitter messages. Health Care Reform (HCR) dataset [59] is constructed for eight subjects, such as health care reform, Obama, Democrats, Republicans. Sanders dataset\(^3\) includes 5,513 tweets for four topics: Apple, Google, Microsoft and Twitter. In [53], Obama-McCain Debate (OMD) database was created from more than 3,000 tweets posted during the first America presidential TV argument in 2008. Each message in this dataset was annotated by several annotators using Amazon Mechanical Turk (AMT). As reported in [8], the inter-annotator agreement is 0.655, which indicates the effective agreement between annotators. To evaluate the sentiment lexicon SentiStrength, Sentiment Strength Twitter Dataset (SS-Twitter) including 4,242 tweets is introduced in [64]. Each tweet is annotated with a positive score between 1 and 5 or a negative score between -1 and -5. WA, WB and GASP are three sets of tweets drawn from the Dialogue Earth Twitter Corpus\(^4\). WA (4,490 tweets) and WB (8,850 tweets) are about the weather, and GASP includes 12,770 tweets discussing about gas prices.

Comparing to textual data, very few datasets have been built for sentiment analysis on visual instances. In [79], a total of 1,269 Twitter images (ImgTweet) are constructed for testing their method. Each image is annotated by five annotators from Amazon Mechanical Turk. The ground-truth is generated by considering the number of agreements between the five annotators. It is much more challenging to annotate the multi-view data. In [3], accompanying with their proposed emotional middle level features (SentiANP), a small dataset including 603 multi-view Twitter messages is provided with manual annotations. Originally, 2,000 tweets with both texts and images are showed to annotators also from Amazon Mechanical Turk (AMT). Each message is labeled in three ways, text only, image only and both text and image. Only the message with consistent labels are finally utilized.

---

\(^3\)http://www.sananalytics.com/lab

\(^4\)www.dialogueearth.org
in the benchmark. Besides the texts and images, another related large-scale dataset is proposed in [22], which nevertheless is constructed for emotion detection on Web videos. To the best of our knowledge, there are no other datasets dedicatedly designed for multi-view sentiment analysis.

2.2 Sentiment Analysis Approaches

2.2.1 Text Sentiment Analysis

The existing works on text sentiment analysis can be roughly categorized into two groups: lexicon-based approaches and statistic learning approaches. The former utilizes prior knowledge of opinion words or phrases, which can be either derived from manually constructed knowledge sources or induced from a document corpus. Two widely used sentiment lexicons are SentiStrength and SentiWordnet, where each word or phrase is assigned with a value to indicate its positive or negative strength. Sentiment polarity of a given text can be determined by aggregating the values of opinion phases within it. However, the size of lexicon is relatively small due to the expensive annotation process. In [18], starting with a small set of justified opinion words, the lexicon is enriched by their synonyms and antonyms extracted from WordNet\(^5\). However, utilizing common knowledge sources (e.g., WordNet) is not able to find domain specific opinion words. Early work in [13] adopts a linguistic approach to extract opinion words which are linked with the available opinion words by conjunctions such as “but” or “and”. In [67], the opinion words are identified if they are frequently co-occurred with “poor” or “excellent” in the documents. In [47], word polarity is determined according to the frequency of the word in positive or negative documents.

On the other hand, sentiment polarity classification is naturally a standard binary

\(^{5}\text{http://wordnet.princeton.edu/}\)
classification problem. A variety of supervised learning approaches can be leveraged with some unique designs. One of the most important aspects is to derive dedicated textual features. A widely used representation is the Bag-of-Words (BoW) model, where each entry in the feature vector corresponds to an individual term (e.g. word or phrase). Despite the various feature selection methods used to find informative terms in traditional text processing, such as Point-wise Mutual Information (PMI) and Chi-square ($\chi^2$), specific approaches for sentiment analysis adopt adjectives and opinion words through part-of-speech tagging [70, 37]. In addition to unigrams which assume tokens are independent, we can define high-order n-grams, where terms are combination of tokens considering their positions in the textual units. Another important aspect is the choice of supervised learning techniques. The most effective approaches investigated in previous works [37, 44, 7] are Naive Bayes (NB), Support Vector Machines (SVM) and Maximum Entropy (ME). However, there is no conclusion on which one is the best, and the choice of feature and learning technique is variant across different domains. For example, unigrams perform better on movie reviews [44], while conversely, Dave et al. [7] reported a better result using bigrams and trigrams on product reviews.

Natural Language Processing (NLP) techniques are usually used as a pre-processing step in lexicon-based approach [36] or linguistic feature extraction. In [4], a deep NLP analysis of the sentences with a dependency parsing stage is used in their proposed sentiment analysis method. In [35], the NLP techniques are used to analyze time and tense presentations. The defined two parameters related to the time of ordering products and the time of using the products. Then, the important opinion threads for the two parameters are extracted from the review data.
2.2.2 Visual Sentiment Analysis

Besides the text, image and video have been two pervasive media types on the Web. The popularity of portable devices integrated with camera and social networks (e.g., Instagram or Twitter) has made the acquisition and dissemination of image/video much more convenient. Computation analysis of human affection expressed in the visual instances is becoming an active research area. A standard way to address this problem leverages the supervised learning techniques with visual features extracted from a set of training data. Inspired by the success of semantic concept detection, which aims at identifying the physical appearance (e.g., object and scene) in visual instances, some handcrafted low-level features (e.g., GIST and SIFT) are utilized for visual sentiment analysis in the literature [78, 56, 77]. A well-known problem in concept detection is semantic gap. Similarly, there exists an affective gap between the low-level features and the affection expressed in an image [34]. Meanwhile, different from the concrete concept detection, affective analysis targets at more abstract human concepts. The additional challenges motivate the design of new visual features based on aesthetics, psychological and art theory [34, 24, 82, 63, 69]. In [79, 74], more advanced features learned from large amount of images using deep learning techniques are introduced into sentiment analysis. Unlike the low-level visual features, middle-level features such as Classemes [66] and ObjectBank [26] utilize responses of classifiers trained for a set of atom concepts. These features convey the high-level semantics of visual instances, and are expected to narrow down the semantic gap. Similarly, to bridge the affective gap, affective atom concepts such as sentiment-related attributes [81] and sentiment-aware Adjective Noun Pairs [3, 5] are defined for extracting middle-level features. In this thesis, we will investigate the performances of various features extracted at different levels on the diverse social images.
2.2.3 Multi-view Sentiment Analysis

While great progress has been made on sentiment analysis performed on textual or visual data, little effort is paid on the multi-view social data. A straightforward way [22, 3] is to fuse features or prediction results generated from different views. However, it fails to represent the correlations shared by the multiple views, and thus losses important information for sentiment analysis. The related works on learning cross-view or multi-view representations [73, 23] may be helpful to handle this problem. For example, a joint representation of multi-view data is developed using Deep Boltzmann Machine (DBM) in [60]. However, it is still unclear whether these techniques are able to represent the complex sentiment related context in the multi-view data.

In short, sentiment analysis is intrinsically a binary classification problem. The main difference of different systems lies in the choice of effective feature extraction methods. In addition, a suitable dataset is significantly essential for learning and testing the systems, which may be the reason limiting the needed progress on the sentiment analysis of multi-view data.

2.3 Statistical Learning Algorithms

As we mentioned before, this thesis will focus on predicting sentiment polarity, which is naturally a classification problem. We will only briefly introduce the learning algorithms suitable for our problem. There are many popular statistical learning algorithms that theoretically can be used to solve our problem. Through the extensive studies and researches conducted in different research communities during the last few decades, the most robust and popular methods include Naive Bayes, Maximum Entropy, SVM and so on. Different types of data or features may adopt different models. In addition, the applied domain of data is another factor for selecting the algorithm.
For the text sentiment analysis, Naive Bayes, Maximum Entropy, logistic regression and linear SVM are widely used. Naive Bayes is the simplest probabilistic classifier, which models the posterior probability of a class. Based on Bayes’ theorem with naive assumption of independence between words, the problem is converted to model the distribution of each word (feature) in the given class. Maximum entropy is another probability model which is sometimes better than naive Bayes. In maximum entropy, the posterior distribution is directly modeled in an exponential form, where the weighted function is adopted on the extracted features from the instance under context of the target category. Eventually, the optimal parameter is obtained that the entropy of induced distribution is maximized. Note that maximum entropy classification makes no assumption of independence between features. Besides the probability models, both logistic regression and linear SVM are linear models, where the parameters are the weights assigned to feature vectors. The major difference is the adopted loss function. Logistic regression utilizes log loss, while SVM leverages Hinge loss under the principle of maximum marginal classifier. As indicated in [9], these two linear models perform similar in practice. According to the results reported in literature, there is no winner between the discussed algorithms when applied in sentiment or document analysis. In other words, an effective feature representation is essential in text sentiment analysis.

For the visual and multi-view data, linear SVM and logistic regression are usually the optimal choices simply because they can achieve reliable detection accuracy and have the advantage of efficiency. Comparing these two linear model, they have similar properties in effectiveness and efficiency. One advantage of logistic regression is that its prediction results are naturally ranged within [0,1], so that it can be used as the probability. In this way, fusion of multiple models is feasible. For linear SVM, we can convert the decision score into probability using the sigmoid function. Despite the linear model, kernel SVM which has been demonstrated helpful in general recognition tasks is also employed in affective computing. In [22], it is utilized to fuse multiple features by defining several kernels.
However, the disadvantage is that it is computational expensive and is not scalable. Recently, with the development of deep learning architecture, sentiment analysis on image is promoted using deep neural network such as Convolutional Neural Networks [79]. In this thesis, we adopt the linear SVM which has performed promisingly well on text, image and multiple-view data. The detail of this model will be given in section 3.5. Our empirical study on sentiment analysis will focus on the feature aspect which is the most influential component.
Chapter 3

Predicting Sentiment in Multi-view data

This chapter first gives the pipeline of sentiment analysis in section 3.1, which can be utilized for handling different kinds of media data. Then the following sections introduce and compare the detailed techniques designed for different media types, including textual features in section 3.2, visual features in section 3.3, multi-view learning in section 3.4 and the statistical learning strategy in section 3.5.

3.1 Overall Framework

The ultimate goal of sentiment analysis is to understand the polarity or the level of human sentiment from their generated contents. It is intuitively a standard classification or regression problem. Thus, the state-of-the-art sentiment analysis systems follow the basic pipeline showed in Figure 3.1, which is similar to that of many other recognition problems. To learn a classifier for detecting sentiment, we first need a set of labeled training data including both positive and negative instances. Then the instances are represented as
Figure 3.1: The pipeline of sentiment analysis on social data, which follows the similar framework in the standard recognition problem.

Feature vectors, which are utilized for learning a statistical model (classifier). The model learning can be done off-line. When given a new coming testing instance, the feature is also extracted and the learned corresponding classifier or the regression model is employed for predicting its sentiment.

The two most important components in the pipeline are feature extraction which converts different type of data into feature vectors, and statistical model which learns a classifier or a regression model. In this thesis, we will only consider the classification model as the labels are discrete categories. As for the regression, the techniques are quite similar except the labels may be the scores indicating the level of sentiment. We will introduce each of the components in the following sections. Note that we can also extract different kinds of features representing different aspects of social data. Thus multiple models can
be learned for a specific task. The combination of these models can be an additional step in the framework. The discussions on the fusion of multiple features will be also included in this chapter.

### 3.2 Text-based Approaches

Besides the statistical learning approaches, sentiments in textual documents can also be predicted using lexicons. In this section, we first introduce lexicon-based methods, followed by the textual features used in the statistical model.

#### 3.2.1 Lexicon-based approaches

**Lexicon** consists of emotional words which are manually assigned with sentiment scores. In this thesis, we consider two popular lexicons: SentiWordnet and SentiStrength as they are the most comprehensive ones.

SentiWordnet is constructed based on the structure of lexical database WordNet\(^1\), where words with the same meaning are grouped into a synset. In SentiWordnet, each synset is associated with three numerical scores corresponding to its level of positive, negative and objective sentiment. As one word may belong to multiple synsets, SentiWordnet further defines which one is the first meaning, second meaning and so on. Given a word, the total sentiment score is computed by weighting its synset scores based on the rank of meanings. SentiWordnet also needs the part-of-speech (PoS) of the given word. In this thesis, we adopt ArkNLP\(^2\), which is designed for parsing Twitter messages. It provides tokenizer, part-of-speech tagger, hierarchical word clusters, and dependency parser for tweets. As showed in Figure 3.2, adjective word “cute” receives positive score 0.54 in SentiWordnet.

\(^1\)https://wordnet.princeton.edu/

\(^2\)http://www.ark.cs.cmu.edu/TweetNLP/
Figure 3.2: Sentiment analysis by using two Lexicons: SentiWordnet and SentiStrength. The contents within “[ ]” is the analysis results. Blue parts mean the scores for each individual word, and red parts are the overall results of the sentence.

In SentiStrength, the positive strength of one word is a number between 1 and 5. The meaning of 1 is not positive and 5 means extremely positive. The negative strength score is between -1 and -5. -1 means ”not negative” and -5 means ”overly negative”. In the example of Figure 3.2, positive words include cute, adorable and romantic etc. In addition, the scores of consecutive positive words will be increased by one. Thus the maximum score is 5.

Given a document including $N$ individual words, the overall sentiment score using lexicons can be defined by computing the average scores over all words as:

$$Score = \frac{1}{N} \sum_{n=1}^{N} F_n \times score_n,$$  \hspace{1cm} (3.1)
where $F_n$ and $score_n$ are the term frequency and sentiment score of word $n$ respectively. Another way adopted by SentiStrength is defined as:

$$Score = \max_{n \in pos} score_n + \min_{n \in neg} score_n,$$

(3.2)

where $pos$ and $neg$ are the word sets received positive and negative scores respectively. Then the sentiment polarity of a document can be decided in the following way:

$$Sentiment = \begin{cases} 
    \text{Positive}, & \text{Score} > 0 \\
    \text{Negative}, & \text{Score} < 0 \\
    \text{Neutral}, & \text{Score} = 0 
\end{cases}$$

(3.3)

With the lexicon-based approaches, the message showed in Figure 3.2 is labeled as positive sentiment using either SentiWordnet or SentiStrength.

### 3.2.2 Textual Features

**Bag-of-Words (BoW)** is a standard textual feature. The way for generating this feature is showed in Figure 3.3. We first define a vocabulary including a set of terms (individual words or word n-grams) $V = \{w_1, w_2, \ldots, w_n\}$. The vocabulary is usually constructed by selecting the most frequently appeared terms in the corpus. In addition, other methods can also be utilized for selecting some informative words. For sentiment analysis, the important words can be emotionally related terms, which may be manually selected or simply adjectives identified from the documents using Part-of-speech (PoS) tagging. For general document classification, the informative words can be derived from a large collection of documents corresponding to the target category using statistical methods such as pointwise mutual information (PMI) or Chi-square ($\chi^2$). PMI is defined based on the co-occurrence between target class $c$ and word $w$. Let $p(w, c)$ be the joint probability of $w$ and $c$. If the class $c$ and word $w$ have the probabilities $p(c)$ and $p(w)$, PMI is formulated
Figure 3.3: The process for extracting Bag-of-Word from a textual message.

as:

\[
PMI(w, c) = \log \frac{p(w, c)}{p(c) \times p(w)} = \log \frac{p(w) \times p(c|w)}{p(c) \times p(w)} = \log \frac{p(c|w)}{p(c)},
\]

(3.4)

where \( p(c|w) \) is the probability of \( c \) conditioned on word \( w \). The probability can be easily computed by counting the frequency of each word. \( p(w) \) is the fraction of documents containing word \( w \) in the whole collection. \( p(c|w) \) is the fraction of documents belong to \( c \) in the subset of collection containing word \( w \). \( p(c) \) is the global fraction of documents from category \( c \). With this definition, word \( w \) is positively correlated with \( c \) if \( PMI(w, c) > 0 \). \( PMI(w, c) < 0 \) indicates the negative correlation between \( w \) and \( c \). Both of the positively and negatively correlated words are indicative for recognizing category \( c \).

The correlation between word \( w \) and class \( c \) using Chi-square (\( \chi^2 \)) is determined by

\[
\chi^2(w, c) = \frac{N \times p(w)^2 \times (p(c|w) - p(c))^2}{p(w) \times (1 - p(w)) \times p(c) \times (1 - p(c))},
\]

(3.5)

where \( N \) is the total number of documents in the collection. According to the definition of Equation 3.5, small \( \chi^2(w, c) \) means less association between \( w \) and \( c \). In the extreme case
that all the documents include w, the $\chi^2$ value becomes zero. We can rank the words based on their $\chi^2$ values. The top ranked words can be utilized for constructing the vocabulary.

With the pre-defined vocabulary, a document is represented as a feature vector, where each element corresponds to one of the words as showed in Figure 3.3. The value of each element can either be a binary value indicating the appearance of the corresponding term or a counting value indicating its term frequency (TF) in the document. In addition, considering the terms may have different importance, each term can be assigned with a weight. One well-known weighting method is inverse document frequency (IDF), which will assign higher weights to words rarely appeared in the documents and penalize frequent words. Formally, it is defined as

$$w^{\text{idf}} = \log \left( \frac{N}{|\{d : w \in d\}|} \right),$$

where $N$ is the total number of documents, and $|\{d : w \in d\}|$ is the number of documents including $w$. There may be other variants dedicatedly designed for some specific applications. In this thesis, we will evaluate the impacts of some factors in the BoW feature extraction on the text sentiment analysis through the experiments conducted in chapter 5.

Statistics of Text (SoT) has also been proved to be helpful in text sentiment analysis. Basically, some symbols in posted messages may indicate the expressions of users. For example, a question mark may indicate a rhetorical question, and an exclamation mark is an indication that the expressed feeling is emphasized. In [46], nine kinds of text statistics are defined, such as the sum or average of positive and negative scores over all words. The score of each word is derived from the sentiment lexicons (e.g., SentiWordnet). In this thesis, we consider to use the following SoT features:

- The average and sum of positive and negative sentiment scores over all the words.
  We adopt SentiWordnet and SentiStrength to determine the score of each word.
- The number of question marks “?” in the message.
• The number of exclamation marks “!” in the message.

• The number of combinations of exclamation and question marks “!?” in the message.

• The number of uppercases.

Finally, we can generate a 12 dimensional feature vector by concatenating above statistical values. By using SoT features, the problem of sparsity in BoW generated from short tweets can be addressed to certain extent. It can be used as a complementary to the BoW feature. Comparing to BoW, where vocabulary is derived from a specific domain and may not be suitable for different data collections, one advantage of SoT feature is that the definition is independent to the applied domains.

3.3 Visual-based Approaches

There are a plenty of visual features proposed for different visual recognition tasks. Here we group them into three categories: low-level, middle-level and aesthetic features. As showed in Figure 3.4, low-level features represent the visual content directly from the pixel values by mining the common patterns, informative regions or distribution of colors. The image is treated as a two dimensional signal. One major problem of low-level feature is the so called semantic gap defined as the lack of coincidence between the information that one can extract from the visual data and the interpretation that the same data have for a user in a given situation [57]. In contrast, the middle-level feature adopts a set of concept classifiers built upon the low-level features, so that the image can be represented at the semantical level. This kind of features is expected to be helpful for narrowing down the semantic gap. The third category is aesthetic features which are dedicatedly designed for extracting the abstract human perception on the visual appearance. The target is to reduce the so called “affective gap” defined as the lack of coincidence between the measurable signal properties, commonly referred to as features, and the expected affective state in which the
Figure 3.4: Image representations at different levels. Low-level features or aesthetic features are derived from the raw images. Middle-level features consist of the responses of a set of atom concept detectors built upon the low-level features extracted from the images.

user is brought by perceiving the signal [12]. Aesthetic features are also derived from the image signal, but with consideration of human affections when viewing the appearance of an image.

3.3.1 Low-level Visual Features

The low-level features adopted in our work include Color Histogram, GIST, Local Binary Pattern (LBP) and Bag-of-Visual-Words (BoVW).

Color Histogram [54] is the basic visual feature extracted from RGB color channels. For each channel, we can get a 256 dimensional histogram indicating the distribution of
Figure 3.5: The process for extracting color histogram from a single image.

Figure 3.6: The process for extracting GIST feature from a single image.

pixel values. Then the three 256 dimensional histograms are concatenated as a feature vector. After that, the feature vector is normalized to unit length. Figure 3.5 shows the way for generating color histogram.
**GIST** descriptor [40] is proposed for representing real-world scenes in a computational model. The image is first filtered by using several Gabor filters with different scales and orientations. The texture information in the image can be captured by using the filters. In this thesis, we consider to use 3 scales, the number of orientations under each scale is set as 8, 8 and 4 respectively. In total, we generate 20 feature maps corresponding to the 20 Gabor filters. The maps are showed in Figure 3.6. For each of the map, we split it into $4 \times 4$ grids. The average response value of each grid is defined as its energy. Eventually, all the energies are combined into a 320 dimensional GIST feature vector.

**Local Binary Pattern (LBP)** [14] descriptor is a popular texture feature. Each pixel is represented as binary codes (pattern) by comparing its value with the values of the neighbors. For the example in Figure 3.7, the value of the pixel marked as red is compared with its 8 neighbors. If the value of center pixel is greater than the value of a neighbor, the neighbor is coded as 1, otherwise 0. In this case, we generate a 8 bit code for each pixel. Starting from the left-middle and following the clockwise along a circle, the LBP code for red pixel in Figure 3.7 is “00000110”. In this way, all the pixels are represented to one of the $2^8 = 256$ candidate LBP codes (patterns). Then the LBP feature is generated by using the histogram of LBP code map. However, some binary patterns may frequently appeared in the images. In [14], uniform pattern is defined if there are at most two 0-1 or 1-0 transitions. The example showed in Figure 3.7 is a uniform pattern. In total, we can find 58 uniform patterns. Finally, we define a separate bin for each uniform pattern, and all the other patterns are assigned to one bin. Thus, the number of patterns as well as the feature dimensions are reduced from 256 to 59.

**Bag-of-Visual-Words (BoVW)** [39] borrows the idea of BoW except the words are descriptors which are computed on image patches around some keypoints. The location of keypoints are detected by using the difference of Gaussians function (DoG) applied in scale space. Another method widely used for keypoint detection is the Hessian-Affine region detector. Around the detected keypoint, the dominant orientation and scale is
Figure 3.7: The process for extracting LBP feature for a single image.

determined by analyzing the gradient values. An example of the detected keypoints are showed in Figure 3.8(a). In this way, the extracted feature is invariant to translation, scaling, rotation, illumination changes. For visual recognition, instead of extracting local features around keypoints, it has been observed that the method using densely sampled local regions (Figure 3.8(b)) can also achieve comparable results.

After detecting the most informative regions, SIFT descriptor [30] is adopted to represent the selected image patches. As showed in Figure 3.8, the gradient (magnitude and orientation) of each pixel is first computed on the patch scaled to fixed size. Gaussian weighting function is further utilized on the image patch so that the pixel far away from the keypoint center will be assigned with less weight. Then, the patch is split to $4 \times 4$ grids, where 16 histograms are formed to quantize the orientations into 8 bins. Finally the histograms are merged as a 128 dimensional vector.

With the extracted SIFT descriptors, the next step is to quantize the descriptors into a feature vector using Bag-of-Visual-Words (BoVW) model. Each SIFT descriptor can be treated as a visual word similar to the text word in BoW. The process for generating BoVW
Figure 3.8: The process for extracting SIFT location feature.

Feature is showed in Figure 3.9, where the vocabulary is the centers of groups generated by clustering a set of descriptors extracted from several images. Given an input image, each extracted SIFT descriptor is assigned to one or several visual words in the vocabulary. In the standard hard assignment, the value corresponding to the visual word which is closest to the input SIFT feature will be increased by one. In [21], soft assignment is adopted to allow that each SIFT feature can contribute to K closest visual words with different weights. An advanced method Locality-constrained Linear Coding (LLC) proposed in [68]
adopts the reconstruction coefficients as weights using the following equation:

\[
    c^* = \arg \min_c ||x_i - c_i^T B||^2,
\]

\[
    \text{s.t., } \sum_j c_j = 1,
\]

where \(B\) is the vocabulary including \(N\) words, \(x_i\) is the SIFT descriptor and \(c^*\) is the learned coefficients. For an image containing \(M\) SIFT descriptors, the quantization results will be a \(M \times N\) matrix as showed in Figure 3.9. The BoVW feature is generated by pooling along each column. Maximum pooling selects the largest value, while average pooling computes the average value in each column. In this thesis, we will use the maximum pooling strategy which has been demonstrated better than average pooling on image recognition.

Figure 3.9: Bag-of-Visual-Words (BoVW) generated by quantizing SIFT descriptors.
3.3.2 Middle-level Visual Features

The middle-level features adopted in this thesis include Classemes, Attribute and SentiANP. We will illustrate each of them.

**Classemes** [66] is a middle-level feature which adopts the outputs of 2,659 classifiers trained for detecting some semantic concepts (e.g., objects). Each dimension indicates the probability of the appearance of a category. Classemes is built for general category image search. The 2,659 concrete concepts are selected from the Large Scale Concept Ontology for Multimedia (LSCOM). For example, some highly weighted classes are “helmet”, “walking” and “body_of_water”. Each classifier is learned using LP-β kernel combiner, where 13 types of low-level features are combined using different kernels such as $\chi^2$ distance, i.e., $k(x, y) = exp(-\chi^2(x, y)/\gamma)$. The adopted features are:

- Color GIST descriptor as described in section 3.3.1.
- Pyramid of Histograms of Oriented Gradients (PHOG) [6] and Unoriented Gradients under four spatial pyramid scales.
- Pyramid self-similarity [55] is defined as a 30 dimensional descriptor at every 5 pixels. Quantization is performed in a similar way with BoVW to generate the feature vector with three spatial pyramid levels.
- BoVW using keypoints detected by the Hessian-Affine detector.

Comparing to low-level visual features, Classemes represents images at a higher semantic level. It is expected to be helpful to detect challenging concepts with large within-class variants, which are hard to be captured from low-level features. For example, duck can be inferred from the detection results of concepts in Classemes such as bomber_plane, body_of_water and swimmer.
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Attribute is another middle-level feature, which represents abstract visual aspects (adjectives, e.g., “red” and “striped”), rather than the concrete objects used in Classemes. We adopt the 2,000 dimensional attribute proposed in [80], which is designed for representing category-ware attributes. Firstly, a category-attribute matrix $A$ is learned. Each row can be considered as the representation of a category in the attribute space or the associations between the category and attributes. The objective function is defined as

$$\max_A J(A) = \sum_{i,j} \| A_i - A_j \|^2_2 - \lambda \sum_{i,j} S_{i,j} \| A_i - A_j \|^2_2$$

(3.8)

where the first term induces discriminative capability, the second term is the proximity preserving regularization term, and $S_{i,j}$ measures the category similarity. Then, attribute classifiers are learned using the category labels on training instances weighted by the learned associations $A$. In this way, the attribute classifiers can be obtained without the requirement of human supervision on the training data. This is significantly important for attribute learning as annotating attributes is much more expensive than general concepts.

SentiANP [3] is an attribute representation dedicatedly designed for human affective computing in Sentibank ontology. It includes 1,200 Adjective Noun Pairs (ANPs), e.g., “cloudy moon” and “beautiful rose” which are carefully selected from Web data. ANP is more detectable than the adjectives only, meanwhile it is representative for expressing human affects. For each ANP, the training instances are collected from Flickr. The classifier learning follows the similar way with other middle-level features except the utilized low-level features. Comparing to Classemes and Attribute, which are designed for general visual understanding, SentiANP is intuitively suitable for visual sentiment analysis.

### 3.3.3 Aesthetic Features

In this section, we consider to use two kinds of recently proposed features based on the psycho-visual statistics.
Aesthetic (AF) [1] feature is helpful for understanding the visual instance at more abstract level such as "beautiful". It can partially reflect the affections expressed in the visual instance. We adopt following aesthetic features used in [1]:

- Dark channel feature utilizes the minimum filter on RGB channels of each pixel. The image $I$ is first divided into $m \times m$ grids $\{A_j\}_{j=1}^{m \times m}$. The dark channel feature for each grid is defined as

$$F_{dc}(j) = \sum_{i \in A_j} \min_{c \in \{R,G,B\}} \sum_{k \in N(i)} I_c(k),$$

(3.9)

where $N(i)$ is the set of neighbors of pixel $i$. This feature is able to reflect the local clarity and saturation.

- Luminosity feature computed on the luminosity channel in LAB color space is defined as

$$F_{lf}(j) = \exp\left(\frac{\sum_{i \in A_j} \log(\delta + I_L(i))}{S}\right),$$

(3.10)

where $S$ is the size of $A_j$, and $I_L$ is the luminosity channel.

- Sharpness of an image is derived from the spectral map $(a_{x_j})$ and sharpness map which is computed on the 8-neighbor pixels in $A_j$. It is defined as

$$F_{S3}(j) = \left[\left(1 - \frac{1}{1 + \exp(-3(a_{x_j} - 2))}\right) \left(\frac{1}{4} \max_{r,c} \frac{\sum_{r,c} |x_j^r - x_j^c|}{255}\right)\right]^{1/2},$$

(3.11)

where $x_j^r$ and $x_j^c$ are row and column neighbors of $x_j$ in $A_j$.

- Symmetry is defined as the difference between left-half and right-half of the image, as well as the difference between top-half and bottom-half. Each half image is first split into several grids, where some low-level features (e.g., color histogram or HoG histogram) are extracted. The difference is computed using the low-level features.
• White balance feature is defined as the difference of an image from the ideal image with adjusted white balance. It can be simply defined as

\[ F_{wb} = \frac{\max(\text{ave}, 128)}{\text{ave}_c} , \]

where \( \text{ave} \) and \( \text{ave}_c \) are average gray value of three channels and average value of one certain channel in \( A_j \) respectively.

• Colorfulness is defined as the number of non-zero elements in the histogram extracted from the hue channel in HSV color space.

• Color harmony is derived from the color patterns appeared in the hue channel of HSV color space. In specific, a harmony value is defined as the intersection between the histogram of the hue channel and a pre-defined color pattern (histogram). Given a set of color patterns, the computed maximum harmony value is used as the aesthetic feature.

• Eye sensitivity measures the sensitivity of an eye to the colors of certain wavelength. The image patch \( A_j \) is first represented as a color histogram weighted by the pre-defined color sensitivities. Then the maximum value of the histogram is used as a kind of aesthetic feature.

Principles-of-Art (PoA) features [82] are defined based on some principles of art (e.g., balance and emphasis), rather than the elements of art used in other aesthetic features. PoA has been proved to be helpful in image emotion detection. The defined PoA features include:

• Balance refers to the symmetry of the arrangement of art work. It is similar to the symmetry feature defined in [1], where only horizontal and vertical symmetry are considered. In [82], balance features include bilateral symmetry using feature point matching, rotational symmetry [31] using hough transform and radial symmetry [32] using radial symmetry transformation.
• Emphasis (contrast) indicates sudden and abrupt changes in elements. In [82], Itten’s color contrasts [20] and Sun’s rate of focused attention (RFA) [62] are employed to represent this property. In [20], the features include contrast of saturation, hue, complements, warmth, cold, harmony and extension. RFA measures the level of attention when viewing the image. With a detected saliency map \( Saliency \) and several aesthetic masks \( \{ \text{Mask}_i \} \), RFA is defined as

\[
RFA_i = \frac{\sum_{x,y} Saliency(x,y) \text{Mask}_i(x,y)}{\sum_{x,y} Saliency(x,y)}
\]  

(3.13)

• Harmony (unity) represents a sense of completion and uniform appearance, and is reflected by repetition or gradual changes of elements. In [25], a harmony score is defined for each pixel using the hue and gradient of its circular neighbors. The neighbors are first split into two groups \( c_1 \) and \( c_2 \), each of which includes several adjacent neighbors. The harmony score at pixel \( (x, y) \) is defined as

\[
H(x, y) = \min_{c_1} \exp (-|h(c_1) - h(c_2)|) |i(c_1) - i(c_2)|
\]  

(3.14)

where \( h(c_1) \) and \( h(c_2) \) are maximum hue or gradient in group \( c_1 \) and \( c_2 \) respectively, and \( |i(c_1) - i(c_2)| \) indicates the shortest circular distance between the neighbors with maximum hue or gradient. The overall harmony is the sum of scores in the image.

• Variety indicates the complexity of elements in the image, which affect the visual interestingness. This feature is defined as the color variety by counting different basic colors, and distribution of gradient on eight directions and eight scales.

• Gradation is the way of change from one element to another element. Pixel-level gradation is defined as windowed total variation (WTV) and windowed inherent
variation (WIV) [75]. WTVs in $x$ and $y$ directions at pixel $p(x, y)$ is defined as

$$D_x(p) = \sum_{q \in R(p)} g_{p,q} |(\partial_x I)_q|$$

$$D_y(p) = \sum_{q \in R(p)} g_{p,q} |(\partial_y I)_q|$$

(3.15)

where $R(p)$ is a rectangular region around $p$. $D_x(p)$ and $D_y(p)$ count the absolute spatial difference within $R(p)$, and weighted by

$$g_{p,q} = \exp \left( -\frac{(x_p - x_q)^2 + (y_p - y_q)^2}{2\sigma^2} \right)$$

(3.16)

Similarly, we can define WIV as

$$L_x(p) = \sum_{q \in R(p)} |g_{p,q}(\partial_x I)_q|$$

$$L_y(p) = \sum_{q \in R(p)} |g_{p,q}(\partial_y I)_q|$$

(3.17)

The relative and absolute gradations are represented by the sum of relative total variation (RTV), WTV and WIV defined as

$$RG = \sum_p RTV(p) = \sum_p \left( \frac{D_x(p)}{L_x(p) + \varepsilon} + \frac{D_y(p)}{L_y(p) + \varepsilon} \right)$$

$$AGT_x = \sum_p D_x(p)$$

$$AGT_y = \sum_p D_y(p)$$

$$AGI_x = \sum_p L_x(p)$$

$$AGI_y = \sum_p L_y(p)$$

(3.18)
3.4 Multi-view Sentiment Analysis

3.4.1 Fusion Strategies

Multi-view analysis makes use of the information extracted from both textual and visual aspects of a tweet. The most straightforward and standard way is fusing the information from two views using either early fusion or late fusion. We use $x_t$ and $x_v$ to denote the extracted textual and visual features respectively. In early fusion as showed in Figure 3.10(a), the two features extracted from text and image are concatenated into a single feature vector $x = \{x_t, x_v\}$. The model used for predicting sentiment is defined as $Score = f(x)$. In contrast, late fusion showed in Figure 3.10(b) combines the output scores of several models (classifiers) learned on textual and visual data respectively. The final prediction result is $Score = (f(x_t) + f(x_v))/2$ by assigning same weights for different features. Simple fusion
strategies can be also used for combining different kinds of features from single view. We will also evaluate this in the experiments.

3.4.2 Joint Feature Learning

While both early and late fusion are able to boost the performance, the inherent correlations between two views are not considered. Recently, multi-model learning method has showed strong performance on multi-view data analysis. In this thesis, we adopt the approaches proposed in [60], where a multi-model Deep Boltzmann Machine (DBM) is trained using textual and visual features as inputs. In [45], it has been showed to be helpful in detecting emotions from Web videos. In this work, we use a similar architecture by only using the
visual and textual pathways. The input of the visual pathway is a 20,651 dimensional feature combining the Dense SIFT, HOG, SSIM, GIST, and LBP. In the textual pathway, BoW representation is utilized for generating input features. Each pathway is formed by stacking multiple Restricted Boltzmann Machines (RBM). The joint layer upon the two pathways contains 2,048 hidden units. Each RBM models the non-linear relationship between different features, stacking two RBM can model more complicated correlations with two non-linear transformations. On the other hand, greedy learning through two layers improves the feature representation in the way that correlation is learned, and meanwhile important information is not missed.

The visible layers of visual pathway and textual pathway are denoted as $V^k$ and $V^t$ respectively. We denote the first and second hidden layers in visual pathway as $h^{(1k)} \in \{0, 1\}^{F^1_k}$ and $h^{(2k)} \in \{0, 1\}^{F^2_k}$ respectively. Similarly, the two hidden layers in the textual pathway are $h^{(1t)} \in \{0, 1\}^{F^1_t}$ and $h^{(2t)} \in \{0, 1\}^{F^2_t}$. In the visual pathway, the connections between $v^k$ and $h^{(1k)}$ are modeled with Gaussian RBM [15] and the connections between $h^{(1k)}$ and $h^{(2k)}$ are modeled with standard binary RBM. The probability distribution over $v^k$ is given by

$$P(v^k; \theta^k) = \frac{1}{Z(\theta^k)} \sum_{h^{(1k)}, h^{(2k)}} \exp(-E(v^k, h^{(1k)}, h^{(2k)}; \theta^k))$$ (3.19)

where $Z(\theta^k)$ is the partition function and the free energy $E$ is defined as

$$E(v^k, h^{(1k)}, h^{(2k)}; \theta^k) = \sum_i \frac{(v^k_i - b^k_i)^2}{2(\delta^k_i)^2} - \sum_{ij} \frac{v^k_i}{\delta^k_i} W^{(1k)}_{ij} h^{(1k)}_j - \sum_{jl} h^{(1k)}_j W^{(2k)}_{jl} h^{(2k)}_j$$ (3.20)

where $\theta^k = \{W^{(1k)}, W^{(2k)}\}$ are the model parameters. Different from the visual pathway with real-value inputs, the textual features are discrete values (i.e., count of words). Thus, we use Replicated Softmax [51] to model the distribution. The probability of generating
\( \textbf{v}' \) is given by

\[
P(\textbf{v}', \theta^t) = \frac{1}{Z(\theta^t)} \sum_{h^{(1t)}, h^{(2t)}} \exp \left( \sum_{jk} W_{kj}^{(1t)} h_j^{(1t)} v_k^t + \sum_{jl} W_{jl}^{(2t)} h_j^{(1t)} h_l^{(2t)} + N \sum_j b_j^{(1t)} h_j^{(1t)} \right)
\]

(3.21)

where \( \theta^t = \{ W^{(1t)}, W^{(2t)}, b \} \) are model parameters. Finally, a joint layer donated as \( h^J \in \{0,1\}^{F^J} \) is added upon layer \( h^{(2k)} \) and \( h^{(2t)} \). The overall joint density distribution over all the inputs is

\[
P(\textbf{v}; \theta) = \sum_{h^{(2k)}, h^{(2t)}, h^{(J)}} P(h^{(2k)}, h^{(2t)}, h^{(J)})(\sum_{h^{(1k)}} P(h^{(1k)} | h^{(2k)}))(\sum_{h^{(1t)}} P(h^{(1t)} | h^{(2t)}))
\]

(3.22)

The model learning includes two steps. Firstly, each RBM is pre-trained using the greedy layerwise pre-training strategy [50]. Then, the learned parameters are used as initialized parameters for fine-tuning the multimodal DBM in a unified way. According to [16], 1-step contrastive divergence (CD_1) is adopted for pre-training, and persistent contrastive divergence (PCD) is utilized for the fine-turning. In this thesis, we utilize the code provided in [60] for the learning and inference. The data used in this model learning is the 827,659 text-image pairs provided by SentiBank dataset [3].

### 3.5 Classifier Learning

Sentiment analysis is intuitively a multi-class classification problem. The widely used ways for simplifying multi-class classification to a set of binary classification sub-problems are one-vs-one and one-vs-rest strategy. In one-vs-one method, a classifier is built for splitting two classes in the datasets. In one-vs-rest method, we built one classifier for each

\(^3\)http://www.cs.toronto.edu/~nitish/multimodal/
Figure 3.12: Classifier training and testing using one-vs-rest strategy.

category to differentiate the target class (positive class) with all other classes (negative class). As showed in Figure 3.12, three classifiers are needed for three classes. These two strategies archive similar performance. However, with the increasing number of classes, much less classifiers are needed in one-vs-rest strategy. In this thesis, the number of classes is usually two (positive and negative) or three (positive, neutral and negative). In case of two classes, one binary classifier is enough. Otherwise, we can adopt the one-vs-rest strategy. Given a testing instance, the learned classifiers are employed on the corresponding extracted feature. The testing instance is eventually assigned to the class with the maximum prediction score.

In this thesis, we fix the statistical learning method as linear SVM, which has showed robust performance on different kinds of recognition tasks involving various media types. There are many hyperplanes that can successfully separate two classes. In SVM, the hyperplane is defined as the one which can archive largest separation or margin between two classes. As showed in Figure 3.13, the aim is to search a hyperplane so that the distance from it to the nearest instance can be maximized. Meanwhile, the instances can
be separated in the right side. This can be defined as

$$\arg \min_{W,b} \frac{1}{2} ||W||^2$$

subject to

$$y_i(Wx_i - b) \geq 1, i \in [1, n]$$

(3.23)

where \(x_i\) and \(y_i \in \{+1, -1\}\) are feature and label for instance \(i\) respectively. As showed in Figure 3.13, there are no instances filling in the margin. This may be too rigid in some applications. So soft margin SVM is proposed to allow few instances can be misclassified within the margin by introducing non-negative slake variables \(\xi_i\). The training instances with non-zero \(\xi_i\) will be penalized. The optimization function becomes

$$\arg \min_{W,b,\xi} \frac{1}{2} ||W||^2 + C \sum_{i=1}^{n} \xi_i$$

subject to

$$y_i(Wx_i - b) \geq 1 - \xi_i, \xi_i \geq 0, i \in [1, n]$$

(3.24)

where \(C\) controls the trade-off between the large margin and the classification error. Finally, the solution of \(W\) is the weighted linear combination of training instances on or within the margin. These training instances are called support vectors.
Maximize margin:
\[ \frac{2}{||w||} \]
\[ wx - b = 0 \]
\[ wx - b = -1 \]
\[ wx - b = +1 \]

Figure 3.13: Maximum margin hyperplane for separating two classes in SVM.
Chapter 4

The MVSA Dataset

4.1 Data Collection

All the image-text pairs in MVSA are collected from instant message sharing website Twitter, which has over 300 million active users and includes 500 million new tweets per day\(^1\). We adopt a public streaming Twitter API (Twitter4J)\(^2\) for collecting data.

In order to collect representative tweets from the large volume of data, the twitter stream is filtered by using a vocabulary of 406 emotional words\(^3\). In specific, only the tweets containing keywords in the messages or hashtags are downloaded. Since many users are lazy to write a lot, or the things are complicated to describe, Hashtag can be a convenient and accurate way for users to express and emphasize their interested contents or opinions. The vocabulary used for filtering the messages includes ten distinct categories (e.g., happiness, caring and depression) covering almost all the sentiments of human beings. In each category, keywords are grouped into three degrees (strong, medium, light) which can measure their levels of emotion. Some emotional words, such as happy and sad, frequently

\(^1\)https://about.twitter.com/company
\(^2\)http://twitter4j.org/en/
\(^3\)http://www.sba.pdx.edu/faculty/mblake/448/FeelingsList.pdf
appear in the tweets. To balance the collected data among different emotions, we used the keywords roundly and collected at most 100 tweets for one keyword at each round. In addition, the data collection was daily performed at several time slots during one day, thus the contents can be diversified. After downloading the tweets, we will extract the image URLs within the messages to further download the paired images. Only the text-image tweets with accessible images are kept for annotation.

4.2 Annotation Process

Annotating sentiments on large set of image-text pairs is difficult, particularly when uncontrolled Web users may post messages without correlations between the image and text. To facilitate the annotation, we developed an interface showed in Figure 4.1. Every user...
Table 4.1: Statistics of manually annotated datasets for tweet sentiment analysis.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Positive</th>
<th>#Negative</th>
<th>#Neutral</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCR</td>
<td>541</td>
<td>1,381</td>
<td>470</td>
<td>text</td>
</tr>
<tr>
<td>STS</td>
<td>182</td>
<td>177</td>
<td>139</td>
<td>text</td>
</tr>
<tr>
<td>SemEval</td>
<td>5,349</td>
<td>2,186</td>
<td>6,440</td>
<td>text</td>
</tr>
<tr>
<td>STS-Gold</td>
<td>632</td>
<td>1,402</td>
<td>77</td>
<td>text</td>
</tr>
<tr>
<td>Sanders</td>
<td>570</td>
<td>654</td>
<td>2,503</td>
<td>text</td>
</tr>
<tr>
<td>ImgTweet</td>
<td>769</td>
<td>500</td>
<td>-</td>
<td>image</td>
</tr>
<tr>
<td>Sentibank</td>
<td>470</td>
<td>133</td>
<td>-</td>
<td>text+image</td>
</tr>
<tr>
<td><strong>MVSA</strong></td>
<td><strong>1398</strong></td>
<td><strong>724</strong></td>
<td><strong>470</strong></td>
<td>text+image</td>
</tr>
</tbody>
</table>

needs a unique ID for accessing this interface. Each time, an image-text pair is shown to an
annotator, who will assign one of the three sentiments (positive, negative and neutral) to
the text and image separately. To ensure effective annotations, the button of next message
is valid only when the labels for two views are received. If two labels are the same, both the
two views are very likely to reflect a same human affection. Note that text and image in
a message do not necessary have a same sentiment label. The annotations can be used for
generating three subsets of data corresponding to text, image and multi-view respectively.

Until now, the dataset has received annotations for 4,869 messages. We only include
the tweets that receive same labels on text and image as the final benchmark dataset.
Table 4.1 lists the details of MVSA and several popular public datasets for sentiment
analysis of tweets. Comparing to other datasets, MVSA is already the largest dataset
for multi-view sentiment analysis. Figure 4.2 shows some examples in three sentiment
categories. We will keep increasing the dataset by including more up-to-date messages,
and the annotations will be regularly released.
Figure 4.2: Examples of positive, negative and neutral images in our MVSA dataset.
Figure 4.3: Example tweets with both image and text. The top and bottom icons in the middle indicate sentiments (positive, negative or neutral) showed in image and text respectively.

### 4.3 Data Analysis

We have observed that there are inconsistent sentiments represented in user posted image and the corresponding text. This is because that the motivations of posting both text and image may not be always to enhance the sentiment or emotion of users. For example, text showed in Figure 4.3(a) is the description of the event in the photo. The two views are visually related, rather than emotionally related. Another reason is that sentiment expressed in the message is usually affected by the contexts of posting this message. For example, Figure 4.3(b) shows a crying woman in the picture, while textual part indicates that the woman was overjoyed at seeing Obama. In contrast, Figure 4.3(c) is a photo of a smiling kid, however, the fact is that the kid passed away as described in the text. Besides these, image and text can enhance the users’ sentiment. In Figure 4.3(d), there is a weak negative sentiment in the text, which is strengthened by the attached image about a firing
Table 4.2: The percentage of messages with same labels in both textual and visual views. The messages are grouped into 10 categories based on the contained emotional keywords.

<table>
<thead>
<tr>
<th>Category</th>
<th>Anger</th>
<th>Caring</th>
<th>Confusion</th>
<th>Depression</th>
<th>Fear</th>
<th>Happiness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agreement(%)</td>
<td>47.5</td>
<td>64.6</td>
<td>47.5</td>
<td>48.7</td>
<td>50.9</td>
<td>64.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>Hurt</th>
<th>Inadequateness</th>
<th>Loneliness</th>
<th>Remorse</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agreement(%)</td>
<td>48.4</td>
<td>46.1</td>
<td>49.1</td>
<td>51.0</td>
<td>53.2</td>
</tr>
</tbody>
</table>

Table 4.3: Performance of sentiment analysis using keyword matching method. The 406 emotional keywords are grouped into 10 categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Anger</th>
<th>Caring</th>
<th>Confusion</th>
<th>Depression</th>
<th>Fear</th>
<th>Happiness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy(%)</td>
<td>19.4</td>
<td>50.7</td>
<td>12.3</td>
<td>20.7</td>
<td>18.6</td>
<td>51.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>Hurt</th>
<th>Inadequateness</th>
<th>Loneliness</th>
<th>Remorse</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy(%)</td>
<td>25.5</td>
<td>15.2</td>
<td>20.6</td>
<td>19.9</td>
<td>30.6</td>
</tr>
</tbody>
</table>

car in an accident.

In Table 4.2, we list the percentage of agreements on the labels of text and image in a tweet. The messages are grouped into ten categories based on the contained emotional words. We can see that only 53.2% messages show same sentiments in their posted image and text. Thus the sentiment analysis on multi-view messages is extremely challenging. In addition, users express their feeling about “happiness” and “caring” (agreement of 64.6%) more explicitly using delightful words and images.

We further analyze the accuracy of emotional words for indicating the overall sentiment of a Twitter message. We first manually label the 406 emotional keywords as positive, negative and neutral. The sentiment polarity of each tweet is same as that of the contained emotional keyword. Table 4.3 shows the results grouped by the 10 categories. We can see
that the overall accuracy is only 30.6%. The performance is especially poor for category “Confusion”, where keywords are ambiguous for expressing human affection. Again, “happiness” and “caring” perform much better than other categories. Thus, more advanced technique is needed in sentiment analysis.
Chapter 5

Experimental Results

5.1 Experiment Settings and Evaluation Criteria

The adopted linear SVM is learned using the liblinear toolbox [9]. Since different datasets may have different numbers of categories, we fix the sentiment labels as positive or negative for all the datasets. In other words, we perform experiments on the polarity classification of sentiment. For the datasets containing more than two labels, we will only utilize the subset of data labeled as positive and negative in our experiments. In addition, some of the datasets do not provide a split between training and testing sets. We randomly split them into training and testing sets by 50%-50%.

As a binary classification problem, we use accuracy, F-score and average precision (AP) to evaluate the performance. Formally, accuracy is defined as

\[
\text{accuracy} = \frac{tp + tn}{tp + tn + fp + fn} \tag{5.1}
\]

where \( tp, tn, fp \) and \( fn \) indicate true positive, true negative, false positive and false negative respectively.
F-score is defined as

\[ F-score = \frac{2 \times precision \times recall}{precision + recall} \]  \hspace{1cm} (5.2)

where precision and recall are calculated by

\[ precision = \frac{tp}{tp + fp} \]

\[ recall = \frac{tp}{tp + fn} \]  \hspace{1cm} (5.3)

In our experiment, F-score is computed on positive class (F-positive) and negative class (F-negative) respectively, and their average is denoted as F-average.

AP is usually used for evaluating the quality of ranked lists such as the search results in information retrieval. In our experiment, AP can also be used for evaluating the classification results. We assume positive sentiment to be the positive instance in classifier learning. All the testing instances are first ranked based on their prediction scores. AP can be defined as

\[ AP = \frac{1}{R} \sum_{n=1}^{N} I_n \times \frac{R_n}{n} \]  \hspace{1cm} (5.4)

where \( I_n = 1 \) if the item ranked at \( n^{th} \) position is positive sentiment, and \( I_n = 0 \) otherwise. \( R \) is the number of positive items, and \( R_n \) is the number of positive items for the top-\( n \) items. In this way, \( AP = 1 \) if all the positive instances receive higher scores than negative instances, which is the ideal result.

### 5.2 Results on Textual messages

In this section, we will discuss the performance of text sentiment analysis. Several influential aspects in the BoW feature extraction will be discussed first. Then a performance comparison for different approaches will be given.
Figure 5.1: Performance of BoW (TF and TF-IDF) on MVSA dataset using different vocabulary sizes evaluated by (a) accuracy, (b) F-average and (c) AP respectively.
Table 5.1: Prediction results on Sanders testing set. Each value in the table is the accuracy of classifier learned using training instances from the row dataset, and the vocabulary in the BoW feature extraction is generated from the column dataset.

<table>
<thead>
<tr>
<th></th>
<th>Sanders</th>
<th>SemEval</th>
<th>STS</th>
<th>Sentibank</th>
<th>STS-Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sanders</td>
<td>0.735</td>
<td>0.467</td>
<td>0.559</td>
<td>0.449</td>
<td>0.515</td>
</tr>
<tr>
<td>SemEval</td>
<td>0.634</td>
<td>0.537</td>
<td>0.517</td>
<td>0.469</td>
<td>0.491</td>
</tr>
<tr>
<td>STS</td>
<td>0.647</td>
<td>0.462</td>
<td>0.515</td>
<td>0.500</td>
<td>0.559</td>
</tr>
<tr>
<td>Sentibank</td>
<td>0.482</td>
<td>0.464</td>
<td>0.488</td>
<td>0.471</td>
<td>0.466</td>
</tr>
<tr>
<td>STS-Gold</td>
<td>0.612</td>
<td>0.497</td>
<td>0.552</td>
<td>0.506</td>
<td>0.554</td>
</tr>
</tbody>
</table>

5.2.1 Effect of Vocabulary Size

We first evaluate the impact of vocabulary size in BoW feature extraction. The experiments are conducted on our constructed dataset MVSA. Figure 5.1 shows the performance of TF and TF-IDF strategies with various vocabulary sizes. The overall trend is that the performance can be improved using larger vocabulary size with respect to accuracy, F-average and AP. Basically, there is no much difference between TF and TF-IDF. TF-IDF performs even worse than TF for larger vocabulary size with respect to AP in Figure 5.1(c). This is different from the conclusion in general document classification. The reason may be that the IDF assigns large weights to rare words, rather than words reflecting human feelings. For example, “path” is assigned with a larger weight than “good”. This may pose negative impact on the sentiment analysis. We observe that the performance becomes stable when the vocabulary size reaches 2,000. In the following, we fix the vocabulary size to be 2,000 for the BoW feature.
Table 5.2: Prediction results on SemEval testing set. Each value in the table is the accuracy of classifier learned using training instances from the row dataset, and the vocabulary in the BoW feature extraction is generated from the column dataset.

<table>
<thead>
<tr>
<th></th>
<th>Sanders</th>
<th>SemEval</th>
<th>STS</th>
<th>Sentibank</th>
<th>STS-Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sanders</td>
<td>0.470</td>
<td>0.506</td>
<td>0.506</td>
<td>0.415</td>
<td>0.515</td>
</tr>
<tr>
<td>SemEval</td>
<td>0.571</td>
<td>0.766</td>
<td>0.557</td>
<td>0.579</td>
<td>0.550</td>
</tr>
<tr>
<td>STS</td>
<td>0.488</td>
<td>0.617</td>
<td>0.535</td>
<td>0.553</td>
<td>0.436</td>
</tr>
<tr>
<td>Sentibank</td>
<td>0.736</td>
<td>0.732</td>
<td>0.730</td>
<td>0.738</td>
<td>0.724</td>
</tr>
<tr>
<td>STS-Gold</td>
<td>0.319</td>
<td>0.353</td>
<td>0.310</td>
<td>0.306</td>
<td>0.336</td>
</tr>
</tbody>
</table>

5.2.2 Effect of Domain Shift

Another important aspect in all the classification problems is the domain shift caused by the different data distributions between the training and testing sets. Besides this, there is another issue related to the domain shift in text sentiment analysis. The vocabulary in the BoW feature extraction may be generated from a domain different from the applied domain. To evaluate above two issues, we provide a comprehensive study on five textual datasets (i.e., Sanders, SemEval, STS, Sentibank and STS-Gold) listed in Table 4.1.

We first generate five kinds of BoW feature (TF) using different vocabularies generated from the five datasets respectively. For each dataset, there are five classifiers learned on the training set corresponding to the five TF features. Then each of the classifiers is conducted on the five testing sets respectively. We group the results according to the applied testing sets. The accuracy is showed in Table 5.1 to Table 5.5, each of which includes the performance of different classifiers on a testing set. For example, Table 5.1 is the prediction results on the Sanders testing set using different classifiers. Each value in the table indicates the accuracy of the classifier using training instances from the row dataset and the vocabulary is generated from the column dataset. The best result is marked in
Table 5.3: Prediction results on STS testing set. Each value in the table is the accuracy of classifier learned using training instances from the row dataset, and the vocabulary in the BoW feature extraction is generated from the column dataset.

<table>
<thead>
<tr>
<th></th>
<th>Sanders</th>
<th>SemEval</th>
<th>STS</th>
<th>Sentibank</th>
<th>STS-Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sanders</td>
<td>0.512</td>
<td>0.540</td>
<td>0.682</td>
<td>0.543</td>
<td>0.467</td>
</tr>
<tr>
<td>SemEval</td>
<td>0.537</td>
<td>0.470</td>
<td><strong>0.746</strong></td>
<td>0.562</td>
<td>0.554</td>
</tr>
<tr>
<td>STS</td>
<td>0.532</td>
<td>0.506</td>
<td>0.713</td>
<td>0.493</td>
<td>0.431</td>
</tr>
<tr>
<td>Sentibank</td>
<td>0.504</td>
<td>0.493</td>
<td>0.518</td>
<td>0.479</td>
<td>0.506</td>
</tr>
<tr>
<td>STS-Gold</td>
<td>0.493</td>
<td>0.498</td>
<td>0.640</td>
<td>0.487</td>
<td>0.481</td>
</tr>
</tbody>
</table>

Table 5.4: Prediction results on Sentibank testing set. Each value in the table is the accuracy of classifier learned using training instances from the row dataset, and the vocabulary in the BoW feature extraction is generated from the column dataset.

<table>
<thead>
<tr>
<th></th>
<th>Sanders</th>
<th>SemEval</th>
<th>STS</th>
<th>Sentibank</th>
<th>STS-Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sanders</td>
<td>0.481</td>
<td>0.418</td>
<td>0.445</td>
<td>0.428</td>
<td>0.495</td>
</tr>
<tr>
<td>SemEval</td>
<td>0.601</td>
<td>0.614</td>
<td>0.544</td>
<td>0.584</td>
<td>0.561</td>
</tr>
<tr>
<td>STS</td>
<td>0.465</td>
<td>0.518</td>
<td>0.521</td>
<td>0.591</td>
<td>0.508</td>
</tr>
<tr>
<td>Sentibank</td>
<td><strong>0.767</strong></td>
<td>0.760</td>
<td>0.757</td>
<td><strong>0.738</strong></td>
<td>0.760</td>
</tr>
<tr>
<td>STS-Gold</td>
<td>0.239</td>
<td>0.249</td>
<td>0.262</td>
<td>0.302</td>
<td>0.322</td>
</tr>
</tbody>
</table>

Bold, and the result of classification without domain shift problem is underlined, which adopts a training set and vocabulary from a domain same with the testing set. We can see that the classifier using within domain vocabulary and training data achieves or approaches the best accuracy for all the five testing sets. For other classifiers with the domain shift problem, the performance degrades significantly. In other words, the domain shift in the BoW feature extraction and training data imposes negative impacts on the performance.

By comparing the accuracy along each row, where classifiers are learned on same train-
Table 5.5: Prediction results on STS-Gold testing set. Each value in the table is the accuracy of classifier learned using training instances from the row dataset, and the vocabulary in the BoW feature extraction is generated from the column dataset.

<table>
<thead>
<tr>
<th></th>
<th>Sanders</th>
<th>SemEval</th>
<th>STS</th>
<th>Sentibank</th>
<th>STS-Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sanders</td>
<td>0.522</td>
<td>0.531</td>
<td>0.527</td>
<td>0.554</td>
<td>0.661</td>
</tr>
<tr>
<td>SemEval</td>
<td>0.466</td>
<td>0.411</td>
<td>0.399</td>
<td>0.411</td>
<td>0.668</td>
</tr>
<tr>
<td>STS</td>
<td>0.516</td>
<td>0.443</td>
<td>0.463</td>
<td>0.457</td>
<td>0.765</td>
</tr>
<tr>
<td>Sentibank</td>
<td>0.312</td>
<td>0.312</td>
<td>0.326</td>
<td>0.333</td>
<td>0.326</td>
</tr>
<tr>
<td>STS-Gold</td>
<td>0.638</td>
<td>0.638</td>
<td>0.625</td>
<td>0.637</td>
<td>0.776</td>
</tr>
</tbody>
</table>

By comparing the accuracy within each row, we can make a consistent observation that within domain vocabulary always perform better than other vocabularies. For example, for the prediction results on Sanders in Table 5.1, the best result along each row is the one using the vocabulary from Sanders. Similarly, in Table 5.2, where the prediction is performed on the SemEval dataset, the best one in each row adopts the vocabulary from SemEval.

The effect of training data can be observed by comparing the accuracy within each column, where the same vocabulary is used. We can see that using within domain training data cannot guarantee the best column-wise result on the Sanders (Table 5.1), SemEval (Table 5.2) and STS (Table 5.3) datasets. This is because that there are other influential factors in the training set such as the number of instances or distribution between positive and negative instances. For example, SemEval and Sentibank have similar data distributions. Thus, considering the cross-domain performance in Table 5.2, classifiers learned from the Sentibank training data perform better than others on the SemEval testing set. However, we can still observe that within domain training data always perform better than others on Sentibank (Table 5.4) and STS-Gold (Table 5.5).

We further evaluate the cross dataset performance using the SoT feature. The results are showed in Table 5.6, where each value represents the accuracy on the column dataset.
Table 5.6: Cross-dataset validation using SoT feature. Each value in the table is the accuracy of classifier learned using training instances from the row dataset, and predicted on column dataset.

<table>
<thead>
<tr>
<th></th>
<th>Sanders</th>
<th>SemEval</th>
<th>STS</th>
<th>Sentibank</th>
<th>STS-Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sanders</td>
<td>0.713</td>
<td>0.708</td>
<td>0.774</td>
<td>0.651</td>
<td>0.764</td>
</tr>
<tr>
<td>SemEval</td>
<td>0.563</td>
<td>0.752</td>
<td>0.621</td>
<td>0.740</td>
<td>0.499</td>
</tr>
<tr>
<td>STS</td>
<td>0.700</td>
<td>0.687</td>
<td>0.763</td>
<td>0.631</td>
<td>0.776</td>
</tr>
<tr>
<td>Sentibank</td>
<td>0.475</td>
<td>0.748</td>
<td>0.506</td>
<td>0.780</td>
<td>0.310</td>
</tr>
<tr>
<td>STS-Gold</td>
<td>0.532</td>
<td>0.270</td>
<td>0.493</td>
<td>0.222</td>
<td>0.696</td>
</tr>
</tbody>
</table>

Using classifier trained on the row dataset. The best result in each column is marked in bold, and the result without the domain shift problem is underlined. By comparing the results along each column, we can see that best performance is achieved when training and testing instances are from the same dataset for most of the datasets.

In short, the performance of text sentiment analysis is significantly affected by the domain shift in both feature extraction and training data selection. In practice, utilizing data covering diverse domains is expected to be less biased and thus more robust. In the following, we will adopt the vocabulary from the STS training set which is the largest one in our selected datasets.

### 5.2.3 Performance Comparison on MVSA dataset

Table 5.7 lists the results of different approaches on our constructed MVSA dataset. The best results are highlighted. Note that SentiWordnet and SentiStrength are not suitable to be evaluated by AP.

Generally, statistical learning approaches perform better than lexicon-based approaches. This indicates that sentiment analysis on tweets needs more advanced approaches and ded-
Table 5.7: Performance of different approaches for text sentiment analysis on MVSA dataset.

<table>
<thead>
<tr>
<th></th>
<th>F-positive</th>
<th>F-negative</th>
<th>F-average</th>
<th>AP</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SentiWordnet</td>
<td>0.640</td>
<td>0.557</td>
<td>0.598</td>
<td>-</td>
<td>0.603</td>
</tr>
<tr>
<td>SentiStrength</td>
<td>0.628</td>
<td>0.636</td>
<td>0.632</td>
<td>-</td>
<td>0.632</td>
</tr>
<tr>
<td>TF</td>
<td>0.792</td>
<td>0.547</td>
<td>0.670</td>
<td>0.870</td>
<td>0.715</td>
</tr>
<tr>
<td>TF-IDF</td>
<td>0.786</td>
<td>0.535</td>
<td>0.661</td>
<td>0.864</td>
<td>0.707</td>
</tr>
<tr>
<td>SoT</td>
<td>0.840</td>
<td>0.596</td>
<td>0.718</td>
<td>0.898</td>
<td>0.771</td>
</tr>
<tr>
<td>TF+SoT_Early</td>
<td>0.831</td>
<td>0.648</td>
<td>0.740</td>
<td>0.913</td>
<td>0.782</td>
</tr>
<tr>
<td>TF+SoT_Late</td>
<td>0.844</td>
<td>0.643</td>
<td>0.743</td>
<td>0.920</td>
<td>0.783</td>
</tr>
</tbody>
</table>

icated designs. However, there are many factors which may influence the performance of statistical learning approaches, such as the imbalance between positive and negative data. Our dataset includes more positive tweets. As a result, performance of negative class (F-negative) is relatively worse than that of positive class (F-positive) for TF, TF-IDF and SoT. This is consistent with the observation in [49]. In contrast, lexicon-based approaches are employed on each tweet independently. In some cases, it may be helpful to boost the performance of the rare class. Thus, the F-negative of SentiStrength is better than that of the others. In addition, the SoT feature performs much better than the traditional textual features. This indicates that informative signals embedded in the messages are helpful for identifying users’ sentiments. Another reason may be that our dataset is constructed by collecting tweets containing emotional keywords, which can be considered as the most informative signal for sentiment analysis. Thus the SoT feature that includes statistics on emotional words is more indicative. We can see that the performance can be further boosted by combining the TF and SoT features using early or late fusion strategies.

We further employ the models learned from different datasets in section 5.2.2 on our dataset. Table 5.8 lists the results using the TF feature. Again, the MVSA classifier
Table 5.8: Prediction results on MVSA dataset using models learned from different datasets with the TF feature.

<table>
<thead>
<tr>
<th></th>
<th>F-positive</th>
<th>F-negative</th>
<th>F-average</th>
<th>AP</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVSA</td>
<td>0.792</td>
<td>0.547</td>
<td>0.670</td>
<td>0.870</td>
<td>0.715</td>
</tr>
<tr>
<td>Sanders</td>
<td>0.157</td>
<td>0.193</td>
<td>0.175</td>
<td>0.770</td>
<td>0.582</td>
</tr>
<tr>
<td>SemEval</td>
<td>0.494</td>
<td>0.147</td>
<td>0.321</td>
<td>0.857</td>
<td>0.697</td>
</tr>
<tr>
<td>STS</td>
<td>0.752</td>
<td>0.563</td>
<td>0.658</td>
<td>0.817</td>
<td>0.684</td>
</tr>
<tr>
<td>Sentibank</td>
<td>0.776</td>
<td>0.054</td>
<td>0.415</td>
<td>0.640</td>
<td>0.639</td>
</tr>
<tr>
<td>STS-Gold</td>
<td>0.450</td>
<td><strong>0.572</strong></td>
<td>0.511</td>
<td>0.834</td>
<td>0.519</td>
</tr>
</tbody>
</table>

without the domain shift problem performs best. We can see that the F-score of classifiers learned from other datasets varies a lot. This is because that F-score is affected by the adopted threshold for differentiating positive and negative testing instances. In practice, this threshold is difficult to define. We fix this threshold as 0.5 which is the theoretical and default setting. Without considering this factor, we can see that SemEval, which includes more training instances, performs better than other cross-domain classifiers with respect to the AP and Accuracy. Thus sufficient training data is significantly important in sentiment analysis.

### 5.3 Results on Images

We evaluate the different approaches of image sentiment analysis on ImgTweet, Sentibank and our constructed MVSA datasets.
Table 5.9: Performance of different visual features for sentiment analysis on MVSA dataset. The best result in each kind of visual features is underlined, and the best one of all the approaches is marked in bold.

<table>
<thead>
<tr>
<th>Feature</th>
<th>F-positive</th>
<th>F-negative</th>
<th>F-average</th>
<th>AP</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low-Level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Color Histogram</td>
<td>0.772</td>
<td>0.263</td>
<td>0.517</td>
<td><strong>0.751</strong></td>
<td>0.652</td>
</tr>
<tr>
<td>GIST</td>
<td>0.777</td>
<td>0.146</td>
<td>0.462</td>
<td>0.681</td>
<td>0.647</td>
</tr>
<tr>
<td>LBP</td>
<td><strong>0.787</strong></td>
<td>0.065</td>
<td>0.426</td>
<td>0.710</td>
<td>0.653</td>
</tr>
<tr>
<td>BoVW</td>
<td>0.775</td>
<td>0.354</td>
<td>0.565</td>
<td>0.740</td>
<td><strong>0.667</strong></td>
</tr>
<tr>
<td><strong>Middle-Level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classemes</td>
<td>0.747</td>
<td>0.431</td>
<td>0.589</td>
<td>0.765</td>
<td>0.650</td>
</tr>
<tr>
<td>Attribute</td>
<td>0.782</td>
<td>0.400</td>
<td><strong>0.591</strong></td>
<td>0.773</td>
<td>0.680</td>
</tr>
<tr>
<td>SentiANP</td>
<td><strong>0.790</strong></td>
<td>0.378</td>
<td>0.584</td>
<td>0.779</td>
<td>0.687</td>
</tr>
<tr>
<td><strong>Aesthetic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AF</td>
<td>0.785</td>
<td>0.181</td>
<td>0.483</td>
<td>0.755</td>
<td>0.659</td>
</tr>
<tr>
<td>PoA</td>
<td>0.789</td>
<td>0.051</td>
<td>0.420</td>
<td>0.682</td>
<td>0.655</td>
</tr>
<tr>
<td><strong>Fusion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LV-Early</td>
<td>0.780</td>
<td>0.366</td>
<td>0.573</td>
<td>0.770</td>
<td>0.674</td>
</tr>
<tr>
<td>LV-Late</td>
<td>0.788</td>
<td>0.338</td>
<td>0.563</td>
<td>0.774</td>
<td>0.679</td>
</tr>
<tr>
<td>MV-Early</td>
<td>0.776</td>
<td><strong>0.458</strong></td>
<td>0.617</td>
<td>0.810</td>
<td>0.683</td>
</tr>
<tr>
<td>MV-Late</td>
<td>0.792</td>
<td>0.392</td>
<td>0.592</td>
<td>0.803</td>
<td><strong>0.691</strong></td>
</tr>
<tr>
<td>AV-Early</td>
<td>0.779</td>
<td>0.185</td>
<td>0.482</td>
<td>0.750</td>
<td>0.653</td>
</tr>
<tr>
<td>AV-Late</td>
<td>0.792</td>
<td>0.032</td>
<td>0.412</td>
<td>0.756</td>
<td>0.658</td>
</tr>
<tr>
<td>V-Early</td>
<td>0.781</td>
<td>0.420</td>
<td><strong>0.600</strong></td>
<td><strong>0.812</strong></td>
<td>0.682</td>
</tr>
<tr>
<td>V-Late</td>
<td><strong>0.800</strong></td>
<td>0.149</td>
<td>0.474</td>
<td>0.807</td>
<td>0.676</td>
</tr>
</tbody>
</table>

5.3.1 Within Dataset Performance

In this section, we first perform sentiment analysis within different datasets. The training and testing sets are derived from the same dataset. In addition to the visual features introduced in section 3.3, we further test the early and late fusion of different visual fea-
atures. Table 5.9, Table 5.10 and Table 5.11 show the results on the MVSA, ImgTweet and Sentibank datasets respectively. Methods starting with LV-, MV-, AV- and V- denote the results of fusing low-level, middle-level, aesthetic and all visual features respectively. For low-level features, we can see that BoVW, which has been proved to be powerful in general image recognition, consistently performs better than the others on the three evaluated datasets. However, BoVW only slightly outperforms the others. This is because visual appearances in a sentiment class are extremely diverse. Local features such as SIFT in BoVW may be not representative for sentiment analysis. There is no obvious winner in the three middle-level features. SentiANP performs relatively better on the MVSA and Sentibank datasets, while Classemes achieves better performance on the ImgTweet dataset. The reason may be that the Sentibank dataset and the MVSA dataset include many human faces, while the images in ImgTweet are more diverse. Classemes is built with many different concept detectors, and thus is more effective on ImgTweet. For aesthetic features, the overall performance of AF is better than PoA on the three datasets. Comparing the three different kinds of features, we can see that middle-level features are more robust than low-level and aesthetic features. This indicates that the middle-level features are not only able to bridge the semantic gap, but also are helpful for narrowing down the affective gap. Aesthetic features are defined according to the high-level human perception on aesthetics and arts which are related to human affection. Thus the performance is better than some popular low-level features. However, user generated images are more diverse, and therefore it performs worse than middle-level features which cover different visual semantics.

Generally, combining the different features, which can capture different visual aspects of an image, can further improve the results over each individual feature. We can see in the table that most of the best results lie in the fields of fusion approaches. However, the fusion of all the features by V-Early and V-Late may fail to boost the performance, as the result is dominated by some robust features (e.g., “SentiANP”). In some cases, the performance may be degraded by some poor features, such as the aesthetic features on the
Table 5.10: Performance of different visual features for sentiment analysis on ImgTweet dataset. The best result in each kind of visual features is underlined, and the best one of all the approaches is marked in bold.

<table>
<thead>
<tr>
<th>Feature</th>
<th>F-positive</th>
<th>F-negative</th>
<th>F-average</th>
<th>AP</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low-Level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Color Histogram</td>
<td>0.705</td>
<td>0.326</td>
<td>0.515</td>
<td>0.676</td>
<td>0.589</td>
</tr>
<tr>
<td>GIST</td>
<td>0.713</td>
<td>0.468</td>
<td>0.591</td>
<td>0.702</td>
<td>0.627</td>
</tr>
<tr>
<td>LBP</td>
<td>0.732</td>
<td>0.346</td>
<td>0.539</td>
<td>0.704</td>
<td>0.619</td>
</tr>
<tr>
<td>BoVW</td>
<td>0.731</td>
<td>0.505</td>
<td>0.618</td>
<td>0.734</td>
<td>0.651</td>
</tr>
<tr>
<td><strong>Middle-Level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classemes</td>
<td>0.761</td>
<td>0.603</td>
<td>0.682</td>
<td>0.790</td>
<td>0.701</td>
</tr>
<tr>
<td>Attribute</td>
<td>0.752</td>
<td>0.545</td>
<td>0.649</td>
<td>0.754</td>
<td>0.679</td>
</tr>
<tr>
<td>SentiANP</td>
<td>0.774</td>
<td>0.581</td>
<td>0.677</td>
<td>0.784</td>
<td>0.706</td>
</tr>
<tr>
<td><strong>Aesthetic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AF</td>
<td>0.706</td>
<td>0.335</td>
<td>0.520</td>
<td>0.699</td>
<td>0.593</td>
</tr>
<tr>
<td>PoA</td>
<td>0.741</td>
<td>0.130</td>
<td>0.435</td>
<td>0.621</td>
<td>0.600</td>
</tr>
<tr>
<td><strong>Fusion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LV-Early</td>
<td>0.771</td>
<td>0.576</td>
<td>0.674</td>
<td>0.755</td>
<td>0.703</td>
</tr>
<tr>
<td>LV-Late</td>
<td>0.769</td>
<td>0.421</td>
<td>0.595</td>
<td>0.751</td>
<td>0.670</td>
</tr>
<tr>
<td>MV-Early</td>
<td>0.779</td>
<td>0.601</td>
<td>0.690</td>
<td>0.812</td>
<td>0.716</td>
</tr>
<tr>
<td>MV-Late</td>
<td>0.771</td>
<td>0.576</td>
<td>0.674</td>
<td>0.801</td>
<td>0.703</td>
</tr>
<tr>
<td>AV-Early</td>
<td>0.702</td>
<td>0.313</td>
<td>0.508</td>
<td>0.678</td>
<td>0.585</td>
</tr>
<tr>
<td>AV-Late</td>
<td>0.731</td>
<td>0.189</td>
<td>0.460</td>
<td>0.684</td>
<td>0.596</td>
</tr>
<tr>
<td>V-Early</td>
<td>0.755</td>
<td>0.560</td>
<td>0.658</td>
<td>0.794</td>
<td>0.686</td>
</tr>
<tr>
<td>V-Late</td>
<td>0.773</td>
<td>0.452</td>
<td>0.613</td>
<td>0.791</td>
<td>0.679</td>
</tr>
</tbody>
</table>

ImgTweet dataset. Furthermore, there is no winner between early fusion and late fusion with respect to the F-average, AP and accuracy. Due to the fact that sentiment is much more abstract and extremely challenging to be represented from visual data, elaborative designs for feature selection and multi-feature fusion strategies are needed.

Another interesting observation is that the results of different approaches on the Sen-
Table 5.11: Performance of different visual features for sentiment analysis on Sentibank dataset. The best result in each kind of visual features is underlined, and the best one of all the approaches is marked in bold.

<table>
<thead>
<tr>
<th>Feature</th>
<th>F-positive</th>
<th>F-negative</th>
<th>F-average</th>
<th>AP</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-Level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Color Histogram</td>
<td>0.845</td>
<td>0.069</td>
<td>0.457</td>
<td>0.803</td>
<td>0.735</td>
</tr>
<tr>
<td>GIST</td>
<td>0.834</td>
<td>0.028</td>
<td>0.431</td>
<td>0.752</td>
<td>0.738</td>
</tr>
<tr>
<td>LBP</td>
<td>0.875</td>
<td>0.000</td>
<td>0.437</td>
<td>0.788</td>
<td>0.735</td>
</tr>
<tr>
<td>BoVW</td>
<td>0.867</td>
<td>0.078</td>
<td>0.473</td>
<td>0.807</td>
<td>0.742</td>
</tr>
<tr>
<td>Middle-Level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classemes</td>
<td>0.853</td>
<td>0.175</td>
<td>0.514</td>
<td>0.809</td>
<td>0.751</td>
</tr>
<tr>
<td>Attribute</td>
<td>0.853</td>
<td>0.095</td>
<td>0.474</td>
<td>0.806</td>
<td>0.748</td>
</tr>
<tr>
<td>SentiANP</td>
<td>0.866</td>
<td>0.125</td>
<td>0.495</td>
<td><strong>0.823</strong></td>
<td>0.768</td>
</tr>
<tr>
<td>Aesthetic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AF</td>
<td>0.868</td>
<td>0.000</td>
<td>0.434</td>
<td>0.811</td>
<td>0.768</td>
</tr>
<tr>
<td>PoA</td>
<td><strong>0.878</strong></td>
<td><strong>0.084</strong></td>
<td><strong>0.481</strong></td>
<td>0.806</td>
<td>0.764</td>
</tr>
<tr>
<td>Fusion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LV-Early</td>
<td>0.857</td>
<td>0.050</td>
<td>0.453</td>
<td>0.790</td>
<td>0.751</td>
</tr>
<tr>
<td>LV-Late</td>
<td>0.873</td>
<td>0.000</td>
<td>0.436</td>
<td>0.799</td>
<td>0.774</td>
</tr>
<tr>
<td>MV-Early</td>
<td>0.861</td>
<td><strong>0.182</strong></td>
<td><strong>0.521</strong></td>
<td>0.794</td>
<td>0.761</td>
</tr>
<tr>
<td>MV-Late</td>
<td>0.871</td>
<td>0.081</td>
<td>0.476</td>
<td>0.812</td>
<td>0.775</td>
</tr>
<tr>
<td>AV-Early</td>
<td>0.867</td>
<td>0.054</td>
<td>0.461</td>
<td>0.787</td>
<td>0.768</td>
</tr>
<tr>
<td>AV-Late</td>
<td>0.873</td>
<td>0.000</td>
<td>0.436</td>
<td>0.814</td>
<td>0.774</td>
</tr>
<tr>
<td>V-Early</td>
<td>0.871</td>
<td>0.128</td>
<td>0.499</td>
<td>0.795</td>
<td>0.776</td>
</tr>
<tr>
<td>V-Late</td>
<td>0.875</td>
<td>0.000</td>
<td>0.437</td>
<td>0.813</td>
<td><strong>0.778</strong></td>
</tr>
</tbody>
</table>

Sentibank dataset are not stable. This is because the dataset is extremely biased on positive instances in both training and testing sets. Since the positive instances is much more than the negative ones, the learned model will focus on the accuracy of positive instances. This results in a very low F-negative for all the methods in Table 5.11. Another reason may be that the size of the Sentibank dataset is small. The performance of model learning and
Table 5.12: Prediction results on the MVSA image dataset using models learned from different datasets with various visual features. For each kind of feature, the best results are marked in bold.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Training Set</th>
<th>F-positive</th>
<th>F-negative</th>
<th>F-average</th>
<th>AP</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BoVW</td>
<td>ImgTweet</td>
<td>0.737</td>
<td>0.357</td>
<td>0.547</td>
<td>0.687</td>
<td>0.627</td>
</tr>
<tr>
<td></td>
<td>Sentibank</td>
<td><strong>0.788</strong></td>
<td>0.112</td>
<td>0.450</td>
<td>0.667</td>
<td>0.657</td>
</tr>
<tr>
<td></td>
<td>MVSA</td>
<td>0.775</td>
<td>0.354</td>
<td><strong>0.565</strong></td>
<td><strong>0.740</strong></td>
<td><strong>0.667</strong></td>
</tr>
<tr>
<td>SentiANP</td>
<td>ImgTweet</td>
<td>0.752</td>
<td>0.336</td>
<td>0.544</td>
<td>0.742</td>
<td>0.639</td>
</tr>
<tr>
<td></td>
<td>Sentibank</td>
<td>0.786</td>
<td>0.107</td>
<td>0.447</td>
<td>0.713</td>
<td>0.655</td>
</tr>
<tr>
<td></td>
<td>MVSA</td>
<td><strong>0.790</strong></td>
<td><strong>0.378</strong></td>
<td><strong>0.584</strong></td>
<td><strong>0.779</strong></td>
<td><strong>0.687</strong></td>
</tr>
<tr>
<td>AF</td>
<td>ImgTweet</td>
<td>0.749</td>
<td><strong>0.390</strong></td>
<td>0.570</td>
<td><strong>0.758</strong></td>
<td>0.644</td>
</tr>
<tr>
<td></td>
<td>Sentibank</td>
<td><strong>0.792</strong></td>
<td>0.016</td>
<td>0.404</td>
<td>0.669</td>
<td>0.656</td>
</tr>
<tr>
<td></td>
<td>MVSA</td>
<td>0.785</td>
<td>0.181</td>
<td>0.483</td>
<td>0.755</td>
<td><strong>0.659</strong></td>
</tr>
</tbody>
</table>

Testing is sensitive to the settings of the experiments. Thus a large and balanced dataset is needed to build and fairly evaluate a sentiment analysis system.

### 5.3.2 Cross Dataset Performance

Similar to the text sentiment analysis, domain shift is also an important problem for the generalization capacity of learned models in image sentiment analysis. In this section, we will adopt the models learned from ImgTweet and Sentibank on our constructed dataset. Due to the limitation of space, we will only test the most robust low-level, middle-level and aesthetic features, respectively BoVW, SentiANP and AF. The results are showed in Table 5.12. For the BoVW and SentiANP features, we can see that the performance degrades a lot using classifiers from a dataset different from the testing data due to the problem of domain shift. For aesthetic feature, the model learned from the ImgTweet
dataset performs comparably well on our constructed MVSA dataset. The reasons are two-fold. Firstly, aesthetic feature represents the more abstract aspect of visual content, and thus the domain gap is smaller than other features. The accuracy of the classifier learned from the Sentibank dataset can also approach the one of the MVSA model. Secondly, ImgTweet contains more and balanced training instances, which is significantly important for learning a model with good generalization capability.

### 5.4 Results on Multi-view Data

The experiments in this section are conducted on the two available multi-view datasets, Sentibank and our MVSA.
5.4.1 Performance of Fusion Strategies

In this section, we examine the effectiveness of simple early and late fusion approaches on multi-view data. T-V-Early and T-V-Late respectively represent the early fusion and late fusion of textual and visual features. The experimental results in section 5.3.1 have showed that fusing more features may hurt the performance in sentiment analysis. Thus we only fuse the TF and SentiANP features which are two representative textual and visual features in the literature. The results on two multi-view datasets are showed in Table 5.13, where the performance of individual features is also included. We can see that jointly utilizing textual and visual information in the tweets by linearly fusing the features can boost the performance significantly. Comparing Table 5.13 with Table 5.9 and Table 5.11, T-V-Late outperforms all the approaches in single view sentiment analysis, even the results using multiple visual features.

5.4.2 Performance of Joint Feature Learning

In this section, we will evaluate the learned features, which are the outputs of different layers in the M-DBM. The results on two datasets are showed in Table 5.14, where \( h^{1t} \) and \( h^{2t} \) are the first and second layers in the textual pathway, \( h^{1v} \) and \( h^{2v} \) denote the first and second layers in the visual pathway, and \( h^J \) is the final joint layer. We also list the performance of TF which is the input of the textual pathway in M-DBM. For the reason of consistency, TF in M-DBM adopts the vocabulary generated from the STS dataset. Thus, the TF on Sentibank dataset in Table 5.14 is different from the one in Table 5.13, which leverages a vocabulary from the Sentibank dataset.

We can see that the second layer performs better than the first layer in both textual and visual pathways. Finally, the joint layer achieves the best performance on both Sentibank and MVSA datasets. Jointly considering the information from the two pathways, \( h^J \) significantly improves the performance on two datasets over the TF feature. This is consistent
Table 5.14: Performance of multi-view sentiment analysis on Sentibank and MVSA datasets using features of different layers in the learned M-DBM model. The best results are marked in bold.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Layer</th>
<th>F-positive</th>
<th>F-negative</th>
<th>F-average</th>
<th>AP</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sentibank</td>
<td>$h_{1t}$</td>
<td>0.864</td>
<td>0.101</td>
<td>0.483</td>
<td>0.760</td>
<td>0.761</td>
</tr>
<tr>
<td></td>
<td>$h_{2t}$</td>
<td><strong>0.873</strong></td>
<td>0.000</td>
<td>0.436</td>
<td>0.771</td>
<td>0.764</td>
</tr>
<tr>
<td></td>
<td>$h_{1v}$</td>
<td>0.762</td>
<td><strong>0.189</strong></td>
<td>0.476</td>
<td>0.772</td>
<td>0.632</td>
</tr>
<tr>
<td></td>
<td>$h_{2v}$</td>
<td>0.792</td>
<td>0.180</td>
<td>0.486</td>
<td>0.777</td>
<td>0.668</td>
</tr>
<tr>
<td></td>
<td>$h^{J}$</td>
<td>0.858</td>
<td>0.160</td>
<td><strong>0.509</strong></td>
<td><strong>0.784</strong></td>
<td><strong>0.768</strong></td>
</tr>
<tr>
<td></td>
<td>TF</td>
<td>0.861</td>
<td>0.026</td>
<td>0.444</td>
<td>0.761</td>
<td>0.757</td>
</tr>
<tr>
<td>MVSA</td>
<td>$h_{1t}$</td>
<td>0.774</td>
<td>0.358</td>
<td>0.566</td>
<td>0.773</td>
<td>0.666</td>
</tr>
<tr>
<td></td>
<td>$h_{2t}$</td>
<td>0.804</td>
<td>0.291</td>
<td>0.548</td>
<td>0.858</td>
<td>0.693</td>
</tr>
<tr>
<td></td>
<td>$h_{1v}$</td>
<td>0.733</td>
<td>0.388</td>
<td>0.560</td>
<td>0.729</td>
<td>0.628</td>
</tr>
<tr>
<td></td>
<td>$h_{2v}$</td>
<td>0.727</td>
<td>0.370</td>
<td>0.548</td>
<td>0.732</td>
<td>0.629</td>
</tr>
<tr>
<td></td>
<td>$h^{J}$</td>
<td><strong>0.825</strong></td>
<td><strong>0.535</strong></td>
<td><strong>0.680</strong></td>
<td><strong>0.865</strong></td>
<td><strong>0.746</strong></td>
</tr>
<tr>
<td></td>
<td>TF</td>
<td>0.792</td>
<td>0.547</td>
<td>0.670</td>
<td>0.870</td>
<td>0.715</td>
</tr>
</tbody>
</table>

with the observation in [45]. In addition, the inputs of the M-DBM model are several low-level features. Comparing to the results of low-level features in Table 5.9 and Table 5.11, we can see that the performance is also boosted significantly with the learned joint feature. This indicates that the correlation between the two views can be captured and represented by the M-DBM. This is helpful in predicting complicated human affection. Compared to the results of T-V-Early and T-V-Late in Table 5.13, the performance of $h^{J}$ is slightly worse than the fusion strategies which also adopt information of two views. This may be caused by the different properties between Twitter messages and the data for learning the M-DBM which is collected from Flickr. In other words, the learned M-DBM reflects the correlations between text and visual on Flickr images, which may be different from Twitter.
Table 5.15: Prediction results on MVSA dataset using models learned from the Sentibank and MVSA datasets with $h^J$ feature. The best results are marked in bold.

<table>
<thead>
<tr>
<th>Training set</th>
<th>F-positive</th>
<th>F-negative</th>
<th>F-average</th>
<th>AP</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentibank ($h^J$)</td>
<td>0.793</td>
<td>0.000</td>
<td>0.396</td>
<td>0.698</td>
<td>0.657</td>
</tr>
<tr>
<td>MVSA ($h^J$)</td>
<td><strong>0.825</strong></td>
<td><strong>0.535</strong></td>
<td><strong>0.680</strong></td>
<td><strong>0.865</strong></td>
<td><strong>0.746</strong></td>
</tr>
</tbody>
</table>

messages. Thus the joint feature extracted from the M-DBM may not perform best. Even though, $h^J$ outperforms the SentiANP feature which is dedicatedly designed for human affective computing. Another advantage is that the M-DBM feature (2,048 dimensions) is more compact than T-V-Early and T-V-Late using a 4,000 dimensional feature. In general, Table 5.14 shows encouraging performances on multi-view sentiment analysis, which is worthy of further investigation.

Finally, we show the results on the MVSA testing set using classifiers learned from the Sentibank training set and the MVSA training set respectively in Table 5.15. We can see that the model learned using the Sentibank data is much worse than the one learned from the MVSA. Besides the shift of domain from the training set to the testing set, insufficient and unbalanced training data in the Sentibank dataset affect the performance of the learned model. Thus, a more complete and large-scale dataset is needed for developing and evaluating multi-view sentiment analysis systems.
Chapter 6

Conclusion and future work

In this chapter, we summarize the major contributions and achievements of this thesis. We will also list some interesting future directions.

6.1 Summary of Contributions

In this thesis, we have contributed to tweet sentiment analysis in three aspects.

- In Chapter 3, we have provided a general pipeline for sentiment analysis on single-view or multi-view social data. We have also provided a systematic survey on different approaches for sentiment analysis including different feature representations of various media types.

- In Chapter 4, we have introduced a new dataset called MVSA consisting of multi-view tweets for sentiment analysis. To the best of our knowledge, it has been the largest dataset dedicatedly constructed for multi-view sentiment analysis. Annotations for both texts and images are provided.
• In Chapter 5, the state-of-the-art approaches are extensively evaluated and compared through a comprehensive set of experiments performed on public available datasets and our constructed dataset. Several important issues such as vocabulary in BoW and domain shift which may affect the performance of adopted approaches are studied. The results show that a large and balanced dataset is essential for model learning and evaluation. In addition, the correlations embedded in multiple views in Twitter messages have been demonstrated to be helpful in understanding the human affection. This provides a promising way for further investigating multi-view data.

6.2 Future work

Besides the sentiment analysis discussed in this thesis, there are still several interesting and important issues that can be further investigated with the help of our contributed dataset. In addition, our dataset can be enriched to cover more fine-grained labels. We list several future works here.

• We have showed that there are many inconsistent labels between the text view and image view in the collected tweets. This suggests that future research should pay particular attention on the differentiation of emotional context with other contexts between two views, so that we can appropriately leverage the information from two views.

• The joint feature exploring the correlations between two views has been demonstrated to be helpful. However, the advantage seems to be not so obvious comparing to the traditional fusion strategies. This raises the issue that how to keep the specific property of each view while modeling their contexts. It is important to purse an intermediate status, so that the discriminative information of single view will be kept as much as possible, meanwhile, the extracted contexts are not harmful.
• Our dataset is constructed by setting a global sentiment for each tweet without considering the entity-level sentiment. In addition, mixed sentiments which may appear in certain tweets are ignored in current work. Since the annotation on entity-level is so expensive, an appropriate interactive annotation tool is needed. For example, we can pre-filter the non-informative messages to reduce the number of messages.
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