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Abstract

In this thesis work, we propose a Map-Reduce variant of the Growing Hierarchical Self Organizing Map (GHSOM) called MR-GHSOM, which is capable of handling mixed attribute datasets of massive size. The Self Organizing Map (SOM) has proved to be a useful unsupervised data analysis algorithm. It projects a high dimensional data onto a lower dimensional grid of neurons. However, the SOM has some limitations owing to its static structure and the incapability to mirror the hierarchical relations in the data. The GHSOM overcomes these shortcomings of the SOM by providing a dynamic structure that adapts its shape according to the input data. It is capable of growing dynamically in terms of the size of the individual neuron layers to represent data at the desired granularity as well as in depth to model the hierarchical relations in the data.

However, the training of the GHSOM requires multiple passes over an input dataset. This makes it difficult to use the GHSOM for massive datasets. In this thesis work, we propose a Map-Reduce variant of the GHSOM called MR-GHSOM, which is capable of processing massive datasets. The MR-GHSOM is implemented using the Apache Spark cluster computing engine and leverages the popular Map-Reduce programming model. This enables us to exploit the usefulness and dynamic capabilities of the GHSOM even for a large dataset.

Moreover, the conventional GHSOM algorithm can handle datasets with numeric attributes only. This is owing to the fact that it relies heavily on the Euclidean space dissimilarity measures of the attribute vectors. The MR-GHSOM further extends the GHSOM to handle mixed attribute - numeric and categorical - datasets. It accomplishes this by adopting the distance hierarchy approach of managing mixed attribute datasets.

The proposed MR-GHSOM is thus capable of handling massive datasets containing mixed attributes. To demonstrate the effectiveness of the MR-GHSOM in terms of clustering of mixed attribute datasets, we present the results produced by the MR-GHSOM on some popular datasets. We further train our MR-GHSOM on a Census dataset containing mixed attributes and provide an analysis of the results.
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Chapter 1

Introduction

This thesis work proposes a Map-Reduce variant of the Growing Hierarchical Self Organizing Map (GHSOM) called MR-GHSOM. The proposed algorithm is built on the Map-Reduce framework of Apache Spark making it scalable to handle large datasets. Further, we extend the algorithm to handle mixed attribute datasets containing both numeric and categorical attributes, which are prevalent in most real-world datasets.

1.1 Motivation and Objective

With the advent of technologies for capturing and storing digital information, the amount of data accumulating in enterprise data centres is growing exponentially. This data holds a lot of latent information which can be mined to extract knowledge from it. Data mining is a process of discovering such interesting patterns and knowledge from massive amounts of data [17]. Clustering is one such method of data mining. It is used to make sense of the data, especially when characteristics of the underlying dataset are unknown. It partitions the instances of the dataset into clusters, such that the instances within a cluster have a high degree of similarity in comparison to the instances belonging to other clusters. Cluster analysis can help one understand the distribution of an underlying dataset, observe the characteristics of the clusters and moreover, narrow the focus to a particular set of clusters. It can also be used as a preprocessing step for classification and attribute subset selection problems of data mining [17]. Clustering has been used in a variety of applications such as information retrieval [32], image segmentation [8, 36], bioinformatics [2], document clustering & retrieval [50] and marketing research [37]. In marketing, the primary use of clustering is market segmentation [37], which is identifying the groups of entities that share common
characteristics in terms of demographics, attitudes and behaviour. In this thesis work, we
shall be performing a similar analysis of a census dataset. This analysis can be used in
marketing by an enterprise to understand the characteristics of their customer population.
Similarly, it can be used in the formulation of strategies for an election campaign where
campaign officers need to devise their campaigns and strategies to persuade voters to vote
in favour of their political parties.

One of the crucial requirements of data mining algorithms is the need to handle very
large datasets (gigabyte, terabytes or even petabytes). Moreover, the data instances usually
have a high-dimensionality which further complicates the analysis of the data, especially
with regards to visualization. Further, the attributes of most real world datasets are of
mixed types - numeric and categorical. Thus, the usual Euclidean space computations
do not apply to such datasets. Most conventional data mining algorithms are formulated
considering only numeric attributes and hence there is a need to extend them for non-
numeric or categorical attributes. These properties of real-world data make the problem
of data analysis further complex. The problems concerning the scalability of clustering
algorithms, the handling of high-dimensional data and the modelling of mixed attribute
dataset, have been of interest in the research community for quite some time now.

The Self Organizing Map (SOM) [25] is a clustering algorithm based on the neural net-
work model. It maps a high-dimensional input data onto a 2-dimensional (or 3-dimensional)
space, also called a feature map, which is typically a grid of neurons. An important ad-

vantage of using the SOM is that, it preserves the topology of an underlying dataset. The
generated feature map can be used to understand the structure of the underlying dataset
as well as to find clusters within the data. The SOM is also capable of handling large
datasets and scales linearly with the number of input data samples [48]. However, in the
conventional SOM, the shape and the number of neurons in the feature map needs to be
predetermined and provided before the training of the SOM begins. The final structure
and dimensions of the feature map are usually determined by the trial-and-error process.
This becomes cumbersome and difficult to determine when nothing is known about the un-
derlying dataset and the size of the dataset is massive. Also, hierarchical relations within
the input dataset cannot be identified in the conventional SOM, as they are shown in the
same feature space.

To overcome these limitations of the SOM, a variant of the SOM called the Growing
Hierarchical Self Organizing Map (GHSOM) was proposed [10]. The GHSOM has a multi-
level tree-like architecture formed of individual SOMs arranged in a hierarchy. Each SOM
layer adapts its size and structure to the input data incident on it. Moreover, the hier-
architectural structure of the GHSOM provides a zooming capability - starting from the first map representing the complete data, one can zoom into the next hierarchical layer to see the finer granularity of the dataset. Thus, the GHSOM has a capability to grow in two-dimensions to adapt to the underlying dataset as well as expand in depth to provide the details at a finer granularity. The GHSOM provides the necessary dynamic capability to the SOM. It thus proves to be a good candidate for dealing with a large dataset especially when nothing is known about it and its distribution.

The training of the GHSOM involves multiple passes over an input dataset. This will be difficult for a sequential algorithm on a single machine when dealing with a massive dataset. On a single machine, this would involve reading the massive dataset from the disk multiple times since the dataset cannot fit in memory, thus hampering the performance of the algorithm. Like other clustering algorithms [53, 44, 39, 31, 41], there is a need for leveraging the dynamic capabilities of the GHSOM for processing massive datasets by porting the GHSOM algorithm to run in a distributed environment on a cluster of nodes.

Map-Reduce [9] has emerged as a popular choice for distributed parallel processing of massive datasets. The Map-Reduce framework simplifies writing programs in a distributed computing environment. The tasks of parallelization, fault tolerance, data distribution and load balancing are managed by the framework, enabling developers to concentrate on the business logic. A developer only needs to specify a map and a reduce function. The map function or the mapper task performs the required computations and/or transformations on an input data record and outputs an intermediate set of key-value pairs. The mapper tasks execute in parallel on the nodes in the cluster called the mapper nodes. The reduce function or reducer task receives a list of all values associated with a key from all the mapper tasks and combines these values to compute an output. This output could be the final result or the input to the next cycle of map-reduce. Similar to the mapper tasks, the reducer tasks are also executed in parallel on the reducer nodes.

Apache Spark [51] is a relatively new entrant in this field of distributed data processing of large datasets which supports the Map-Reduce programming model. Spark can access data from distributed data sources such as Hadoop Distributed File System (HDFS), Apache Cassandra and Apache HBase, to name a few. Apache Spark provides a faster parallel data processing than Hadoop in case of applications where multiple iterations are required over the same dataset [51]. In [51], results show that Spark outperforms Hadoop by a factor of 10x for the class of applications involving iterative algorithms. Since, the GHSOM also falls in this class of applications, we decided to use Apache Spark as our underlying Map-Reduce engine to come up with a variant capable of processing massive
datasets.

The conventional SOM and GHSOM can process dataset involving numeric attributes only. The mathematical operations on attribute vectors are performed assuming a Euclidean space. However, most real world datasets contain non-numeric or categorical attributes alongside numeric ones. To handle such mixed attribute datasets, we adopted an approach called distance hierarchy presented in [19]. The approach provides a uniform method for handling both numeric and categorical components of a mixed attribute dataset. Using the distance hierarchy technique, the proposed MR-GHSOM is capable of processing high-dimensional datasets containing mixed attributes.

1.2 Contributions

This thesis work proposes a Map-Reduce variant of the GHSOM algorithm called MR-GHSOM, which is capable of processing massive high-dimensional mixed-attribute datasets in a distributed environment setting. The algorithm, as named, is implemented leveraging the Map-Reduce programming model. As the GHSOM, like other data mining algorithms, requires multiple iterations over an input dataset, we used the Apache Spark platform for implementing our algorithm. Apache Spark, using an abstraction called the Resilient Distributed Datasets (RDD) and caching, facilitates better performance of machine learning jobs requiring multiple iterations over a dataset. Further, we also show how we can use the distance hierarchy technique to extend the capability of the MR-GHSOM to handle datasets containing mixed attributes, which is a common characteristic of most real world datasets. We also propose a batch growth approach for speeding up the two-dimensional growth process of the conventional GHSOM. We analyze our algorithm with respect to clustering by running it on some popular classification datasets from UCI [29]. Lastly, we use the Census-Income dataset from UCI repository [29] as our test bed and perform cluster analysis on it.

In summary, the contributions of this work are as follows:

- Propose MR-GHSOM - a Map-Reduce based algorithm for the GHSOM using Apache Spark
- Extend the conventional GHSOM algorithm to handle high-dimensional mixed attribute - numerical and categorical - datasets using the distance hierarchy based approach
• Propose a modification to speed up the two-dimensional growth process of the GH-SOM

1.3 Thesis Organization

This thesis is organized as follows. Chapter 2 provides the necessary background about the Map-Reduce programming model, SOM and the current trends in handling mixed attribute datasets in SOM. We provide the theory behind GHSOM in Chapter 3 and introduce the technique to speed up the two-dimensional growth process. We also describe the process of extending GHSOM to handle mixed attributes using the distance hierarchy approach. Chapter 4 presents the algorithms of our Map-Reduce variant of GHSOM formally. In Chapter 5, we provide the results of the experiments conducted using our proposed MR-GHSOM. Finally, we provide the summary of the results and discuss the possible future work in Chapter 6.
Chapter 2

Background

In this chapter, we will present a description of the Map-Reduce programming model for processing massive datasets. Further, we shall provide some theoretical understanding of the SOM and discuss some of its variants. We shall also look at the current trends in handling of mixed attributes for SOMs.

2.1 Map-Reduce Framework

2.1.1 Map-Reduce Programming Model

The Map-Reduce Programming Model [9] was introduced in 2004 and has been a popular approach for processing of large datasets ever since. The programming model reduces the complexity of developing programs for a distributed computing environment. In Map-Reduce, the complications of scheduling & parallelizing tasks, managing node/task failures, and handling inter-node communications, are taken care of by the framework, enabling the developer to concentrate on the business logic of the task at hand. A programmer needs to provide a map and a reduce function only. The map function (also called Mapper task) runs on the mapper nodes of the cluster. It contains computations to be performed on each record of the dataset and emits an intermediate set of key-value pairs. The framework then shuffles and partitions the output from the mapper nodes and sends it to the reducer nodes running reduce functions (also called Reducer tasks). The partitioning is done in such a way that all the values associated with a key are sent to a particular reducer node. In other words, each reducer node is assigned an exclusive set of keys from the domain of all keys generated by the mapper nodes. The reducer nodes executing the reducer task
iterates through all values associated with a key and aggregates them to produce a result corresponding to the key. All input data instances are processed in parallel on the mapper nodes and all keys and the associated values are processed in parallel on the reducer nodes. A typical Map-Reduce operation is shown in Figure 2.1. A typical Map-Reduce job is composed of following stages:

- **Mapper:**
  A mapper task performs the required computations or transformations on each input record. The mapper tasks emit a *key-value* pair or a set of *key-value* pairs for each input record.

- **Partition, Shuffle and Sort:**
  The *key-value* pairs from the mappers are required to be sent to the reducers. The shuffling process takes care of this. It transmits the output from the mappers to the reducers. However, each reducer is expected to process a unique subset of all the keys produced by all mapper tasks. Thus, the *key-value* pairs need to be partitioned based on the keys and then sent to the reducers. This partitioning is done by the Partitioner process. The Map-Reduce library sorts the *key-value* pairs by keys so that all the values associated with a key are grouped together.

- **Reducer:**
  Each reducer task is responsible for a subset of keys and the values associated with them. The input to the *reduce* function is one key at a time and a list of values associated with the key from all mapper nodes. The reducer iterates over all the
values and processes them (usually an aggregate operation) to compute an output for the key. It then processes the next key and its associated values.

- **Combiner:**
  This is an optional optimization process but a very useful one to improve the performance of a Map-Reduce job. The mapper produces a set of key-value pairs which are transmitted to the reducer nodes. In a normal scenario without the combiner, the total number of such pairs transmitted from the mapper to the reducer is \( k \times n \), where \( k \) is the number of keys/neurons and \( n \) is the number of input instances (assuming one key-value pair per input instance). A combiner behaves like a reduce task but executes locally on the mapper node. It performs a reduce-like operation for all key-value pairs generated at that mapper node. It combines or groups the key-value pairs by keys so that the number of records transmitted from the mapper to the reducer node is considerably reduced. With the introduction of the combiner, the number of records transmitted from the mapper nodes to the reducers, reduces from \( k \times n \) to \( k \times m \) where \( k \) is the number of keys, \( m \) is the number of mapper tasks and \( m << n \).

2.1.2 Apache Spark

Apache Hadoop [16] and Apache Spark [51] are two of the several open-source frameworks supporting the Map-Reduce programming model. Over the years, Hadoop has gained popularity as a useful framework in the processing of large datasets using Map-Reduc. However, for iterative machine learning tasks such as clustering which involves multiple iterations over an input dataset, Hadoop is not an optimal choice[51]. Each iteration on the dataset involves a Map-Reduce job and every successive iteration in Hadoop would need to reload the data from the disk, thus, affecting the performance of the overall application. This shortcoming of Apache Hadoop was addressed by Apache Spark.

Apache Spark Architecture

As stated on the Apache Spark website[40], “Apache Spark is a fast and general engine for large-scale data processing”. A typical Apache Spark architecture is shown in Figure 2.2. The main components are the driver, the cluster manager or master and one or more workers or slaves. The driver is a process which launches the SparkContext. It is the program which contains the main method and is launched on the node from where we submit the Spark job. SparkContext is a connection to the Spark Cluster and is the main
entry point of the Spark functionality[43]. The SparkContext can connect to different types of cluster managers such as the Spark standalone, Apache Mesos, or Apache YARN. The job of a cluster manager is to allocate resources for the Spark application. Each worker node runs executor processes concerned with running computations (executing tasks) and storing the data for an application. Once Spark acquires the connections to the executor processes, it sends the code or jar libraries to the executors for execution. The output of Spark jobs can be returned to the driver through actions such as reduce(explained later) or can be written to the distributed file system using actions such as saveXXX(explained later). In conventional data processing applications, the data is transmitted from the data server to the application server. Map-Reduce based applications instead, rely on the concept of transmitting the application code to the data servers, since the size of the data is the major bottleneck in the processing of massive datasets.

Apache Spark Concepts

Apache Spark uses an abstraction called Resilient Distributed Datasets (RDD). It is based on the abstraction of Distributed Shared Memory. It is a fault-tolerant immutable collection of elements partitioned across a cluster of machines. The elements of an RDD are the instances of the input dataset and can be operated in parallel by the cluster machines. The RDDs support two kinds of operations: transformations and actions [42]. Transformations are the operations that are executed on the dataset elements in parallel. They perform the necessary computations or transformations on the elements of RDDs. RDDs
being immutable, the transformations do not alter the input RDDs, but return a new RDD dataset with the transformed elements. Examples of some transformations are:

- \textit{map()}: iterates and performs computations on all elements of dataset.
- \textit{filter()}: performs a filter operation on the dataset. Only the elements satisfying the filter criteria are selected in this operation.

Actions, on the other hand, return the results to the \textit{driver} process. Examples of some actions are:

- \textit{reduce()}: performs aggregate like operations on the dataset and returns a single result to the driver.
- \textit{collect()}: returns the elements of the dataset as an array to the driver
- \textit{count()}: returns the count of the elements in the dataset
- \textit{saveXXX()}: saves the elements of an RDD to the distributed file system in different formats (XXX can be one of the formats such as \textit{AsTextFile}, \textit{AsObjectFile}, or \textit{AsCassandraTable})

The \textit{transformations} on RDDs are lazy i.e. RDDs are not materialized when the transformation operations are executed. They are materialized only when an \textit{action} is executed on them. A handle to the RDD stores information about all transformations performed on the RDD, starting from the point when dataset was in a reliable state (e.g. a file). This enables Spark RDDs to be fault-tolerant in case an RDD is lost. Another important feature of a Spark RDD, that assists in faster performance, is the notion of caching a computed RDD. As stated, RDDs may be recomputed every time an action occurs on it. The cached RDDs, however, are computed during the first iteration and are stored on the cluster (memory of individual nodes \footnote{The storage configuration of a computed RDD is configurable. Details of that are not in the scope of this thesis}) after the first materialization for a faster access on the subsequent iterations.

\textbf{Apache Spark and Map-Reduce}

The \textit{map()} and \textit{reduce()} functions in Spark are not equivalents of the conventional \textit{map} and \textit{reduce} functions of the Map-Reduce programming model. In the conventional Map-Reduce, a \textit{map} function emits \textit{key-value} pairs for each input element while a \textit{reduce} function gets a
key and a list of associated values as input and computes an output per key. In Spark, there is no restriction on the `map()` and `reduce()` to work with key-value pairs. In fact, Spark’s `reduce()` aggregates all the values from the `map()` and returns a single value, unlike the Map-Reduce’s `reduce()` function. However, to achieve the Map-Reduce like equivalents in Spark, we use the notion of `PairRDDs` available in Spark. `PairRDDs` provide operations such as `reduceByKey()` which is the closest equivalent of the conventional Map-Reduce `reduce()` function. `reduceByKey()` can aggregate the input RDD by key like the conventional Map-Reduce’s `reduce()`. To obtain a `PairRDD`, the RDD needs to be transformed into an RDD of 2-tuple pairs of the form `(element₁, element₂)`, where `element₁` is treated as the key while `element₂` is treated as a value. Additionally, `reduceByKey()` does the job of a combiner as well, hence contributing to the better performance of Apache Spark jobs.

In this section, we saw a brief introduction to the Map-Reduce programming model and Apache Spark. It was crucial to understand these concepts, which will assist in understanding of the MR-GHSOM algorithm to be presented in Chapter 4.

2.2 Self Organizing Map

The Self-Organizing Map (SOM) introduced by Kohonen [25] is based on the artificial neural network model. It produces an orderly mapping of a high-dimensional data onto a low-dimensional grid. During this mapping, it preserves the topological ordering of an underlying input dataset. The topology preserving property of the SOM reflects the similarities of the input data in terms of the distance in the output space, i.e. similar models of input data are mapped closer to each other than the dissimilar ones. It also makes the SOM flexible with handling of different types of non-linear data distributions.

It was shown in [52], that the SOM gives satisfactory results for various distributions of data. Also, in cases where there are no inherent clusters in the data, the SOM could be used for understanding its distribution and also the distributions of different attributes of the dataset. Most traditional clustering methods may produce clusters even if there are no clustering relations. Thus, the SOM can be considered as a safe algorithm for using directly on any dataset, especially, when nothing is known about the data. Moreover, the visualizations of the SOM (described later) also facilitate an easy understanding of the data characteristics. Owing to the simplicity of the SOM, its capability of depicting different distributions of input data whilst preserving the topology and available visualizations, it proves to be a good candidate for clustering or data analysis. The bibliography of the SOM [24, 35] contains more than 5000 papers which corroborates the popularity and usefulness
of the SOM approach in various domains such as bioinformatics\cite{45}, document and web classification\cite{27, 18}, medicine\cite{6}, image segmentation\cite{3} and market segmentation\cite{22}.

### 2.2.1 Theory of the Self Organizing Map

#### Architecture of the SOM

The SOM is composed of a grid of neurons called as feature map. Each neuron represents a model for a domain of input instances. In other words, each neuron represents a summary or a prototype for a set of instances. The grid can be a hexagonal grid (each neuron has 6 neighbours) or a rectangular grid (each neuron has 4 neighbours). Consider an input dataset $X$ containing $n$ instances, $X = \{x_1, x_2, x_3, \ldots, x_n\}$. Each instance $x_i$ is represented by a $d$-dimensional attribute vector (instance vector), $x_i = (a_{i,1}, a_{i,2}, a_{i,3}, \ldots, a_{i,d})$. Let $k$ be the number of neurons in the feature map $M$, $M = \{m_1, m_2, m_3, \ldots, m_k\}$. Each neuron is associated with a $d$-dimensional weight vector (neuron vector) having the same dimensionality as the input instance vector. Initially the neuron weight vectors are initialized randomly. All input instances are presented to the SOM one by one. A complete pass over the input set is called an epoch, $0 \leq t \leq n$. A complete training of the SOM requires multiple passes over the input data (multiple epochs).

#### SOM Training

The two main stages of the SOM training are:

- **Finding the best matching neuron (winner):**
  At a given time instant $t$, a random input instance $x(t)$ is presented to the neuron map. $m_k(t)$ is the weight vector of the neuron $m_k$ at instant $t$. The input instance is compared with each neuron using a distance metric $d$ (usually the Euclidean distance for a Euclidean feature space).

  $$d_k(t) = \|x(t) - m_k(t)\| \quad \text{for Euclidean spaces} \quad (2.1)$$

  The neuron with the minimum distance from the instance is selected as the winner neuron $c(t)$.

  $$c(t) = \arg\min_k d_k(t) \quad (2.2)$$
• **Adaptation of model vectors:**

After identifying the winner neuron, all neuron vectors in the map are adapted to the presented input \( x(t) \). The degree of adaptation with respect to the input instance gradually decreases with \( t \) as well as the distance from the winner, \( c(t) \). In other words, at \( t = 0 \), almost all the neurons in the neuron map are updated, while towards the end of an epoch, only the winner neuron is updated. The neuron vectors in the map are updated (adapted to the input instance \( x(t) \)) using,

\[
m_k(t + 1) = m_k(t) + \alpha(t) h_{ck}(t) [x(t) - m_k(t)]
\]  

(2.3)

Here, \( \alpha(t) \) is the learning rate and \( h_{ck}(t) \) is the neighbourhood function. The learning rate controls the amount of correction to the neuron vectors and decreases with time. The neighbourhood function controls the number of units that are adapted as well as the degree of adaptation. During an epoch, the neurons closer to the winner are adapted more to \( x(t) \) than the neurons further from the winner. Usually the standard Gaussian neighbourhood function is used for computing the neighbourhood factor.

\[
h_{ck}(t) = \exp \left( -\frac{\|r_c - r_k\|^2}{2\sigma(t)^2} \right)
\]

(2.4)

where, \( r_c \) and \( r_k \) denote the position of neurons \( c \) and \( k \) on the two-dimensional grid. \( \sigma(t) \) corresponds to the width of the neighbourhood function decreasing with time \( t \).

To summarize, for every input instance, the winner neuron is identified and the weight vectors of all neurons are adapted with respect to this instance. The Figure 2.3 outlines the adjustment phase of the SOM. The black neuron being the winner is adapted the most. The amount of adaptation to the input is depicted by the color gradient (the black colour indicating the most impact while the white colour indicating the least impact).

This variant of the SOM described above is called the **Serial SOM** or the **Online SOM**. It adjusts the neurons on every presentation of an input.

**Batch SOM:** The Serial SOM is slow in performance as the neuron vectors are updated after presentation of every input data instance. To speed up the SOM training, Kohonen proposed a batch version of the SOM called the Batch SOM [26]. In the Batch SOM, Equation 2.3 is rewritten as,

\[
m_k(t_e) = \frac{\sum_{t=t_s}^{t_e} h_{ck}(t) \cdot x(t)}{\sum_{t=t_s}^{t_e} h_{ck}(t)}
\]

(2.5)
where, \( t_s \) and \( t_e \) denote the start and end of an epoch i.e. a pass over the input dataset and \( m_k(t_e) \) is the neuron vector at the end of epoch \( t = t_e \). For the computation of the winner neuron \( c \), the distance metric in Equation 2.1 is modified as,

\[
d_k(t) = \| x(t) - m_k(t_s) \| \quad \text{for Euclidean spaces} \tag{2.6}
\]

In the Batch SOM, we do not need to provide the learning rate \( \alpha(t) \), which is susceptible to poor convergence when not selected properly [28]. Moreover, the Batch SOM algorithm is well-suited for parallelization. Batches of input data can be processed in parallel and neuron vectors can be updated at the end of all batches. We shall be leveraging the Batch SOM for our Map-Reduce implementation. Algorithm for the Batch SOM is presented in Algorithm 1.

Limitations of SOM and its variants

There are certain limitations of the SOM, as outlined below.

- *Fixed architecture of the SOM:*
Algorithm 1 Batch SOM algorithm [28]

```plaintext
for epoch = 0 to n_{epoch} do
    for all neurons in the grid do
        numerator = 0
        denominator = 0
    end for
    for all instances x in the input dataset do
        for all neurons in the grid do
            Find the neuron with the minimum distance from the instance i.e. the winner
        end for
        for all neurons in the grid do
            Add to the numerator and denominator using Equation 2.5
        end for
    end for
    for all neurons in the grid do
        update the weight vectors
    end for
end for
```

Before the training of the SOM can commence, the number of neurons and the dimensions of the feature map needs to be provided. This becomes difficult to predict when you are dealing with a dataset with no prior information and also when such a dataset is massive. Deducing an optimal size of the SOM layer involves trial-and-error runs of the SOM training which becomes difficult and cumbersome.

- **Hierarchical relations in data:**
  A dataset may contain hierarchical relations within the input data. In the SOM, the hierarchical relations are depicted by clusters containing neurons topologically closer to each other. It does not properly reflect the hierarchical relations.

**Variants of SOM**

Over the years, several versions of the SOM have evolved. In this section, we will look at some of the SOM versions or architectures similar to the SOM.

- **Neural Gas Algorithm[33]:**
  This algorithm starts with a set of floating neurons. On presentation of an input, a distance order of neurons is obtained with respect to the input. An edge is created between the winner neuron and the next closest neuron to the input and the error is computed with respect to the input. The edges have an associated age and the
old edges are removed during the process of training. However, this algorithm also requires the number of neurons to be specified before training like the SOM. Growing Neural Gas Algorithm[14] was devised to overcome this limitation of Neural Gas Algorithm, which adds and removes neurons based on neurons’ accumulated error.

- **Incremental Grid Growing[4]**:
  This algorithm features a dynamically growing map. The growth occurs only at the boundary neurons which are expanded to more neurons in the available spaces. The algorithm adds connections between neurons that are closer to each other in terms distance. Similarly, it deletes connections between neurons that are distant from each other beyond a certain threshold. Another similar approach called GSOM based on Incremental Grid Growing was proposed in [1]. The proposed algorithm outlines a different technique for initializing the weights of new nodes and introduces a parameter of *spread factor* to control the growth of the map.

- **Growing Grid[13]**:
  This approach again features a dynamically growing map. It starts with a $2 \times 2$ grid of neurons and grows by adding a complete row or column, unlike Incremental Grid Growing which grows by adding nodes at the boundary nodes only. Thus, Growing Grid maintains a rectangular structure.

- **Hierarchical Self Organizing Map[3]**:
  This hierarchical variant of the SOM was proposed for the purpose of image segmentation. The structure of the Hierarchical Self Organizing Map involves SOMs arranged in a hierarchy such that each level contains only one SOM layer. Also the number of neurons in a SOM layer is more than the SOM at the above level. The size of the SOM layers from top to bottom are $1 \times 1$, $2 \times 2$, $4 \times 4$, $N \times N$, where $N$ depends on the size of the input image. Each layer thus represents a higher level of abstraction than the layer below. The input is fed to the bottommost layer and the layer is trained. The trained vectors from the bottommost layer are fed to the layer above and the second last layer is trained and so on.

- **Hierarchical Feature Map[34]**:
  The Hierarchical Feature Map presents a hierarchical variant of the SOM. It consists of a hierarchy of individual SOM layers, each layer representing the input model at a finer granularity. However, the number of layers and the dimensions of individual SOMs need to be specified in advance, which again brings us back to the fixed architecture shortcoming of the SOM.

- **Hierarchical Self-organizing segmentation model (HSOS)[22]**:
HSOS is another hierarchical variant of the SOM. It is similar to the GHSOM algorithm we shall be using (described in the next chapter) in many aspects. However, unlike the GHSOM, it specifies a static layer (fixed dimensions) on the first level of hierarchy. Secondly, uses a concept of *semantic label* which is similar to class labels in supervised learning. Essentially, every record is associated with a semantic label. After training the layer, the neurons are assigned these semantic labels based on the associated input instances. The neurons with the same semantic label are then grouped as a single unit and expanded onto the next level of the hierarchy. Moreover, each layer corresponds to the topological ordering based on a subset of input vector attributes (referred to as segmenting variables). This approach requires semantic labels which are not available in most clustering real world datasets.

- **Map-Reduce Variants of SOM:**

  Considering the usefulness of the SOM, research community sensed the need for migrating the SOM algorithm to train on massive datasets. These datasets could be of the size of gigabytes, terabytes or even petabytes. Some of the Map-Reduce variants of the SOM developed in the process are:

  - Weichel[49] presents a Map-Reduce variant of the SOM implemented on the Hadoop framework. The number of *key-value* pairs shuffled from the map to the reduce task is equal to $n \times k$, where $n$ is the total number of input instances and $k$ is the number of neurons in the layer. This algorithm does not use the concept of *Combiner*, which would greatly reduce the number of *key-value* pairs transmitted over the network.

  - Another Map-Reduce variant of the SOM based on Apache Spark was proposed recently in [39]. It proposes two algorithms. The first one is similar to the one mentioned in [49] where the number of *key-value* pairs generated is $n \times k$, where $n$ is the total number of input instances and $k$ is the number of neurons in the SOM layer. In the second algorithm, the output of the mapper task is a matrix constituted by rows of input vectors multiplied by the neighbourhood factor and a neighbourhood vector consisting of the neighbourhood factors. The size of the matrix is $k \times n$ where $k$ is the number of neurons and $n$ is the number of input vectors, while the size of neighbourhood vector is equal to the number of neurons.

In the next chapter, we shall discuss another dynamic variant of the SOM algorithm and also discuss how it is useful and flexible in comparison to the above mentioned variants.
2.2.2 Visualizations of SOM

One of the important features of the SOM is the useful visualizations that have been developed over the years, which makes the analysis of the SOM layer and hence, the data distribution very easy and intuitive. The visualizations of a SOM neuron map enable the identification of clusters and understand the distribution of different attribute values. Vesanto[47] outlines different methods used for visualizing SOM feature maps. We shall describe two such methods - UMatrix and Component Planes - which will be used in our visualizations.

- **U-Matrix:**
  U-Matrix[46] is a visualizing technique for showing the cluster boundaries in the feature map. The number of cells in the matrix is almost double the number of neurons in the neuron map. To compute a U-Matrix, a distance representing cell (distance cell) is inserted between every pair of neurons and it contains the distance value between the adjacent neurons. The U-Matrix is generally shown in gray-scale. Higher values (dark shade) in distance cells represent large distance or dissimilarity between the adjacent neurons, while lower values (light shade) in the distance cells represent similarity between the adjacent neurons. Thus, the dark shaded distance cells depict the cluster boundaries.

- **Component Planes:**
  Component Planes are usually drawn for each attribute $a_i$, for $i = 0, 1, 2, \cdots, d$, of a neuron vector. The component planes depict the distribution of an attribute $a_i$ across the SOM layer. To compute the component plane for an attribute $a_i$, another grid of the same size as the neuron map is created and the values in the component plane cells are set equal to the values of the attribute $a_i$ for the corresponding neuron weight vector in the feature map.

2.3 Handling Mixed-attributes

For data mining applications, it is crucial to find a method to compare two objects with respect to similarity and dissimilarity. When objects have numeric attributes, this comparison is done using distance measures such as the Manhattan distance or the Euclidean distance. The scenario changes when the objects also have categorical attributes. The domain of categorical attributes contain a discrete set of values. There is no inherent ordering or comparison mechanism for these values. Some examples of categorical attributes
are marital status \{single, married, divorced, widowed\}, gender \{male, female\} and type of house \{apartment, condomonium, townhouse\}.

Most clustering algorithms are conventionally formulated for numeric attributes. However, the real-world datasets usually contain both numeric and categorical attributes, also referred to as \textit{mixed} attributes. In this section, we shall see how clustering algorithms formulated for numeric attributes have been extended to handle mixed attribute datasets.

\subsection{2.3.1 Binary Encoding}

One of the simplest and the most popular approach for extending an algorithm to mixed attribute domain is \textit{Binary encoding}. In this approach, categorical attributes in a dataset are transformed into a set of binary attributes. The number of binary attributes created is equal to the number of discrete values in the domain of the categorical attribute. Each binary attribute corresponds to one distinct value of the categorical attribute. After transformation, all binary attributes are treated as numerical attributes and the dataset can be processed normally. There are several disadvantages of this approach\cite{19}. Firstly, the resulting dataset after binary encoding has an increased dimensionality which increases the space and computational complexity of the processing algorithm. A categorical attribute with 100 distinct values could result in a dataset where each record has at least 100 binary attributes. Also, the transformed dataset is very sparse since out of 100 attributes only one attribute has a value of 1. Secondly, an addition of a new value to the domain of categorical attributes needs a change in schema of the dataset.

\subsection{2.3.2 Simple Matching}

Another approach that is used is called \textit{Simple Matching}. In this, two categorical values have a distance of 0 if they are equal and have a distance of 1 if they are not equal. For two instances \(x\) and \(y\) having \(d_n\) numeric attributes and \(d_c\) categorical attributes, the total distance is calculated as the sum of distance for numeric attributes and the sum of distance of categorical attributes.

\[
dist(x, y) = \sum_{i=1}^{d_n} \|x_i - y_i\| + \sum_{i=1}^{d_c} \delta(x_i, y_i) \tag{2.7}
\]
where,

\[
\delta(x_i, y_i) = \begin{cases} 
0 & x_i = y_i \\
1 & x_i \neq y_i 
\end{cases}
\] (2.8)

This approach is used in \textit{k-modes}[21] and \textit{k-prototypes}[20] algorithms which are variants of the \textit{k-means} clustering algorithm for handling categorical and mixed-attribute dataset respectively. For updating the cluster centres in the variants of \textit{k-means} algorithm, a frequency based approach was used. The value of the \textit{j}th categorical attribute of a cluster centre was set to the most frequent value of the \textit{j}th attribute for the instances in that cluster.

A variant of the SOM called NCSOM[7], used a similar simple matching and frequency based neuron update approach for the SOM. To find the winning neuron \(c\), the distance of instance \(x_i\) from neuron \(m_k\) is calculated as,

\[
\text{dist}(x_i, m_k) = \sum_{l=1}^{d_a} \|x_{il} - m_{kl}\| + \sum_{l=1}^{d_c} \delta(x_{il}, m_{kl}), \quad \delta(x_{il}, m_{kl}) = \begin{cases} 
0 & x_{il} = m_{kl} \\
1 & x_{il} \neq m_{kl} 
\end{cases}
\] (2.9)

For updating the neurons for the Batch SOM, the numeric attributes were updated as,

\[
m_k(t_e) = \frac{\sum_{t=t_s}^{t_e} h_{ck}(t) \cdot x(t)}{\sum_{t=t_s}^{t_e} h_{ck}(t)}
\] (2.10)

where, \(t_s\) and \(t_e\) denote the start and end of the epoch, \(x(t)\) is the instance presented at time \(t\), \(h_{ck}\) is the neighbourhood function for the neuron \(m_k\) with respect to the winner neuron, \(c\). For updating the categorical attributes of neurons, the frequency of each categorical value is computed as,

\[
F(\alpha^r_i, m_{kl}(t_s)) = \frac{\sum_{t=t_s}^{t_e} h_{ck}(t) \mid x_i(t) = \alpha^r_i}{\sum_{t=t_s}^{t_e} h_{ck}(t)}
\] (2.11)

where, \(\alpha^r_i\) is the \(r\)th value of the \(l\)th categorical attribute of instance \(x(t)\). The value \(\alpha^r_i\) having the maximum frequency is accepted for the attribute \(m_{kl}\) for neuron \(m_k\) if its frequency is more than the total frequency of the other values or accepted randomly based
on threshold $\theta$. This is depicted in Equation 2.12.

\[
m_{kl}(t_e) = \begin{cases} 
\alpha_{cl}^\xi & \text{if } F(\alpha_{cl}^\xi, m_{kl}(t_s)) > \sum_{r=1, r \neq c}^{n_{al}} F(\alpha_{rl}^\xi, m_{kl}(t_s)) \\
\alpha_{rl}^\xi & \text{else if } \text{random}(0, 1) > \theta \\
m_{kl}(t_s) & \text{otherwise}
\end{cases}
\]  

(2.12)

2.3.3 Distance Hierarchy

Hsu[19] proposed a distance hierarchy method for handling categorical attributes in the SOM. This variant of the SOM was called GSOM (Generalized Self Organizing Map). The approach extends the concept hierarchy technique[17] by giving weights to the links. It provides a method for calculating the distance between mixed, numeric and/or categorical data in a uniform manner. This is accomplished by mapping the values to the distance hierarchy of attributes and calculating their distance in the hierarchies.

The distance hierarchy approach provides a better representation of the similarities or dissimilarities between the categorical values. For example, if we consider a categorical attribute of Drink with values \{Mocha, Expresso, Pepsi, Coke\}, Mocha and Expresso (types of coffee) are more similar to each other than Mocha when compared with Pepsi (carbonated drink). To compute the distance between such categorical values, we construct a distance hierarchy for the categorical attribute. The distance hierarchy for Drink attribute is shown in Figure 2.4a. The labels at the leaf nodes represent the distinct categorical values for the attribute. Similar values according to the concept hierarchy are placed under a common parent (Coffee or Carbonated Drink) which represents an abstract concept. Each link is given a weight (0.25 in the figure). The link weights are usually assigned by domain experts. A point $X$ in the distance hierarchy is represented by two parts: (anchor, offset) denoted as $(N_X, d_X)$. The anchor is equal to a value from the domain of the leaf node values and the offset is the distance of the point from root of the hierarchy. The offset value for the leaf nodes is equal to the total path length from the root to the leaf. For any two points, $X$ and $Y$ in the hierarchy, there is a point which is referred to as the least common point of $X$ and $Y$, denoted as $LCP(X, Y)$. $LCP(X, Y)$ is defined as one of the following:

1. either $X$ or $Y$, if $X$ and $Y$ refer to the same point i.e. $N_X = N_Y$ and $d_X = d_Y$, or
2. $X$ if $X$ is an ancestor of $Y$, i.e. $X$ lies on the path from the root to $Y$, or
3. least common ancestor of $X$ and $Y$
The distance $dist(X, Y)$ between two points $X$ and $Y$ is calculated as

$$|X - Y| = d_X + d_Y - 2d_{LCP(X,Y)} \tag{2.13}$$

where $d_{LCP(X,Y)}$ is the distance of the least common point from the root.

Let $M1, M2, M3$ and $M4$ be some points in the hierarchy such that $M1 = (Mocha, 0.1)$, $M2 = (Mocha, 0.3)$, $M3 = (Expresso, 0.4)$ and $M4 = (Pepsi, 0.4)$ as shown in Figure 2.4a. The distances between these points can be calculated as,

$$dist(M1, M2) = 0.1 + 0.3 - 2 \times 0.1 = 0.2 \quad \ldots LCP(M1, M2) = M1$$
$$dist(M1, M3) = 0.1 + 0.4 - 2 \times 0.1 = 0.3 \quad \ldots LCP(M1, M3) = M1$$
$$dist(M1, M4) = 0.1 + 0.4 - 2 \times 0 = 0.5 \quad \ldots LCP(M2, M3) = Drink\_Root$$
$$dist(M2, M3) = 0.3 + 0.4 - 2 \times 0.25 = 0.2 \quad \ldots LCP(M2, M3) = Coffee$$
$$dist(M2, M4) = 0.3 + 0.4 - 2 \times 0 = 0.7 \quad \ldots LCP(M2, M4) = Drink\_Root$$

As we can see, this approach replicates the fact that Mocha and Expresso are less dissimilar from each other as compared to Mocha and Pepsi.

For numeric attributes, the distance hierarchy can be constructed as shown in Figure 2.4b. The hierarchy contains two nodes - “−” and “+” - representing the minimum and maximum value for a numeric attribute. A point in this hierarchy has an anchor value of “+” and an offset value equal to the actual numeric value of the attribute. The equation for the distance between any two points in this hierarchy remains same as Equation 2.13.

As the equation for computing the distance between numeric and categorical attributes
remains the same, the total distance between two instances \(X\) and \(Y\) having \(d\) mixed attributes, can be computed as,

\[
d(x, y) = \left( \sum_{i=1}^{d} |d_{h_i}(X) - d_{h_i}(Y)|^2 \right)^{1/2}
\]

(2.14)

where, \(d_{h_i}(X)\) and \(d_{h_i}(Y)\) are the mapping of points in the distance hierarchy for attribute \(i\).

With respect to the SOM, the attribute values of data instances and neuron vectors are mapped to the corresponding attribute’s distance hierarchy. A distance hierarchy mapping of a categorical attribute \(l_c\) for a dataset instance \(x\) is \((N_{xl_c}, d_{xl_c})\), where \(N_{xl_c}\) is the symbol value of the categorical attribute and \(d_{xl_c}\) is the offset of the corresponding leaf node from the root. For a numeric attribute \(l_n\) of instance \(x\), the distance hierarchy mapping is \((+, d_{xl_n})\) where, \(d_{xl_n}\) is the numeric value of the attribute. Value of the root node “−” is the minimum value of the attribute \(l_n\). As we know, before training begins, neuron vectors of the SOM are initialized randomly. For a neuron \(m\) of the map, a numeric attribute \(l_n\) is randomly initialized as \((+, d_{ml_n})\) where \(d_{ml_n}\) is a random value between the minimum and the maximum value of the attribute \(l_n\). To initialize a categorical attribute \(l_c\) for the neuron, a random symbol value from the domain of attribute \(l_c\) is selected as the anchor. For the offset \(d_{ml_c}\), a random value between 0 and the offset of the leaf corresponding to the anchor is taken. Thus, distance hierarchy mappings for instance attributes correspond to leaf nodes while those for the neuron vector attributes correspond to intermediate points in the distance hierarchy. Then, the training of the SOM proceeds as described earlier - find the winner neuron for each input instance by computing the distance using Equation 2.14 and adapt the winner neuron and its neighbourhood neurons to the input instance.

During the adaption process, the distance hierarchy points for the neurons move towards the respective leaf nodes of the input instance. Let \((N_M, d_M)\) represent the mapping for the neuron \(M\), \((N_X, d_X)\) be the mapping for the instance \(X\), \(P\) be the conceptual parent of \(X\) at an offset \(d_P\) from root and \(\delta\) be the adaption amount of \(M\) towards \(X\). Following cases arise during the adaption (Figure 2.5):

- **Case 1**: When \(M\) is the ancestor of \(X\) and \(P\), and after adjustment \(d_M + \delta\), \(M\) does not cross over \(P\), then the new value \(M'\) is \((N_M, d_M + \delta)\). This is illustrated in Figure 2.5a. The anchor of \(M\) does not change.

- **Case 2**: When \(M\) is the ancestor of \(X\) and \(P\), and after adjustment \(d_M + \delta\), \(M\) crosses over \(P\), then the new value \(M'\) is \((N_X, d_M + \delta)\). This is illustrated in Figure 2.5b.
The anchor of $M$ becomes equal to the anchor of $X$, $N_M = N_X$.

- **Case 3**: When $P$ is the ancestor of $M$, $M$ is in the path between $P$ and $X$ ($N_M = N_X$), then the new value $M'$ is $(N_X, d_M + \delta)$. This is illustrated in Figure 2.5c. The anchor of $M$ does not change (it is already same as the anchor of $X$).

- **Case 4**: When $P$ is the ancestor of $M$, $M$ is not in the path between $P$ and $X$ ($N_M \neq N_X$) and $M$ does not cross over $P$, then the new value $M'$ is $(N_M, d_M - \delta)$. This is illustrated in Figure 2.5d. The anchor of $M$ does not change ($N_M \neq N_X$).

- **Case 5**: When $P$ is the ancestor of $M$, $M$ is not in the path between $P$ and $X$ ($N_M \neq N_X$) and $M$ crosses over $P$, then the new value $M'$ is $(N_X, 2d_P - d_M + \delta)$. This is illustrated in Figure 2.5e. The anchor of $M$ changes to $N_X$.

The *distance hierarchy* approach, thus provides a uniform distance measurement for mixed attributes, and also a finer measure of dissimilarity between categorical attributes. However, creating a distance hierarchy requires intervention of a domain expert and can be used when the domain of values is static and known beforehand. Also, it needs additional space for storing the distance hierarchies which could affect the performance when the domain of attribute values is large.

## 2.4 Conclusion

In this chapter, we looked at the Map-Reduce programming model and a framework supporting this programming model called *Apache Spark*. Apache Spark using the notion
of RDDs and caching, proves to be a useful Map-Reduce computation framework, espe-
ially, for applications which requires multiple iterations over a dataset such as data mining
algorithms.

We also discussed the theory behind the Self Organizing Map. The Self Organizing Map
is an effective data analysis technique. It preserves the topology of a high-dimensional
dataset and enables understanding of its characteristics. We also outlined some of the
variants of the SOM that have been developed over the years to overcome the limitations
of the traditional SOM and used in different domains.

We also looked at some of the commonly used approaches in handling of mixed at-
tributes in a dataset. The distance hierarchy approach came out as a very promising
technique for handling both numeric and categorical attributes in a uniform manner.

In the next chapter, we will discuss another dynamic variant of the SOM called Growing
Hierarchical Self Organizing Map (GHSOM), and also show how we can tailor it to handle
a mixed attribute dataset by leveraging techniques from the distance hierarchy approach.
Chapter 3

Growing Hierarchical Self Organizing Map for Mixed Attributes

In this chapter, we will introduce another dynamic variant of the SOM called the Growing Hierarchical Self Organizing Map (GHSOM)[10]. First, we shall present the theory behind it. Then, we shall discuss how we adopted the distance hierarchy approach in the GHSOM so that it can be extended for handling a mixed attribute dataset.

3.1 Growing Hierarchical Self Organizing Map

The SOM has proved to be an effective tool for data analysis and exploration of high-dimensional data. However, it has some limitations. Firstly, the size of a map, in terms of the number of neurons, needs to be specified before training. For a dataset with no prior knowledge, it is difficult to ascertain the size required to get a satisfactory result and is deduced by the trial-and-error approach. Secondly, some datasets may have inherent hierarchical relations in the data. Such relations are not reflected in a straight-forward manner by the traditional SOM. We saw some variants of the SOM in the previous chapter aimed to address these limitations but none of them addresses both these limitations properly.

The GHSOM addresses both limitations of the SOM giving a very dynamic structure that orients itself according to an underlying data. Moreover, the GHSOM has a flexible structure which can be controlled using appropriate parameters - $\tau_1$ and $\tau_2$ (explained later in this section). The GHSOM can be configured using these parameters, to create a
single large SOM layer whose final size was determined dynamically or create a hierarchical
tree-like SOM which shows hierarchies in data.

### 3.1.1 Architecture of GHSOM

The GHSOM was introduced in [10] and explained in more detail in [38] and [12]. It has
a multilevel hierarchical architecture. Each level is composed of one or more independent
SOM layers. Each independent neuron layer is capable of growing in two dimensions (by
adding rows or columns) according to the input data incident on it. Each map grows till it
attains a representation of the data at a particular level of detail. The map at the top level
usually depicts a generalized data at a coarser granularity. In a SOM layer, each neuron
represents a summary or a prototype of the represented set of instances. The similar
neurons lying next each other form larger clusters. The neurons in the parent layers that
have too diverse data mapped onto them or representing a diverse set of instances spin
off another SOM layer at the lower level. This lower level SOM again grows according to
the data represented by the parent neuron and represents it at a finer level of granularity.
Neurons with homogenous data mapped onto it do not spin off or expand into another
SOM at a lower level. Thus, the GHSOM is capable of a two dimensional growth as well
a tree-like growth in depth for depicting the hierarchical structure. The final structure of
the GHSOM, hence depends on the input data and its distribution.

![Figure 3.1: Typical structure of a trained GHSOM](image)

Figure 3.1 shows a typical structure of the GHSOM. Map at level 0 is a fictitious map
with a single neuron representing the mean of all input instances (explained later). For this trained GHSOM, the map at level 1 is the first SOM layer which started with dimensions of 2 × 2 neurons and grew to a map of 2 × 3. From the level 1 map, neurons “10” and “02” expanded into new independent maps at level 2. The first map in level 2 grew to a size of 3 × 3 neurons and neuron “21” expanded into another map at level 3. The other map in level 2 grew to a size of 3 × 2 neurons and no neurons expanded any further. As we can see, the overall structure of the GHSOM is quite dynamic. This structure can be controlled by the values of the parameters τ₁ and τ₂ as we will see in the next section.

3.1.2 Training and Growth Process

The GHSOM adapts its structure according to the input data. This adaptation revolves around the notion of Mean Quantization Error as explained below. To keep things simple, we shall consider only numerical attributes for now and the distance measure as Euclidean distance.

- **Mean Quantization Error of a Neuron (mqe):**
  Mean Quantization Error \( mqe_k \) of a neuron \( m_k \) in map \( m \), as defined by [12], is the deviation between its weight vector and the input vectors \( x_i \) which are elements of the set of input vectors \( C_k \) represented by the neuron.

  \[
  mqe_k = \frac{1}{|C_k|} \sum_{x_i \in C_k} \| m_k - x_i \| \tag{3.1}
  \]

- **Mean Quantization Error of a Map (MQE):**
  Mean Quantization Error \( MQE_m \) of a map \( m \) is defined as the mean of the mean quantization errors of only those neurons in the map onto which the data instances were mapped. Let \( K \) be the total neurons in map \( m \), and \( U \subseteq K \) be the subset of neurons onto which data is mapped, then,

  \[
  MQE_m = \frac{1}{|U|} \sum_{k \in U} mqe_k \tag{3.2}
  \]

These measures are used to assess the quality of the SOM layer. The decision of whether to grow the current layer in two-dimensions or expand into new maps at lower levels is guided by these measures.
Level 0 Map Initialization

Before the training begins, a level 0 map is created consisting of only one neuron. The weight vector for this neuron is initialized to the mean of all input vectors $m_0$ in the dataset. Then, we compute the $mqe_0$ for it with respect to the input using equation,

$$mqe_0 = \frac{1}{|C_n|} \sum_{x_i \in C_n} \|m_0 - x_i\|,$$  

(3.3)

where $C_n$ is the set of all $n$ input instances. $mqe_0$ represents the overall dissimilarity in the input dataset and will direct the growth process of the GHSOM as we will see.

Training and 2D-Growth of SOM maps

The first neuron map is created at level 1 consisting of $2 \times 2$ neurons. This map is trained using the conventional Serial or Batch SOM training procedure. We used the Batch SOM algorithm because it is faster and more suited to parallelization. Like the conventional SOM, the training process involves multiple epochs or passes over an input dataset. In each epoch, we find the winner neuron and compute the adaptation of all the neurons in the neighbourhood of the winning neuron. At the end of each epoch, the weight vectors of all the neurons are updated using,

$$m_k(t_e) = \frac{\sum_{t=t_s}^{t_e} hck(t) \cdot x(t)}{\sum_{t=t_s}^{t_e} hck(t)}$$  

(3.4)

where, $t_s$ and $t_e$ denote the start and end of an epoch, $hck(t)$ is the neighbourhood factor for a neuron $m_k$ with respect to the winner neuron $c$ for input instance $x(t)$ presented at time $t$.

After the training is complete, the map is analysed and the mean quantization error for the map $MQE_m$ is computed using Equation 3.2. Higher value of $MQE_m$ signifies that the map $m$ does not represent the input data well and requires more neurons to produce a better representation of the input domain. Formally, this is governed by the equation,

$$MQE_m < \tau_1 \cdot mqe_p$$  

(3.5)

where, $mqe_p$ is the mean quantization error of the parent neuron in the upper level map from which this map $m$ is expanded. The map will grow until the condition in Equation 3.5 evaluates to true. While the condition is false, the map grows by adding a row or a column.
For the map at the first level, the condition is $MQE_1 < \tau_1 \cdot mqe_0$, where $MQE_1$ is the MQE of the map 1 at level 1 and $mqe_0$ is the mean quantization error of the neuron in level 0 map (Equation 3.3). A smaller value of $\tau_1$ results in a large flatter map while a high value of $\tau_1$ creates a map with relatively less neurons.

**Two-dimensional Growth of a map:** While the criterion given by Equation 3.5 is not satisfied, the neuron map layer grows by adding a row or column to the map. For growing the map, the neuron with the highest $mqe$ is identified called as the *error neuron* $e$. The high value of $mqe$ for this neuron indicates that this neuron does not represent the mapped input domain well. Next, the most dissimilar direct neighbour $d$ of the *error neuron* is identified. The most dissimilar neighbour $d$ is the neuron which has the maximum distance in terms of weight vector from $e$. A new row or column is inserted between $e$ and $d$. The vectors of the new neurons in this new row or column are initialized as the average of the weight vectors of their corresponding adjacent neighbours. Figure 3.2 shows how a new row or column is added between $e$ and $d$. The black coloured row/column of neurons is the new row/column added. The arrows indicate the neighbour neurons used by the new neurons for the initialization.
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**Figure 3.2:** Adding new row or column between *error neuron* and *dissimilar neighbour neuron*

**Hierarchical Growth**

After the condition in Equation 3.5 is satisfied, the training of the map is complete and it represents data at the desired level of granularity. All the neurons are then analysed for expansion into another map at a level below. This is governed by the criterion mentioned in Equation 3.6. It is controlled by the parameter $\tau_2$ which depicts the minimum level of granularity of data, that is required to be represented by each neuron. Equation 3.6 is the global stopping criteria for the complete GHSOM training. It defined as a fraction of the
dissimilarity indicated by $mqe_0$.

\[ mqe_k < \tau_2 \cdot mqe_0 \] (3.6)

The neurons which do not satisfy Equation 3.6 are expanded into a new map at the next level of hierarchy. $\tau_2$ criterion is always computed with respect to $mqe_0$ for all neurons in all maps at all levels.

The initial dimensions of the new map are $2 \times 2$ and it is trained and grown as described earlier. The new map, however, is trained only on the input vectors that are represented by the corresponding parent neuron in the upper level. The new map trains and grows till it adheres to the $\tau_1$ criterion (Equation 3.5). Similarly, all the expanded maps are trained and grown. For each map, after the training is complete, its neurons are analysed for expansion and expanded into new maps if required. The growth and training of the GHSOM stops when the criterion in Equation 3.6 is satisfied by all neurons in the lowest levels.

**Initialization of new maps in hierarchy:** When the new maps are expanded from parent neurons, the weight vectors of the neurons in the new map can be initialized randomly. However, this will affect the global topology of the map. Since, topology preservation is one of the important characteristics of the SOM, the maps in the lower levels should preserve the topology orientation of the parent neuron.

Random initialization would not enable the new map to adhere to the parent neuron’s topology orientation with respect to its neighbours. There are quite a few approaches to preserve this topology orientation of the child maps. The simplest approach would be to copy the weight vectors of the parent neuron’s neighbours for the initialization of the neurons in the child map. [11] proposes another approach based on the average of the weight vectors of the parent neuron’s neighbours. It uses different initialization techniques for the map based on whether the parent neuron is located on the edge or is surrounded by eight neighbours.

[5] uses a similar approach but considers only four immediate neighbours and provides a uniform method of initialization irrespective of the location of parent neuron. For the parent neurons on edges, it creates virtual neurons which are mirrors of the existing neighbours. The virtual neurons are shown in Figure 3.3 using dotted circles. For neuron $a$, the
virtual neuron $b'$ on the left is created using,

$$b' = a + (a - b)$$  

(3.7)

Initialization of the neurons in the child neuron layer is done using the average of the weight vectors of the parent and its corresponding neighbours. For instance, the neuron $abd$ of the child map is initialized as,

$$abd = \frac{a + b + d}{3}$$  

(3.8)

For our implementation, we used this method because of its simplicity of initialization irrespective of the location of the parent neuron.

The complete training of the GHSOM, thus involves various stages starting from com-
puting the \( mqe_0 \) and ends when each neuron in the lowest level layers satisfy the Equation 3.6. This concludes the overall training process of the GHSOM. Next, we shall investigate the impact of the \( \tau_1 \) and \( \tau_2 \) parameters on the overall structure of the GHSOM.

### 3.1.3 Effect of \( \tau_1 \) and \( \tau_2 \)

\( \tau_1 \) and \( \tau_2 \) are the crucial parameters which determine the final structure of the GHSOM. The training of the GHSOM may not result in a balanced hierarchy of maps in most cases. This is in adherence to the fact that the GHSOM adapts its structure completely according to the input data. [12] explains the impact of these parameters and how they can be used to control the shape and the size of the GHSOM.

- **\( \tau_1 \):** It controls the growth process of the GHSOM.
  - A lower value of \( \tau_1 \) creates shallow hierarchies with large maps at each level. This is because the expected MQE from each map is low and hence each map grows into more neurons to represent the data. A very low value will result in a single large map of the SOM ignoring the hierarchies in the data.
  - A high value of \( \tau_1 \) creates a deep hierarchical structure of the SOM layers. The maps at each level represent lesser characteristics of the data. In this case, the expected MQE from each map is high and has less number of neurons to represent the data. A high value of \( \tau_1 \) should be used when exploring the hierarchical relations in the underlying data is the motive of the analysis.

- **\( \tau_2 \):** It controls the minimum granularity of data expected to be represented by each neuron in the GHSOM. When a diverse data is mapped onto a neuron, either an additional neuron row/column will be added to represent this diverse data in the same map or a new child map will be spun off to represent this diverse data at a finer level. The expected minimum granularity is based on the inherent dissimilarity of input data indicated by \( mqe_0 \). This parameter signifies the global stopping criterion for the GHSOM. The lower the value of \( \tau_2 \), more neurons can be expected in the complete GHSOM as each neuron is expected to represent fairly homogenous data.
3.2 Faster two-dimensional growth using the *batch growth*

In the conventional GHSOM, every two-dimensional growth iteration adds only a single row or column to the SOM layer. The initial size of an individual SOM layer in the GHSOM is $2 \times 2$ neurons. Often the dataset cannot be represented by just four neurons. The SOM layer needs to grow to a size of tens or thousands of neurons, to represent the input data at the desired quality of representation. This final size depends on the input data and the value of the parameter $\tau_1$. Thus, for a highly heterogenous data or a low value of $\tau_1$, several growth iterations would be required to grow a map of four neurons to a map of tens, hundreds or thousands of neurons. Moreover, every growth iteration in the GHSOM is followed by an iteration of the SOM training. This training of the SOM is the most computationally expensive part of the GHSOM. Thus, reducing the number of growth iterations and hence, the training iterations, would result in significant savings, in terms of the overall training time of the GHSOM.

To speed up this growth process, we used a *batch growth* approach in our MR-GHSOM. In this approach, instead of adding only one row or column in every growth iteration, we add a batch of rows and/or columns to the map. To do this, while looking for the *error* neuron, rather than selecting just one neuron, we select a set of *error* neurons $E$ and their respective dissimilar neighbours. To compute this set $E$, we select all the neurons whose $mqe$ is greater than $\tau_1 \cdot mqe_p$, $E = \{ m_k \mid mqe_k > \tau_1 \cdot mqe_p \}$. The new rows and/or columns are inserted in the map for all the neurons in $E$. These neurons are primarily responsible for the high $MQE$ of the map and, hence need more surrounding neurons to express the data represented by them. However, this batch growth is used in a controlled manner, to prevent adding too many unnecessary neurons to the map. The $MQE_m$ of the map $m$ reduces as more neurons are added to it. We use the batch growth approach only till the $MQE_m$ of the map is greater than the target criterion value of $\tau_1 \cdot mqe_p$ by an amount $\theta$. If the difference between the current $MQE_m$ of the map and the target criterion is less than $\theta$, we grow in the conventional way (one row/column at a time).

The results from the experiments shown in Section 5.4 confirm that, this batch growth approach does not have any adverse effects on the final result in terms of the size of the map or the quality of the map. It only helps to speedup the overall training process by reducing the number of growth iterations required to reach the final desired size of the SOM layer.
3.3 Extending GHSOM for Mixed Attributes

The GHSOM discussed so far is applicable to datasets with numeric attributes only. However, most real world datasets contain mixed attributes - numeric and categorical. The binary encoding approach for handling mixed attributes is not an optimal choice as it increases the dimensionality of datasets, hence increasing the computational cost of training. As seen earlier, methods for handling mixed attributes in the SOM without resorting to the binary encoding approach have been proposed in the literature (NCSOM[7], GSOM[19]). However, these approaches are not sufficient for the GHSOM. In addition to training an independent SOM, the GHSOM requires some more mathematical operations to be defined on the attribute vectors of the instances and the neurons. The mathematical operations required for training the GHSOM are as follows:

- **Computing $mqe_0$:**
  The first critical step in the GHSOM is to compute the inherent dissimilarity in the input data set indicated by $mqe_0$ (mean quantization error of level 0 neuron). The value of $mqe_0$ plays a critical role in the final structure of a trained GHSOM. To compute $mqe_0$, we first compute the mean of all input vectors and initialize the weight vector of level 0 neuron to this mean vector. We then compute the mean distance of the input vectors from the mean vector to deduce the value of $mqe_0$.

  Given a dataset with mixed attributes, simple matching supports the latter operation of computing the distance. However, it does not provide a straightforward mechanism to compute the mean of the attribute values. The frequency based adaptation technique could be used to consider the mean value as the value of the attribute with the highest frequency. However, this would be not be an optimal value when the attribute values are evenly distributed. Consider a categorical attribute like gender having only two values in its domain \{m, f\}. If the frequency of m is almost equal to the frequency of f, then the mean could be either m or f and picking either one of them would not be appropriate.

  Computing the mean of categorical attributes is not possible. Hence computing $mqe_0$ becomes difficult for mixed attributes because of categorical attributes. In Section 3.3.1, for the reasons stated later, we replaced the mean quantization error by variance and used it as a measure of assessing the quality of map and neurons.

- **Training of SOM:**
  The training comprises of two parts:

  - **Finding the winner neuron:** This operation requires finding the neuron with
the least distance from the input instance. Both simple matching and distance hierarchy techniques support this operation for mixed attributes. For a dataset with categorical attributes only, Simple matching will give whole number value of distance while distance hierarchy shall give a fractional value of distance and hence has more precision.

- Adaptation of winner and neighbour neurons: This step is again defined by both simple matching and distance hierarchy. The former employs a frequency based approach for updating the neuron weight vectors. However, as shown in [19], distance hierarchy results in better adaptation and hence topology ordering owing to its concept hierarchy model. However, [19] employs the approach on Serial SOM while we apply it on the Batch SOM. For extending it to Batch SOM, we need to define some more operations on distance hierarchy approach (Section 3.3.1).

- Two-dimensional Growth of Map:
This step requires computing the mean quantization error of the map using Equation 3.2 and finding the error neuron $e$ and its most dissimilar neighbour $d$. Both operations require computing the distance between two attribute vectors. Distance computations are supported by both, simple matching and distance hierarchy.

After identifying $e$ and $d$, a new row or column is inserted in the map. The neurons of this new row or column are initialized as the average of the weight vectors of their neighbouring neurons. This is similar to computing the mean of the mixed attribute vectors. Simple matching would not be an appropriate method for computing the mean for the reasons stated earlier. As we shall see in Section 3.3.1, we can employ the distance hierarchy approach here.

- Hierarchical Growth of Map:
After the two-dimensional growth is complete, we find the neuron which does not satisfy Equation 3.6 and expand a new map from it. For initialization of neurons in this new map, we need to define addition, subtraction and average operations on attribute vectors (Equations 3.7, 3.8).

Simple matching is not a favourable approach here. In particular, the subtraction operation, is not defined for two categorical values. We shall see in Section 3.3.1, how we can extend the distance hierarchy approach to support the addition, subtraction and average operations required for this step.
3.3.1 Mixed Attribute GHSOM using Variance and Distance Hierarchy

In this section, we will describe how we used Variance as a measure of dissimilarity and Distance Hierarchy in the GHSOM, and hence extended the GHSOM to handle mixed attributes.

**Variance instead of Mean Quantization Error**

The first step of the GHSOM training is computing the $mqe_0$ for the entire dataset. $mqe_0$ is the measure of the overall dissimilarity of the input data. However, to compute $mqe_0$, we need to compute the mean of the input dataset. This is trivial for numerical attributes, however, there is no standard definition of mean for categorical attributes. Computing $mqe_0$ for categorical attributes, thus, becomes impossible.

In the GHSOM, the mean quantization error is the deviation of the input instances from the mean vector of level 0 neuron or the deviation of mapped instances from the weight vector of a neuron. This concept is similar to the mean absolute deviation. The mean absolute deviation $D$ is the sum of distances of the input instances from the mean divided by the total number of instances (Equation 3.9). Variance is another method of calculating the deviation in the input. Variance $V$ is defined as the sum of squared distances of the input from the mean divided by the total number of instances (Equation 3.10). Both measures compute the deviation of input from the mean or a reference. Hence, variance can also be used as a measure of dissimilarity in place of the mean absolute deviation or mean quantization error.

\[
D = \frac{\sum_{i=1}^{n} |x_i - \bar{x}|}{n} \tag{3.9}
\]

\[
V = \frac{\sum_{i=1}^{n} \|x_i - \bar{x}\|^2}{n} \tag{3.10}
\]

where $x_i$ is an instance and $\bar{x}$ is the mean of all $n$ instances.

[23] states that for categorical attributes, “unalikeability” is a more natural concept than “variation about mean”. It further proposes the coefficient of unalikeability to measure the variability in categorical attributes. “Unalikeability” measures how often the categorical
values differ from one another. It is based on the relative frequency of the values. The coefficient of unalikeability for a category attribute \( l \) is defined as,

\[
 u_2 = \sum_{i \in \text{Domain}(l)} p_i(1 - p_i) \tag{3.11}
\]

where \( p_i = \frac{\text{frequency}(l_i)}{n} \). This equation is based on the findings in [15] which states that variance can be computed independent of the mean by computing the distance between all pairs of entities. However, this variance is twice the variance computed with respect to the mean.

To maintain uniformity throughout the GHSOM training, we replace the mean quantization error \( \text{mqe}_k \) of a neuron \( k \) by variance \( \text{var}_k \) on the neuron \( k \). Also Mean Quantization Error \( \text{MQE}_m \) of the map \( m \) is replaced by Mean Variance \( \text{MV}_m \) of the map \( m \). Thus, we replace Equation 3.1 and 3.2 by Equations 3.12 and 3.13, respectively.

\[
 \text{var}_k = \frac{1}{|C_k|} \sum_{x_i \in C_k} (\|m_k - x_i\|)^2 \tag{3.12}
\]

where, \( x_i \) is an instance from the set \( C_k \) of instances mapped onto neuron \( m_k \).

\[
 \text{MV}_m = \frac{1}{|U|} \sum_{k \in U} \text{var}_k \tag{3.13}
\]

where \( U \) represents the subset of neurons of map \( m \) onto which instances are mapped.

**Using distance hierarchy in GHSOM for mixed attributes**

The distance hierarchy approach for handling mixed attributes was introduced in Section 2.3.3. It provides a uniform mechanism for dealing with both, numeric and categorical attributes in the input data. In this method, each attribute value is represented by a point in the distance hierarchy defined by a pair \((N_X, d_X)\) where \( N_X \) is the anchor or the symbolic value of the attribute and \( d_X \) is the offset or the path length of the point from the root of the distance hierarchy. For categorical attributes, \( N_X \) is one of the values from the domain of the attribute. For numeric attributes, \( N_X \) is usually the “+” symbol, and the value of \( d_X \) represents the magnitude of the numeric attribute. In terms of categorical attributes, \( d_X \) provides the necessary fractional component to the attribute. This helps in calculating fractional distances between the instances instead of whole distances (0 or 1 in simple matching). This fractional component also assists in arithmetic computations at
various stages of the GHSOM.

In the distance hierarchy of a categorical attribute, the non-leaf points in the hierarchy represent neurons’ attributes while the leaf points represent the attributes of the instances. The *offset* or the fractional component depicts the fraction by which the neuron attribute is adapted to the *anchor* or the categorical attribute. When we present an instance to the neuron, the neuron’s weight vector is adapted by a certain amount to match the instance vector. This adjustment is guided by the neighbourhood factor (Equation 2.4). For the winner neuron, this adjustment amount is 1.0 i.e. it completely updates itself to match the input instance. In other words, when an instance is presented, it pulls the neuron point towards its leaf. The magnitude of the pull is defined by the neighbourhood factor.

In our work, we do not constrain the value of the *offset* to be limited between 0 (root) and the path length of the leaf node corresponding to the *anchor*. Also, the use of the *coefficient of unalikeability* limits our algorithm to use distance hierarchies with two-levels only, as the coefficient does not take into account the notion of concept hierarchies. It treats all the values in a category as equally distinct from each other. The equation of the *coefficient of unalikeability* can be extended to make use of the degree of similarity or dissimilarity between the attributes by using concept hierarchies. However, this is not included in the scope of this thesis work. It will be a part of future work. Hence, for categorical attributes, we created distance hierarchies of two-levels only and treat all the values in the domain as equally distant from each other.
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Figure 3.4: Distance hierarchy for the mixed attribute GHSOM

A typical distance hierarchy for a categorical and numerical attribute, we used in our work, is as shown in Figure 3.4. The distance hierarchy for a categorical attribute with domain values of \{C1, C2, C3, C4\} is shown in Figure 3.4a. Figure 3.4b shows the distance hierarchy for a numeric attribute. These figures depict the distance hierarchies for the attributes in the normalized form. The link weights for the categorical attribute is set to 0.5, so that the maximum distance between any two leaf nodes is 1.0. For a normalized
numeric attribute, the root node \((-, 0.0)\) represents the minimum value, while \((+, 1.0)\) represents the maximum value of the attribute.

**Training of GHSOM for mixed attributes**

Now, we shall formally describe the training process of the GHSOM for mixed attributes using the distance hierarchy based approach.

- **Computing \(var_0\):**
  As stated before, we replace the mean quantization error as a measure of dissimilarity by variance. We compute the variance of numerical attributes \(var_{num}\) using Equation 3.14.

\[
var_{num} = \frac{1}{|C_n|} \sum_{x_i \in C_n} \sum_{j=1}^{d_n} \| m_{0j} - x_{ij} \|^2
\]  

(3.14)

where, \(C_n\) is a set of all \(n\) input instances, \(d_n\) is the number of numerical attributes, \(x_{ij}\) denotes a numeric attribute \(j\) of input instance and \(m_{0j}\) denotes the numerical attribute \(j\) of the mean vector of all instances. To compute the variance for categorical attributes \(var_{cat}\), we use the coefficient of unalikeability.

\[
var_{cat} = \sum_{l=1}^{d_c} \sum_{i \in \text{Domain}(l)} p_{li}(1 - p_{li})
\]  

(3.15)

where, \(p_{li} = \frac{\text{frequency}(r_{li})}{n}\) for the categorical attribute \(l\) with value \(r_{li}\) and \(d_c\) is the total number of categorical attributes. Hence, the total variance in the input data \(var_0\) is the sum of \(var_{num}\) and \(var_{cat}/2\) (as stated earlier this variance is twice the variance computed with respect to the mean).

- **Training of SOM:**
  This is the core part of the GHSOM obviously. We employ the Batch SOM algorithm for training an individual neuron layer. The first level neuron map layer is created with 4 neurons (map of \(2 \times 2\)) and the weight vectors of these neurons are initialized randomly. The attribute values of these neuron vectors are basically points in the corresponding distance hierarchies of the attributes. For a neuron \(m_k\), an attribute \(l\) is represented in its distance hierarchy as \(m_{kl} = (N_{kl}, d_{kl})\). If \(l\) is a numeric attribute, \(N_{kl} = "+"\) and \(d_{kl}\) is set to a random value between the minimum and the maximum value of the attribute. When \(l\) is a categorical attribute, \(N_{kl}\) is set to a randomly
selected value from the Domain($l$) and $d_{kl}$ is set to a random value between 0 and path length of the leaf node corresponding to $N_{kl}$.

For an instance $x$ and attribute $l$, the distance hierarchy point is defined as $x_l = (N_{xl}, d_{xl})$. Usually, the values of the attributes are normalized to a range of 0 and 1. If $l$ is a numeric attribute, $N_{xl} = \text{"+"}$ and $d_{xl}$ is equal to the value of the numeric attribute. If $l$ is a categorical attribute, $N_{xl}$ is set to the categorical value and $d_{xl}$ is set to the path length of the leaf representing $N_{xl}$. For normalization with respect to categorical attributes, the link weights are designed such that the maximum value of the path length between any two leaf points is 1. Since, we use a two level hierarchy and consider all attribute values as equally distinct from each other, we assign link weight as 0.5.

The training of the SOM involves several iterations over the input data called epochs. Let $t_s$ and $t_e$ denote start and end of an epoch respectively. During an epoch, instances are presented to the map one by one. Let $x(t)$ be the instance presented to the map at time $t$. For each instance, we first identify the winner neuron $c(t)$, the neuron with the minimum distance from $x(t)$.

$$c(t) = \arg \min_k dist_k(t)$$ \hspace{1cm} (3.16)

where $dist_k(t)$ is the distance between $x(t)$ and neuron $m_k$, defined by,

$$dist_k(t) = \left( \sum_{l=1}^{d} ||dh_l(x(t)) - dh_l(m_k(t_s))||^2 \right)^{1/2} \hspace{1cm} (3.17)$$

where, $dh_l(x(t))$ and $dh_l(m_k(t_s))$ represent the distance hierarchy mappings of the attributes $l$ of $x(t)$ and $m_k(t_s)$ and $d$ is the number of attributes in the vector. Note that, the weight vector of the neuron at the beginning of epoch $t_s$ is used for identifying the winner neuron $c$ in the Batch SOM. The distance between any two points in a distance hierarchy is computed using the Equation 3.18.

$$|X - Y| = d_X + d_Y - 2 \cdot d_{LCP(X,Y)}$$ \hspace{1cm} (3.18)

where, $X$ and $Y$ represent distance hierarchy points of two entities, $d_X$ and $d_Y$ represent the offset of the points in the distance hierarchy and $d_{LCP(X,Y)}$ is the offset of the least common point of $X$ and $Y$.

Once the winner neuron $c$ is identified, the adaptation of neighbourhood neurons
is computed using Equation 3.19.

$$m_k(t_c) = \frac{\sum_{t=t_s}^{t_e} h_{ck}(t) \cdot \{dh(x_l(t)) \mid 1 \leq l \leq d\}}{\sum_{t=t_s}^{t_e} h_{ck}(t)}$$  \hspace{1cm} (3.19)$$

where $dh(x_l(t))$ represent the distance hierarchy mapping of attribute $l$ of instance $x$ having $d$ attributes and $h_{ck}$ is the neighbourhood factor for neuron $m_k$ with respect to the winner $c$. For the multiplication operation in the numerator part, we multiply the offset part of distance hierarchy point with the neighbourhood factor. For summatting all the terms in the numerator with respect to the distance hierarchy, we defined the addition operation for points in a two level hierarchy, as described next.

**Addition of two distance hierarchy points:** To define the addition operation of two points in distance hierarchy, we introduce a concept of *pliable point*. A *pliable point* $P$ is a point in the distance hierarchy that moves along the paths in the hierarchy as other points are applied to it. Initially, the location of $P$ is the root of the tree. Hence, the initial value of $P$ is $(N_P, d_P)$ where value of $N_P = Any$ and value of $d_P = 0$. The addition operation of two or more distance hierarchy points can be considered as applying each point one after the other to $P$ and adapting or pulling $P$ towards the anchor of the applied point.

Let $A = (N_A, d_A)$ and $B = (N_B, d_B)$ be the two points to be added. So when $A$ is applied to $P$, the value of $P$ becomes $(N_A, d_A)$ i.e. equal to $A$. Then we apply point $B$ to this displaced $P$. $B$ pulls $P$ towards it anchor by an amount equal to the offset value of $B$, $d_B$. The final value of the addition is the final location of point $P$. When, the anchors of $A$ and $B$ are equal i.e. have the same attribute values, it means that the direction of the pull is same for both points. In this case, we simply add the offsets of the two points. When anchors of $A$ and $B$ are different, then the direction of the pull is opposite. Thus, we subtract the offsets. The final value of anchor of $P$, $N_P$ is set to the closest leaf anchor. Formally, this can be written as,

$$(N_A, d_A) + (N_B, d_B) = \begin{cases} 
(N_A, d_A + d_B) & \text{case when } N_A = N_B \\
(N_A, d_A - d_B) & \text{case when } N_A \neq N_B \text{ and } d_A \geq d_B \\
(N_B, d_B - d_A) & \text{case when } N_A \neq N_B \text{ and } d_A < d_B 
\end{cases}$$  \hspace{1cm} (3.20)$$
The addition operation for the distance hierarchy points is shown in Figure 3.5. \( P \) indicates the initial location of the pliable point. \( A \) and \( B \) are the two points applied to \( P \) and are the operands of the addition operation. \( P' \) is the final location of \( P \) and denotes the result of the addition operation.

All the operations discussed so far, are uniform for both, numerical and categorical attributes. The summation in the numerator with respect to all the \( n \) instances, may cause the pliable point \( P \) to have an offset value greater than the maximum path length of the leaf corresponding to \( N_P \). However, the next operation in Equation 3.19 is dividing this sum by the sum of all neighbourhood factors (denominator of Equation 3.19). We divide the offset value of \( P \) by the value in the denominator. This will cause the point to fall back inside the distance hierarchy i.e. \( P \) will lie between the root and the leaf corresponding to anchor \( N_P \). The attribute \( l \) of the neuron’s weight vector is updated at the end of an epoch and set to the final value of \( P \).

The training of an individual map goes on for a defined number of epochs. After the training is complete, we evaluate the map to check whether the neurons were sufficient to represent data at the desired quality. If not, we grow the map in two-dimensions and train it again.

- **Two-dimensional growth of Map:**

  For this step, we compute the variance of all the mapped instances on each neuron (Equation 3.12) and compute the mean variance of the map \( MV_m \) (Equation 3.13). We then evaluate the quality of the map with respect to the variance \( var_p \) of the parent neuron for the map \( m \).

  \[
  MV_m < \tau_1 \cdot var_p
  \]  
  \[(3.21)\]

  If the map does not satisfy the criterion in Equation 3.21, we identify the set of error neurons \( E \) using the batch growth approach described earlier and the corresponding
set of dissimilar neighbours $D$. As a next step, we insert rows and/or columns for each pair of $e$ and $d$ from the set of $E$ and $D$. We initialize the new neuron weight vectors by the average of the weight vectors of their corresponding neighbour neurons. To initialize an attribute $l$ of a neuron weight vector for neuron $z$ between neurons $x$ and $y$, we compute the average of the $dh(x_l)$ and $dh(y_l)$.

$$dh(z_l) = \frac{dh(x_l) + dh(y_l)}{2} \quad (3.22)$$

This is similar to computing the result of addition of two distance hierarchy points (Equation 3.20) and dividing the offset of the result by 2. After growing the map, we retrain the map as described earlier.

- **Hierarchical Growth of Map:**
  After the neuron layer achieves the desired quality and satisfies the criterion in Equation 3.21, we evaluate each neuron of the map for the hierarchical growth. We identify neurons that do not represent the data at the desired quality i.e. do not satisfy the criterion in Equation 3.23 and expand them onto a new $2 \times 2$ layer.

$$var_k < \tau_2 \cdot var_0 \quad (3.23)$$

The new expanded map is trained only on instances represented by the parent neuron. Figure 3.3 shows how the new map is initialized for each possible location of the parent neuron (having 3 neighbours or 4 neighbours or 8 neighbours). If the parent neuron is on the edge of the map, we first create virtual neighbouring neuron(s) shown by dotted circles in the figure. These neurons are mirrors of the existing neighbours. With reference to the figure, the neuron $b'$ is created as,

$$b' = a + (a - b) \quad (3.24)$$

Due to this virtual neuron strategy, the parent neurons at any location in the parent map have exactly 4 direct neighbours. The child map is initialized using the weight vector of the parent neuron and its corresponding direct neighbours. For example, the child neuron 00 is initialized using the weight vectors of the parent neuron, its neighbour at the top and the neighbour on the left, the neuron 01 is initialized using the parent neuron, its neighbour at the top and on the right, 10 is initialized using the parent neuron, its neighbour at the bottom and the neighbour on the left, and lastly, the neuron 11 is initialized using the parent neuron, its neighbour at the bottom and the one on the right. The same is depicted in Figure 3.3. The new neuron vector is
initialized as the average of the 3 vectors (parent and its two neighbours in respective direction).

$$newNeuron = \frac{parent + neighbour1 + neighbour2}{3}$$  (3.25)

As we can see, this initialization process involves the addition, subtraction and division operations on the distance hierarchy points. We have already described the addition and division operation previously. So now, we shall define how a subtraction operation can be performed on two distance hierarchy points. A subtraction operation can be considered as an opposite of addition operation. In addition, one point pulls the other point towards its anchor. In subtraction operation instead, it pushes the other point away from its anchor. More formally, we define the subtraction between point \(A\) and \(B\) in the two level distance hierarchy as,

$$\begin{align*}
(N_A, d_A) - (N_B, d_B) &= \begin{cases}
(N_A, d_A + d_B) & \text{when } N_A \neq N_B \\
(N_A, |d_A - d_B|) & \text{when } N_A = N_B
\end{cases}
\end{align*}$$

(3.26)

For a two level distance hierarchy, both addition and subtraction, reflects the theory of vectors in physics for vectors pointing in the same or opposite direction. When the vectors are pointing in the same direction \((N_A = N_B)\), for the addition of two vectors \((A + B)\), we simply add their magnitudes \((d_A + d_B)\). For subtraction \((A - B)\), we reverse the direction of the other vector and subtract their magnitudes (hence, \(d_A - d_B\)). When the vectors are pointing in the opposite direction \((N_A \neq N_B)\), for vector addition \((A + B)\), we subtract their magnitudes \((|d_A - d_B|)\). The direction of the resultant vector is the same as the vector with the larger magnitude (hence different cases when \(d_A \geq d_B\) and \(d_A < d_B\) to decide the anchor value of the result). For the subtraction operation \((A - B)\), we reverse the direction of the other vector and add their magnitudes (hence, \(d_A + d_B\)).

We can thus initialize the neuron weight vectors of the new map in a straightforward manner using the addition, subtraction and division operations on distance hierarchies. After initializing the new child map, the same process of training and growth is performed on this new map as described earlier. The process of hierarchical growth continues till every neuron in every map of the GHSOM satisfies the criterion in Equation 3.23.

This concludes the process of training the GHSOM using the distance hierarchy for handling mixed attributes. Though we have limited ourselves to a distance hierarchy of
only two levels, this method can be extended to a distance hierarchy of more than two levels. As mentioned earlier, this is not in the scope of this thesis work and will be included as a part of future work. The current approach, however, still has its advantages over using more than two levels of distance hierarchy. Since all the categorical values are treated as equally distant from each other, we do not have to maintain the distance hierarchies, especially for storing the information of the least common parent. Each value is represented by its anchor value (categorical value) and an offset value. For performing the operations, there is no need to perform lookups in the distance hierarchy. If the anchor values of the operands are same, we treat them as points on same path; else we treat them as points on different paths. In case of distance hierarchy of more than two-levels, we need to query the distance hierarchy structure to identify the location of points with respect to their least common parent and to maintain this information, every attribute will need to store this information. Hence, the two-level hierarchy approach is efficient in terms of space and the handling of mixed attributes causes no significant overhead in terms of space and computations.

3.4 Conclusion

In this chapter, we presented the theory behind the traditional GHSOM. We proposed the batch growth approach to speedup the growth process of an individual map of the GHSOM. We also showed, how we can adopt the distance hierarchy based approach to enable the GHSOM to handle datasets with mixed attributes. Although, there are techniques proposed to extend the SOM for mixed attribute datasets, the GHSOM requires some more operations to be defined on the attributes such as computing the average, addition and subtraction. We defined these operations in terms of distance hierarchy points for the GHSOM, and thus enabling the GHSOM to handle mixed attribute datasets.

In the current setting, the GHSOM is capable of processing mixed attribute datasets but it is still ill-suited for massive datasets. It needs to be extended to run on a distributed cluster to handle massive datasets in parallel. In the next chapter, we will introduce the Map-Reduce variant of the GHSOM called MR-GHSOM. The MR-GHSOM extends the potential of the GHSOM to be used for the analysis of massive datasets, owing to its capability to run in parallel on a cluster of machines.
Chapter 4

MR-GHSOM

So far, we have outlined the usefulness of the GHSOM over the traditional SOM owing to its dynamic characteristics. The GHSOM can adapt its structure according to the underlying data and can also reveal the hierarchical relations in the data. In the last chapter, we extended the existing GHSOM to handle a mixed attribute dataset using the distance hierarchy technique. However, it is still difficult to use the GHSOM for large datasets as it requires multiple passes over the input. This becomes a difficult task on a single machine, especially when the dataset becomes so large that it cannot fit in the memory at a time.

In this chapter, we will formally introduce the Map-Reduce variant of the GHSOM which shall enable the GHSOM to be ported to a distributed computing environment to process large datasets in parallel. We have christened the variant as MR-GHSOM, which stands for Map-Reduced Growing Hierarchical Self Organizing Map. Thus, our MR-GHSOM has the capability to process a large mixed attribute dataset.

This chapter is organized as follows. We first briefly discuss the stages in the GHSOM algorithm which can leverage parallelism. Also, we will discuss some challenges encountered with regards to the hierarchical expansion. Then we will formally introduce the Map-Reduce algorithm for each stage and the overall algorithm for the MR-GHSOM.

4.1 Scope of Parallelism in GHSOM

In this section, we will have a look at the stages in the GHSOM which can exploit parallelism on a cluster of nodes. Also we will briefly discuss the issues which could surface in the processing of massive datasets, especially during the hierarchical growth of the GHSOM.
4.1.1 GHSOM Stages for parallelizing on a cluster

We now proceed with the description, at a very high level, of the possible approaches for introducing parallelism in the GHSOM. If we concentrate on the training of an individual SOM which is the core of the GHSOM, one possible parallel approach would be splitting the neuron layer into regions and train the regions in parallel. However, this approach would be network intensive. The nodes working on different regions of the layer in parallel would need to communicate with each other to identify the winner neuron and convey the updates with respect to the neighbourhood factor. Another approach could be through exploiting the hierarchical structure of the GHSOM. Since the GHSOM is composed of multiple individual SOMs and each SOM works on an exclusive subset of data, we could train the SOM layers in parallel with each node responsible for an independent SOM. This parallelism can be introduced only after the layer at level-1 is trained (there is only one SOM layer to be trained in the GHSOM initially) and the parallelism could be introduced for the subsequently spinned off layers thereafter. The approach could run into out of memory issues if the data that needs to be processed by an individual SOM is too large to be processed on a single machine. This case could arise when we have deep hierarchies and small individual SOMs at each level.

Yet another approach for parallelism can be processing the dataset in parallel. The large dataset can be partitioned and distributed on the nodes of the cluster. Each partition of data can be processed in parallel on the nodes and used for training. This approach is flexible in terms of the size of the dataset. Smaller datasets would need less number of cluster machines. As the size of the dataset increases, more nodes can be added to the cluster to handle the increased size. Also, this approach is intuitive with the concept of the Map-Reduce programming model, and we are therefore adopting it.

Now, let us identify the stages of the GHSOM for mixed attributes where parallelism is feasible using the approach of processing the data in parallel.

**Calculation of $\text{var}_0$:**  This is the first step in the GHSOM training and a good candidate for parallelism. The computation of the variance for numeric and categorical values can be performed simultaneously but using different techniques as described below.

For numerical attributes, we need to compute the mean of each numeric attribute with respect to the entire dataset. The mean is computed as the sum of values divided by the number of values. To compute the sum, the dataset can be split into chunks and the sum for each of these partitions can be calculated. This can be done in parallel. We can
then summate the intermediate sums for each partition and compute the total sum. The division of this sum by the total number of instances will yield the required mean value of the numeric attribute. The next step for computing \( var_0 \) is deducing the total variance, i.e. the sum of the squared distances of each input record from the mean divided by the total number of records. This requires another pass of the dataset. This can again be performed in parallel - compute the sum of squared distances for each partition of data and combine the intermediate sums to get the total sum of squared distances. The final variance value can be deduced by dividing this sum by the number of instances.

For categorical attributes, the variance value of an attribute is computed using the relative frequency of each value in the domain of the attribute. We can compute the frequency of each attribute value parallely for each partition of dataset. The intermediate sums of the value frequencies can then be collected and summated to get the total frequency for all the values of the attribute. Finally, we can divide the total frequency of each value by the total number of instances to get the required relative frequency.

The final variance of the dataset is the sum of the variance of the numerical attributes and the categorical attributes. Thus, the calculation of \( var_0 \) shall require atleast two passes over the dataset - one for calculating the mean (numeric attributes) and the total frequency of each distinct value (categorical attributes). The second pass of dataset would be required for the numeric attributes only to compute the distance from the mean for each input record.

**Training of the SOM:** This is the core step of the GHSOM and the most computationally expensive one. To parallelize this step, we can partition the dataset and distribute it across nodes in the cluster. The Batch SOM algorithm suits this approach. Remember that, in the Batch SOM, during each epoch the neuron layer is used in a read-only fashion to find the winner neuron. The neuron layer is only updated at the end of the epoch. Thus, we can share the read-only neuron layer across nodes in the cluster. Each node can train the layer on the local partition of data. The updates can be shared across the cluster at the end of the epoch and the neuron layer can be updated. This step shall require one pass of data for each epoch.

**Evaluating the quality of the SOM for expansion:** After the neuron layer is trained, it is evaluated for both, two-dimensional growth as well as hierarchical growth. For this, we need to compute the variance of each neuron with respect to the represented input instances. This requires identifying the best matching winner neuron for each input record.
and its distance from the winner neuron’s weight vector. This can be computed in parallel on the distributed partitions of dataset. The trained neuron layer can be shared across nodes and the distance from the winner neuron for each input record can be computed locally on each node. The total of all distances from the represented set of inputs for each neuron can then be accumulated from each node and the variance can be computed. This step shall require one pass of the input dataset.

**Hierarchical Expansion:** Once an individual SOM is trained and it satisfies the two-dimensional growth criterion (Equation 3.21), each neuron in the layer is evaluated according to the hierarchical growth criterion (Equation 3.23). For the neurons which do not satisfy the criterion, a new SOM layer is expanded from them. This new layer is trained only on input instances that are represented by the parent neuron. This step would again require a pass over the input dataset to identify the representing neuron for each instance. A concern to address at this stage would be, “how do we store the represented subset of the dataset for each neuron, to be used for training later on”. It would not be an optimal idea to store it in memory since the represented dataset may be too large to store in memory. Another approach is to store this dataset on the disk but we need to develop a mechanism to keep a track of the association between the parent neuron and the mapped set of instances.

The above mentioned stages in the GHSOM are suitable for parallel processing of a distributed dataset. In the next section, we will formally provide the Map-Reduce algorithms of the MR-GHSOM to realize the mentioned parallelisms.

### 4.2 MR-GHSOM Algorithms

In this section, we shall describe the Map-Reduce algorithms for training the MR-GHSOM on an input dataset in parallel. Since the MR-GHSOM requires multiple passes over the input dataset, Apache Spark was an optimal choice for implementing the algorithms. Using the notion of Resilient Distributed Datasets (RDD), which is an abstraction of the shared-memory dataset mechanism, Apache Spark provides an improved performance in comparison to the popular Map-Reduce framework of Hadoop. Apache Spark is well-suited for iterative tasks such as ours in which multiple iterations over the input dataset are required.

We shall provide algorithms for every stage outlined before. Almost all algorithms contain two parts - *map* and *reduce* or *reduceByKey*. The *map* part executes in parallel on
the mapper nodes and emits an output or a set of outputs for each input record. Remember that, Apache Spark does not mandate the mapper and reducer tasks to emit key-value pairs. Each record in the input dataset is referred to as an instance. It is a representation of the attribute vector of the instance. The `emit()` function in the algorithms that will follow, indicate the output produced by the `map()` and `reduceByKey()` functions on a per input record or per key basis respectively.

4.2.1 Map-Reduce for computing $var_0$

In this stage, we find the overall dissimilarity or variance in the dataset. The algorithm for computing the variance is as shown in Algorithm 2. The `map()` function on each node receives the subset of the data, one record at a time. For each input instance, it emits a pair of $(\text{instance}, 1)$. The second term will be used to compute the total number of instances in the dataset.

Algorithm 2 Map-Reduce job for computing variance of input data

1: function MAP(instance)
2:     emit(instance, 1)
3: end function

4: function REDUCE(pair_list = [$(\text{instance}, \text{count}), \ldots$])
5:     sum_instance ← initialize the zero instance
6:     total_instances ← 0
7:     for all tuple ∈ pair_list do
8:         add the tuple.instance to the sum_instance
9:         total_instances ← total_instances + tuple.count
10:    end for
11:    mean_instance ← compute the mean using sum_instance and total_instances
12:    return $(\text{mean}_\text{instance}, \text{total}_\text{instances})$
13: end function

The `reduce()` function receives a list of all the pairs of $(\text{instance}, 1)$ from all the mapper tasks : `pair_list`. The `reduce()` function in Spark collates all the pairs to produce a single output and return the output to the driver. For numerical attributes, we need to compute the mean of all the instance attributes while for categorical attributes, we need to compute the relative frequency of each value of each categorical attribute. We first create an empty instance $(\text{sum}_\text{instance})$ - numerical attributes are initialized to 0 and categorical attributes are initialized by setting the frequency counts of each value in their respective domains to 0. Every pair in the `pair_list` is added to the `sum_instance` and the
value of the `sum_instance` is updated (line 8). For numerical attributes, values for each attribute are added to respective `sum_instance` attributes while in case of categorical attributes it increments the frequency count for the corresponding value of each attribute. The `total_instances` variable is also incremented for every record. The `reduce()` function then computes the mean instance using the sum of all instances (`sum_instance`) and the total count (`total_instances`). For numerical attributes, it divides the sum total for each attribute by `total_instances`. For categorical attributes, the relative frequency of each categorical value is computed by dividing their frequency counts by the `total_instances`.

The `mean_instance` is then used to compute the variance of the dataset at the driver. For categorical attributes, the variance can be calculated using the relative frequencies of all values for each attribute using Equation 3.15. For computing the variance for numerical attributes, another iteration of Map-Reduce is required. This is shown in Algorithm 3. The `map()` function computes the distance between each instance and the `mean_instance` computed before (line 2) and emits the distance value for each instance. The `reduce()` function computes the sum of the squares for these distances and emits the numerical variance. The output of this `reduce()` is the required variance for numerical attributes. Thus, the total variance `var_0` of the dataset can be computed.

**Algorithm 3** Additional Map-Reduce iteration for computing variance of numerical attributes

1: function `MAP(instance)`
2:    `distance ←` compute the distance between `mean_instance` and `instance`
3:    `emit(distance)`
4: end function

5: function `REDUCE(distance_list = [distance_1, distance_2, ...])`
6:    `sq_distance_sum ← 0`
7:    for all `distance` ∈ `distance_list` do
8:        `sq_distance ← distance^2`
9:        `sq_distance_sum ← sq_distance_sum + sq_distance`
10:    end for
11:    `numerical_variance ← sq_distance_sum/total_instances`
12:    return `numerical_variance`
13: end function

### 4.2.2 Training of individual SOM

To train an individual SOM on the input dataset, we used the Batch SOM algorithm. A high-level algorithm is as shown in Algorithm 4. Before the training begins, a SOM layer
with dimensions $2 \times 2$ is created. If this is the layer at level 1, then the neuron weight vectors are initialized randomly. For any other subsequent levels, the layers are initialized as per the heuristic mentioned in Section 3.3.1.

Algorithm 4 Training of SOM

1: function SOMtrain(dataset, neuron_map)
2:     dataset.cache()
3:     initialize neuron_map
4:     for current_epoch ← 0, epochs do
5:         neuron_updates ← Train SOM using Algorithm 5
6:         apply the updates to neuron_map
7:         current_epoch ← current_epoch + 1
8:     end for
9: end function

As discussed earlier, the training of the SOM involves a defined number of epochs over the dataset. Hence before we start with the training, we cache the dataset in memory using the cache() method of Spark RDDs (line 2 of Algorithm 4). During each epoch, the neuron layer is published to the mapper nodes. The new weight vectors for the neurons (neuron_updates) are computed in a Map-Reduce iteration shown in Algorithm 5. At the end of the epoch, the neuron updates are collected at the driver. The driver updates the neuron layer with the new weight vectors and publishes it to the mapper nodes for the next epoch.

The details of the algorithm’s Map-Reduce iteration are given in Algorithm 5. The map() function (line 1) is the mapper task and executes on every mapper node of the cluster. Each mapper task processes a partition of the dataset. For each instance $x$ in the partition, it computes the numerator and denominator part of Equation 3.19 for each neuron $k$ in the SOM layer. It emits a corresponding key-value pair (line 6) for each neuron. neuron.id is the key part and value part is a pair of $(h_{ck} \cdot x, h_{ck})$.

The reduceByKey() function (line 9) represents the reducer task. It receives a list of pairs of numerator part (num_part) and denominator part (den_part) corresponding to the neuron identifier(neuron_id) from all the mapper tasks. It summates the numerator and the denominator parts to compute the total value of the numerator and the denominator of Equation 3.19 for the corresponding neuron. The division of the total numerator by the total denominator yields the updated weight vector for the neuron. The reduceByKey() function also emits a key-value pair (line 17) where the key is the neuron identifier and the value is the updated neuron weight vector. The updated neuron weight vectors are collected at the driver. The driver then applies the updates to the neuron layer.
Algorithm 5 Map-Reduce iteration in SOM Training

1: function MAP(instance, neuron_layer)
2:     find the winning neuron $c$ in the SOM layer for instance
3:     for all neuron $\in$ neuron_layer do
4:         $\text{num\_part} \leftarrow h_{ck} \cdot x$
5:         $\text{den\_part} \leftarrow h_{ck}$
6:         emit($\text{neuron}\_\text{id}, (\text{num\_part}, \text{den\_part})$)
7:     end for
8: end function

9: function REDUCEByKey(neuron_id, val_list = [(num_part, den_part), ...])
10:     $\text{numerator} \leftarrow 0$
11:     $\text{denominator} \leftarrow 0$
12:     for all partial_update $\in$ val_list do
13:         $\text{numerator} \leftarrow \text{numerator} + \text{partial\_update}\_\text{num\_part}$
14:         $\text{denominator} \leftarrow \text{denominator} + \text{partial\_update}\_\text{den\_part}$
15:     end for
16:     $\text{updated\_weight\_vector} \leftarrow \frac{\text{numerator}}{\text{denominator}}$
17:     emit($\text{neuron}\_\text{id}, \text{updated\_weight\_vector}$)
18: end function

Note that, in Apache Spark, `reduceByKey()` is an equivalent of the `reduce()` function in the conventional Map-Reduce. It works in a distributed manner on reducer nodes and each reducer node is responsible for an exclusive subset of keys or neurons. Moreover, the `reduceByKey()` function also behaves as a combiner. As described in Section 2.1.2, a combiner is like a mini-reducer which works on the mapper nodes and performs the reducer operation on the subset of key-value pairs generated on the mapper nodes locally. It helps in optimizing the network performance by reducing the amount of data to be transferred from the mapper to the reducer. In this case, the combiner aspect of `reduceByKey()` reduces the number of records transmitted from the mapper to reducer nodes from $n \times k$ to $m \times k$, where $n$ is the number of records, $m$ is the number of mapper tasks generated in the cluster and $k$ is the number of keys or the number of neurons. This is a significant optimization since $m << n$.

4.2.3 Evaluating the quality of SOM for expansion

After a SOM is trained, it is evaluated for both, two-dimensional growth as well as hierarchical growth. This step is similar to the first step of computing $\text{var}_0$. The Map-Reduce algorithm for this step is provided in Algorithm 6.
Algorithm 6 Evaluating SOM quality using Map-Reduce

1: function MAP(instance)
2:    winner ← find the winning neuron c in the SOM layer
3:    distance ← compute the distance of instance from c
4:    emit(winner.id, (distance, 1))
5: end function

6: function REDUCEByKey(neuron_id, valList = [(distance, count), ...])
7:    sum_sq_dist ← 0  \(\triangleright\) sum of squared distances
8:    total_count ← 0  \(\triangleright\) count of represented instances
9:    for all tuple ∈ val_list do
10:       sum_sq_dist ← sum_sq_dist + tuple.distance^2
11:       total_count ← total_count + tuple.count
12:    end for
13:    neuron_variance ← sum_sq_dist/total_count
14:    emit(neuron_id, neuron_variance)
15: end function

In the map() function, for every instance, we compute the distance from its winner neuron. The map() function emits a key-value pair (line 4) where the key is the identifier for the winner neuron and the value is a pair of \((distance, 1)\). The latter component of the pair is used for computing the total number of represented instances by the neuron. The reduceByKey() function receives a list of such pairs for every unique neuron identifier key. This function executes on the reducer nodes. It computes the total variance for the neuron with respect to the represented instances. For all the pairs in the list for a neuron, it computes the sum of the squared distances and the total of the represented instances. Dividing these two terms gives the variance of the represented instances at the neuron. The function emits a key-value pair where neuron identifier is the key and the value is the variance at this neuron. The values are collected at the driver which evaluates the neurons and their variances to identify the neurons for the two-dimensional growth and the hierarchical growth.

### 4.2.4 Hierarchical Expansion

After the two-dimensional growth is complete for a layer, each neuron’s quality is evaluated for the hierarchical growth. Each identified neuron is expanded onto a new layer at the lower level in the hierarchy. Each new layer is trained only on the subset of instances represented by the corresponding parent neuron. So before the new layer can be trained, we need to filter out these subset of instances from the original dataset. Since the size of
these subsets may be too large to fit in the memory, we need a mechanism to keep a track of instances in the original dataset and their corresponding neurons in parent layer. A simple approach would be - parse the dataset every time a new layer is created to identify the subset of instances. However, this will require multiple passes over the dataset for every expanded layer.

For our MR-GHSOM, we adopted a technique that leverages the shared-memory aspect of the Spark RDD. An RDD can reside in the memory on the cluster nodes as long as the memory is available on the cluster machines. Also, RDDs provide a mechanism to filter out a subset of the data based on a criterion using the filter() transformation. The filter() transformation is executed in parallel on the cluster nodes. In the MR-GHSOM, we transformed an RDD of dataset instances into an RDD of tuples of the form - (parent_layer, parent_neuron, instance) as depicted in Equation 4.1. That is, we associate each instance with its representing neuron identifier and the layer identifier of the neuron.

\[
\text{dataset}(\text{instance}) \rightarrow \text{dataset}(\text{parent\_layer}, \text{parent\_neuron}, \text{instance}) \quad (4.1)
\]

We delegate the task of managing the storage of this transformed dataset to the Apache Spark library. It may store it in memory on the cluster machines or store it on disk if the memory is not sufficient or partially store it in memory and partially on the disk. This would depend on the memory available on the cluster machines. The algorithm for performing this mapping using only the mapper task is shown in Algorithm 7

**Algorithm 7** Mapping instances to their winner neurons

1: function MAP(instance, expand_neuron_set, curr_layer_id)
2: \hspace{1em} winner ← find the winning neuron c in the layer
3: \hspace{1em} if winner ∈ expand_neuron_set then
4: \hspace{2em} emit(curr_layer_id, winner.id, instance)
5: \hspace{1em} end if
6: end function

The map() function receives the set of neurons to expand for the hierarchical growth and the identifier of the current SOM layer. It finds the winner neuron for the instance and if the winner neuron is in the set of neurons, it emits a tuple of the form (parent_layer, parent_neuron, instance) (line 4). The final output of the map() function is an RDD of such tuples in which an instance is associated to a parent layer and a parent neuron.

When a new layer is expanded from the neuron, we have the information about the parent neuron and the parent layer. We can use this information to filter out the subset of
data to be used for training this new layer using the \textit{filter()} transformation. The training process for a new layer remains the same as described earlier.

### 4.2.5 Complete MR-GHSOM

Now we are positioned to join the pieces of the MR-GHSOM together and formulate the end-to-end algorithm as shown in Algorithm 8.

The first step of the algorithm is computing the overall variance in the dataset. Since we train several layers arranged in a tree hierarchy in a breadth-first manner, we maintain a queue to keep a track of the layers to process - \textit{parent\_queue}. Every layer is associated with an identifier - \textit{curr\_layer\_id}. Initial contents of the queue for first layer at level 1 is a pair \((0, 0)\) indicating the parent layer as level-0 layer and parent neuron as the only neuron in level-0 layer. Next, we transform the dataset (line 7) for the future hierarchical expansion as described in Section 4.2.4 into a dataset of tuples as shown in Equation 4.1.

For every entry in the queue, we create a SOM layer (line 13) and train it (line 17) using the Algorithm 4. Before the training begins, we filter out the instances, as required, for the current layer using the parent layer id and parent neuron id from the queue (line 11). After the iteration of the SOM training, we evaluate the layer for the two-dimensional growth (lines 19-24). The SOM is grown in two-dimensions if the criterion in Equation 3.21 is not satisfied and the grown layer is trained again. After the layer satisfies the Equation 3.21, we identify the neurons for expanding onto a new layer of the SOM (\textit{expand\_neuron\_set}) using the criterion in Equation 3.23. The next step in the process (lines 26-33) is mapping the instances in the current dataset to their winner neuron in the current layer for the reasons described in Section 4.2.4. Note that, the dataset for the current map is cached for the entire duration of training, the two-dimensional growth, and the mapping of the instances for training the SOM in the next level. This allows faster processing of dataset over multiple passes.

Thus, we described our proposed Map-Reduce variant of the GHSOM called MR-GHSOM. The MR-GHSOM not only extends the capability of the GHSOM to handle datasets containing mixed attributes but also extends its usability for processing massive datasets in a distributed computing environment.
Algorithm 8 MR-GHSOM

1: function MR-GHSOM(dataset)
2:   compute \( var_0 \) using Algorithm 2
3:   parent_queue ← create queue to track parent layer and neuron of current layer
4:   parent_layer ← 0 \>
5:   parent_neuron ← 0 \>
6:   parent_queue.enqueue(parent_layer, parent_neuron) \>
7:   mapped_dataset ← transform dataset as described in Equation 4.1
8:   curr_layer_id ← 0
9:   while parent_queue is not empty do
10:      \((curr\_parent\_layer, curr\_parent\_neuron)\) ← parent_queue.dequeue()
11:      curr_dataset ← filter instances from mapped_dataset for current layer
12:      curr_dataset.cache()
13:      curr_layer ← create a new layer of \( 2 \times 2 \) neurons
14:      curr_layer_id ← curr_layer_id + 1
15:      is_2d_growth ← false
16:      repeat
17:         train curr_layer SOM using Algorithm 4
18:         evaluate quality of curr_layer using Algorithm 6
19:         if curr_layer does not satisfy 2-D growth criterion Equation 3.21 then
20:            grow the layer
21:            is_2d_growth ← true
22:         else
23:            is_2d_growth ← false
24:         end if
25:      until is_2d_growth is true
26:      expand_neuron_set ← create empty set
27:      for all neuron ∈ curr_layer do
28:         if neuron does not satisfy hierarchical growth criterion Equation 3.23 then
29:            add neuron to expand_neuron_set
30:            parent_queue.enqueue(curr_layer_id, neuron.id)
31:         end if
32:      end for
33:      mapped_dataset ← associate instances to their winner neurons (Algorithm 7)
34:      save the current SOM
35:      curr_dataset.uncache()
36:   end while
37: end function
4.3 Conclusion

In this chapter, we described our MR-GHSOM more formally while outlining the overall algorithm as well as the component algorithms in detail. We made use of the Map-Reduce programming paradigm using Apache Spark enabling the MR-GHSOM to process massive dataset on a distributed cluster of nodes. Owing to the notion of RDDs and caching of RDDs, Apache Spark enables faster processing of a large dataset, especially for tasks which requires multiple passes over the dataset. We leveraged these concepts of Spark for our implementation of the MR-GHSOM.

In the next chapter, we shall describe the experiments we performed on the MR-GHSOM to evaluate its clustering behaviour and its ability to mirror the hierarchical structure. The chapter shall ascertain the usefulness of the MR-GHSOM in clustering and data analysis of large mixed attribute datasets.
Chapter 5

Experiments

So far, we have provided a theoretical understanding of how the MR-GHSOM works. In the last chapter, we provided the complete end-to-end Map-Reduce based algorithm of the MR-GHSOM. In this chapter, we will further ascertain its usefulness by way of testing it on some popular known datasets.

This chapter is organized as follows. Initially, we will discuss the approach that we adopted to evaluate the results generated by the MR-GHSOM. We then discuss the testing of the MR-GHSOM with regards to its two-dimensional growth property and the ability to represent the input data on a single SOM layer. We also evaluate the impact of the batch growth technique that we proposed in Section 3.2. Next, we study the results of the MR-GHSOM in terms of hierarchical clustering. Lastly, we will run our algorithm on the Census-Income dataset and perform an analysis of the results.

5.1 Configuration and precursor information

All the experiments were conducted on a cluster of 2 worker nodes. The data was stored on the HDFS. Each node had 4GB RAM and 1 core. The amount of memory on each node needs to be sufficient to cache the data partition in memory on each node. This small cluster was sufficient for our Census-Income dataset (∼300K records). The working model of the MR-GHSOM on a small cluster for a ∼300K record dataset can be extended for a larger dataset by using a more powerful and larger cluster as required. The experiments are aimed to prove that the MR-GHSOM is capable of processing a large mixed attribute dataset in a distributed environment and still producing satisfactory results.
For all datasets used in these experiments, the attributes were normalized. Numeric attributes were normalized to a range of 0.0 to 1.0. For each categorical attribute, a two-level distance hierarchy was created and the link weight was set to 0.5 (making the maximum path length or distance between any two leaf nodes as 1.0).

The results of experiments are mostly in the form of SOM layers generated by the MR-GHSOM. While describing a generated map, a reference to a cell in the SOM layer is made using the notation \([x, y]\) where \(x\) is the row number and \(y\) is the column number of the neuron cell in the map. Also rows and columns are numbered starting from 0. \([0, 0]\) represents the cell in the top left corner i.e. row = 0 and column = 0.

5.2 Evaluation Approach

With reference to the SOM algorithm, the most common evaluation metric used to assess the quality of the map is quantization error. Quantization error indicates the quality of the data representation by the SOM layer and is calculated as the average distance between each input instance and its winner neuron. It decreases with the increase in the SOM layer size. This measure is not applicable to dynamic variants of the SOM like the GHSOM or our MR-GHSOM. The GHSOM or MR-GHSOM are designed to grow till they satisfy a criterion governed by the mean quantization error or variance respectively. The mean quantization error or variance are also indicators of the quality of data representation by the map and in the GHSOM or MR-GHSOM, we can control this quality using the parameters \(\tau_1\) and \(\tau_2\). Owing to this, such dynamic variants of the SOM are evaluated based on empirical evidence only. Accordingly, we shall also use empirical results, in most cases, to support the MR-GHSOM. The empirical results will be shown using the U-Matrix and component planes for the attributes. For datasets having labelled classes, we shall show the distribution of class labels throughout the map. Note that, in maps showing class label distribution, cells without any labels represent neurons which were not selected as winner neurons for any input instance.

To evaluate the topology preservation property of a SOM layer, we used the topographic error metric. It is a ratio of input instances for which the winner neuron, i.e. the best matching neuron and the next best matching neuron are not adjacent. It has a value in the range of 0 and 1, where 0 indicates the best topology preservation while 1 indicates the worst. The topographic error is an indicator of the quality of projection of high-dimensional dataset onto a two-dimensional grid of neurons. Topology preservation is not useful for small maps since for a small map the probability of finding the best and the second best
winner neuron to be adjacent, is high. Hence, we shall be evaluating only large maps with respect to the topographic error.

5.3 Evaluation of two-dimensional Growth

5.3.1 Focus of Evaluation

In this section, we will evaluate how our MR-GHSOM performs in terms of modelling an individual SOM layer on the input data while growing the SOM layer dynamically. To perform this evaluation, we shall compare the results of the MR-GHSOM with the results generated by a sequential SOM. We created a sequential implementation of the SOM, that runs on a single machine and handles a mixed attribute dataset using the distance hierarchy approach as presented in [19]. Remember that, the sequential SOM has a static size of the layer which needs to be specified before the training begins. To make the comparison fair, we set the dimensions of the sequential SOM layer same as that of the layer generated by the MR-GHSOM while growing dynamically. We run our MR-GHSOM and the sequential SOM on some popular classification datasets from UCI[29]. We then compare their results in terms of the U-Matrix generated for the trained SOM layers. Since we are using classification datasets, we also present the class label distribution generated by the two versions of the SOM: sequential SOM and MR-GHSOM. Note that, we are not trying to demonstrate whether the MR-GHSOM is better or worse than the sequential SOM. We expect these experiments to provide us an assurance that the MR-GHSOM produces similar results to the sequential SOM while running in parallel on a distributed cluster and growing the SOM layer dynamically.

To perform the evaluation, the datasets from UCI[29] we shall be using are Iris, Wine, Mushroom and Credit. Iris and Wine are purely numerical datasets while Mushroom is a purely categorical dataset. Lastly, Credit dataset is a mixed attribute dataset containing both numeric and categorical attributes. The details of datasets are shown in Table 5.1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Type of attributes</th>
<th># of attributes</th>
<th># of instances</th>
<th># of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>Numerical</td>
<td>4</td>
<td>150</td>
<td>3</td>
</tr>
<tr>
<td>Wine</td>
<td>Numerical</td>
<td>13</td>
<td>178</td>
<td>3</td>
</tr>
<tr>
<td>Mushroom</td>
<td>Categorical</td>
<td>22</td>
<td>8124</td>
<td>2</td>
</tr>
<tr>
<td>Credit</td>
<td>Mixed</td>
<td>15</td>
<td>690</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 5.1: Datasets for two-dimensional growth evaluation
5.3.2 Evaluation

Iris dataset

We shall first describe the results for the Iris dataset in detail with the help of the U-Matrix and component planes generated for it. We will also use this dataset’s results to show, how we can leverage the U-Matrix and the component planes in unison to understand the characteristics of the data. The Iris dataset has three classes namely Iris-setosa, Iris-virginica and Iris-versicolor. Iris-setosa is distinguishable from the other two class instances; however, the remaining two class instances are not separable from each other [30].

The parameters $\tau_1$ and $\tau_2$ were set to 0.05 and 1.0 respectively. Since we are interested in only two-dimensional growth, $\tau_2$ was set to a high value to avoid the expansion into lower levels. Figure 5.1 shows the U-Matrix, component planes and class label distribution for Iris dataset for the SOM layer generated by the MR-GHSOM. The resulting SOM layer had the dimensions of $3 \times 16$ neurons.
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Figure 5.1: Results of MR-GHSOM on the Iris dataset

**Analysis of the SOM layer:** The U-Matrix for the SOM layer generated by the MR-GHSOM (Figure 5.1a) shows two distinct clusters separated by a dark area at column 22 (area near the two-thirds of the U-Matrix from left). The class label distribution shows...
that these two regions are related to the classes iris-virginica and iris-versicolor on the left of the dark separator, and the class iris-setosa on the right. The class label distribution also shows that the classes on the left are grouped into two groups of iris-virginica and iris-versicolor. The U-Matrix does not reflect a distinct separator between iris-virginica and iris-versicolor owing to the fact that vectors associated with these classes are not separable.

If we move our attention to the component planes, we see that the attributes - petal width and petal length - are related to each other. Further their distribution is similar to the sepal length attribute. We also see that iris-setosa is distinguished from other classes mostly on the attribute of petal length and petal width. Iris-setosa has lower values of petal length and width while higher values of sepal width. The results of the MR-GHSOM on the Iris dataset helps us understand, how we can benefit from the component plane visualization to understand the relation between attributes in the data distribution.

Thus, the generated SOM layer can be used not only to identify clusters in the dataset, but also for data analysis purposes to study the correlation between different attributes.

**Comparison with sequential SOM:** We trained the sequential SOM with a layer size of $3 \times 16$ on the same dataset. The U-Matrix and class label distribution is shown in Figure 5.2. As we can see, the MR-GHSOM generated similar results for the Iris dataset - the orientation of the SOM layer generated by the MR-GHSOM is a mirror image of the one generated by the sequential SOM. Both results show identical distribution of the class labels in the dataset, thus verifying the results of the MR-GHSOM on the Iris dataset.

![U-Matrix](image1.png)

(a) U-Matrix

![Class label distribution](image2.png)

(b) Class label distribution - *virginica*(VI), *versicolor*(VE), *setosa*(SE)

Figure 5.2: Results of the sequential SOM on the Iris dataset

Next, we modelled the two-dimensional SOM layers for the Wine, Mushroom and Credit datasets. We will only show the U-Matrix and class label distribution for these datasets since they are sufficient to verify the results for this section of experiments.

**Wine Dataset**

The Wine dataset is a dataset with only numeric attributes. This dataset has three classes - 1, 2, 3 - for the wine instances. For this dataset, the value of $\tau_1$ was set to 0.4 while $\tau_2$
was again set to 1.0 to avoid the expansion into lower level layers. The resulting SOM had 2 \times 10 neurons. The results are shown in Figure 5.3.

![U-Matrix and Class label distribution](image)

Figure 5.3: Results of MR-GHSOM on the Wine dataset

**Analysis of the SOM layer:** The U-Matrix (Figure 5.3a) shows a clear separation between the three classes. As depicted in the class label distribution (Figure 5.3b), the cluster on the left corresponds to the class $1$, the one in the middle represents class $2$ and the right one represents class $3$.

**Comparison with sequential SOM:** We trained a SOM layer of size $2 \times 10$ for the Wine dataset using the sequential SOM. The results of training are shown in Figure 5.4. We can see that the U-Matrix for this SOM layer (Figure 5.4a) is identical to the one generated by our MR-GHSOM. It also shows clear separation between the three classes. The class label distribution shows some additional overlaps of the class labels of $1$ and $2$; however, this is acceptable as the results of clustering can vary with every execution.

![U-Matrix and Class label distribution](image)

Figure 5.4: Results of the sequential SOM on the Wine dataset

**Mushroom dataset**

Having shown the results for the numericals datasets, we now test our MR-GHSOM for a purely categorical dataset - Mushroom. The parameter $\tau_1$ was set to 0.45 and $\tau_2$ was given 1.0 to avoid the expansion into lower levels. All the boolean attributes were treated as categorical attributes having two values in their domain. This dataset contains two class labels namely $E$ (edible) and $P$ (poisonous). The SOM layer for the Mushroom dataset grew from a four neuron map to attain dimensions of $5 \times 14$. The U-Matrix and the class label distribution generated by MR-GHSOM is shown in the Figure 5.5.
Analysis of the SOM layer: The class label distribution (Figure 5.5b) shows that the class labels are clustered together in the map (except for a few $P$ labelled cells in the group of $E$). The U-Matrix (Figure 5.5a) depicts a separation between these two groups. We have labelled the cluster representing class $E$ as 1. The clusters labelled 2 and 3 represent the group of $P$ instances. However, U-Matrix shows more clusters within the groups of $E$ and $P$. In particular, it shows two prominent clusters in the group of class $P$, labelled 2 and 3 in the U-Matrix. This shows that the instances within the two classes can further be split into subsequent groups. Thus, the analysis of Mushroom dataset reveals some additional clusters that are not indicated by the classification labels.

Comparison with sequential SOM: We trained a SOM layer of size $5 \times 14$ using the sequential SOM. The results are shown in Figure 5.6. The U-Matrix (Figure 5.6a) reveals the same clusters as we saw in case of the MR-GHSOM. The orientation of these clusters is different in this SOM layer. Again, this is acceptable as the clusters can be oriented differently across multiple trainings of the SOM. For the sake of comparison, we have shown the clusters from the MR-GHSOM results in this U-Matrix using the same labels. As long as the similar clusters lie closer to each other, the results are acceptable. The clusters labelled 2 and 3 are closer to each other in both U-Matrices, and hence we can consider the generated SOM layers as similar. Thus, we can conclude that the results generated by the MR-GHSOM are identical to those generated by the sequential SOM.
Credit dataset

Lastly, we test a mixed attribute dataset - Credit. It contains two classes for people with positive credit (“+”) and others with negative credit (“−”). For this dataset, we again considered all the boolean attributes as categorical attributes. The value for parameter \( \tau_1 \) was set to 0.5 and \( \tau_2 \) was again set to a high value (1.0) to avoid the hierarchical expansion. The map grew to a size of \( 8 \times 6 \). Figure 5.7 shows the U-Matrix and the class label distribution for the map generated by the MR-GHSOM.

![U-Matrix and Class label distribution](image.png)

Figure 5.7: Results of MR-GHSOM on the Credit dataset

**Analysis of the SOM layer:** The label distribution (Figure 5.7b) shows that the MR-GHSOM did group the labels together: “+” is clustered at the top while “−” is clustered towards the bottom of the map. However, the U-Matrix (Figure 5.7a) depicts different groupings. It does depict a dark separator between the two classes starting at cell [5, 0]. If we concentrate on the lighter regions of U-Matrix indicated by labels 1 to 4, we can associate these regions to pure groups of labels in the class label distribution. For example, region 4 corresponds to a cluster of purely “−” labels while region 1 corresponds to a pure group of “+” labels.

**Comparison with sequential SOM:** For comparison, a SOM layer of size \( 8 \times 6 \) was trained using the sequential SOM. The results are shown in Figure 5.8. Both, the U-Matrix and the class label distribution for this layer, are almost identical to the ones shown for the layer trained using the MR-GHSOM. In fact, for the credit dataset, the orientation of the clusters - 1, 2, 3, 4 - is same for the layers generated by the MR-GHSOM and the
sequential SOM. Thus, we can conclude that the MR-GHSOM does a fair job at clustering of mixed attribute dataset as well.

**Evaluation of topographic error:**

To evaluate the topology preservation property of the MR-GHSOM, we computed the topographic error for the layers generated using the MR-GHSOM and the sequential SOM on the above mentioned four datasets. The topographic error for the SOM layers is mentioned in Table 5.2. All topographic error values for the MR-GHSOM layers have low values, corroborating the fact that the SOM layers generated by the MR-GHSOM preserved the topology of the data properly. Moreover, the topographic error for both, the sequential SOM and MR-GHSOM, are comparable. The difference in the values of topographic error is not a definitive indicator that one algorithm performed better than the other. The topographic error varies across different executions of the SOM training. As long as the values are low, we can be assured that the algorithm does a satisfactory job at preserving the topology of the data.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MR-GHSOM</th>
<th>Sequential SOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>0.146</td>
<td>0.173</td>
</tr>
<tr>
<td>Wine</td>
<td>0.078</td>
<td>0.079</td>
</tr>
<tr>
<td>Mushroom</td>
<td>0.002</td>
<td>0.011</td>
</tr>
<tr>
<td>Credit</td>
<td>0.066</td>
<td>0.059</td>
</tr>
</tbody>
</table>

Table 5.2: Topographic error: MR-GHSOM versus sequential SOM
5.3.3 Learnings from the evaluation

The above experiments were not meant to indicate that the MR-GHSOM is better or worse than the sequential SOM. The SOM results may vary across multiple executions. The core SOM algorithm is the same for both. Hence, the minor discrepancy in some results that we observed above is acceptable. The focus of these evaluations was to provide an assurance that the MR-GHSOM produces comparatively identical results to the sequential SOM, in spite of growing dynamically and running in parallel on a cluster. Thus, we can confirm from the results above that the MR-GHSOM does a satisfactory job of representing data on an individual SOM layer, and also maintains the topology of the input dataset as indicated by the low values of the topographic error.

5.4 Evaluation of the batch growth

In Section 3.2, we proposed a modification in the conventional GHSOM to speed up the two-dimensional growth process. We called it the batch growth approach and used it in MR-GHSOM. In this section, we will provide results which show that this approach is indeed an useful improvement for the dynamic two-dimensional growth process.

5.4.1 Focus of Evaluation

Every growth iteration in the conventional GHSOM is followed by an iteration of the SOM training. This SOM training requires multiple passes over the input dataset and is the most computationally expensive phase of the overall GHSOM training. Hence, any reduction in the number of SOM training iterations would lead to a reduction in the overall training time of the GHSOM. In this section, we try to evaluate how the batch growth approach helps us in reducing the number of growth iterations for an individual SOM layer. We will compare the number of iterations required by the MR-GHSOM (using the batch growth approach) and by the conventional GHSOM to reach the final required size of a SOM layer. We would also like to confirm that the batch growth should not result in a SOM layer with too many unnecessary neurons. We will present our results with respect to the four datasets mentioned in the last section.
5.4.2 Evaluation

Figure 5.9 shows the growth rate of the SOM layers on the four datasets. The X-axis denotes the growth iteration number and the Y-axis represents the number of neurons in the current SOM layer. We can see that the batch growth approach reaches the target SOM size comparatively quickly than the conventional one row/column at a time approach of the GHSOM. For example, in case of the Credit dataset, the two-dimensional growth criterion was satisfied in just 7 iterations of growth for batch growth while it took 11 iterations for the conventional approach. Also, the batch growth approach does not have any significant adverse effect with respect to unnecessary neurons being added to the SOM layer. The final size of the SOM in all cases is approximately similar to the size attained through the
conventional GHSOM’s growth process.

To give a picture of the performance gains achieved through the *batch growth* approach, assume that the number of epochs required for the SOM training is chosen as 100 for the Mushroom dataset. By the time, the conventional GHSOM attains the desired size of the SOM layer, it would have parsed over the Mushroom dataset $12 \times 100 = 1200$ times. As against this, the MR-GHSOM using the *batch growth* approach would need $7 \times 100 = 700$ passes over the dataset. Thus, in total we would save 500 passes over the dataset, while still achieving the desired quality of data representation by the SOM layer.

### 5.4.3 Learnings from the evaluation

From the results, we can confirm that the *batch growth* approach requires lesser number of growth iterations to attain the desired final size of the SOM layer. Moreover, it does not add too many unnecessary neurons to the SOM layer during this bulk growth.

This reduction in the number of growth iterations can prove useful in reducing the number of passes over the input dataset and hence, reducing the overall training time of the GHSOM process. Moreover, this lessening in the number of passes over the input dataset is crucial when the underlying dataset is massive.

### 5.5 Evaluation of Hierarchical Growth

So far, we have established that the MR-GHSOM does a satisfactory job with respect to the two-dimensional growth. We now evaluate the MR-GHSOM for its hierarchical growth property.

#### 5.5.1 Focus of Evaluation

In this evaluation, we will analyze the hierarchical behaviour of the MR-GHSOM. Since there does not exist any variant of the GHSOM capable of handling mixed attributes, we will not compare our results with any other algorithm. To support our MR-GHSOM, we will analyze the empirical results in this section and provide the reasoning behind the behaviour of the MR-GHSOM and the orientation of the generated SOM layers arranged in a tree-like hierarchy.

Here, we try to show that the MR-GHSOM produces layers arranged in a hierarchy such that:
• The layers lower in the hierarchy represent the data at a finer granularity than the data represented by the parent neuron in the parent layer.

• The orientation of the child layer preserves the orientation of the parent neuron and its neighbours in the parent layer.

To evaluate the MR-GHSOM for its hierarchical growth, we used the Zoo\[29\] dataset. The dataset consists of 101 instances of animals. Each instance has 16 attributes (excluding the name of animal and the type attribute for the class). We treated all the boolean attributes in the dataset as categorical attributes. Thus, the dataset had in 15 categorical attributes and 1 numeric attribute (legs). To understand the hierarchical structure produced by the MR-GHSOM, we will present the label distribution of the SOM layers.

**5.5.2 Evaluation**

Figure 5.10 shows the resulting GHSOM structure. The first layer of the SOM is shown by the blue coloured grid. The lower level layers are projected into the first layer (shown by small red coloured grids within the major blue coloured grid).

The findings from the results generated by the MR-GHSOM are as follows:

• The first layer of the generated SOM had dimensions of $5 \times 2$ (shown by blue grid). It splits the dataset into two major groups - mammals (cells [0, 0], [0, 1] and [1, 0]) and non-mammals (rows 2 to 4). The last row represents the bird family. Also, we can see that the column 0 is dominated by the aquatic creatures, while the cell [3, 1] is dominated by the insect family.

• The cell [0, 1], representing land animals, is further expanded into a new layer of size $2 \times 5$. In this sub-layer, columns 0 and 1 represent predators while the remaining are non-predators. We also find that, in the sub-layer, the orientation of the predator related cells is towards the cell [0, 0] containing aquatic predators - mink, seal and sealion. This ascertains that the MR-GHSOM preserves the orientation of the sublayers with respect to the parent neuron and its neighbours in the parent layer.

• The cell [2, 0] of the first layer is expanded into a layer of $3 \times 2$. The groups in this layer are created on the basis of catsize, predator and breathes attributes. Again, the cell [1, 0] of this sublayer is oriented towards the larger animals (cell [1, 0] of layer 1).

• The subcluster for cell [3, 0] is split into three groups based on the number of legs.
Next, we will move our attention to the subcluster of the cell $[3, 1]$. The second row in this subcluster is devoted to aerial insects (attribute: airborne). The second row is further split into two groups based on the presence or absence of hair.

The last row of the first layer SOM is devoted to the bird family. The subcluster in cell $[4, 1]$ is divided on the basis of the predator and catsize attribute. The second column of this subcluster is dominated by small birds (catsize = 0) which are not predators.

### 5.5.3 Learnings from the evaluation

From the results of the MR-GHSOM on the Zoo dataset, we can ascertain that the MR-GHSOM does a suitable job in representing the hierarchical relations in the input data. We saw that, the MR-GHSOM represented the data at a coarser granularity in the top layer, and then provided finer separation between the represented instances in the lower
level layers. Moreover, it also preserves the orientation of the lower level layers with respect to the parent neuron and its neighbours in the parent layer.

5.6 Experiments on the Census Dataset

The experiments so far, give us an assurance that the MR-GHSOM is indeed capable of producing meaningful results with respect to modelling data in the hierarchy of the SOM layers. Further, the visualizations of the U-Matrix and component planes also prove useful in describing the clusters or the results generated. Having established the confidence in the MR-GHSOM, we now proceed to our analysis of the target dataset - Census. The analysis of a Census dataset can have applications in election campaign steering or market segmentation. For instance, in election campaign steering, the generated GHSOM can help a campaign manager to view the entire voter population at different levels of granularity. The neurons in every SOM layer in the hierarchy represent a summary or a prototype of a set of similar entities in the voter population. The neurons that lie in the interesting clusters in the current layer, can be expanded into new layers to view finer details. The clusters can then be identified using the U-Matrix visualization. Once identified, the component planes can be used to understand the properties of these clusters.

5.6.1 Focus of Evaluation

In this part of our experiments, we will showcase the use of the MR-GHSOM on a large dataset with mixed attributes. The focus of this evaluation is:

- to show how the MR-GHSOM is capable of summarizing the data at different levels of granularity
- to show how we can use the results of the MR-GHSOM to understand the data
- to demonstrate the use of the SOM visualizations to, not only depict the clusters within the data and understand the cluster attributes, but also to understand the correlations between different attributes. Together, these tools form a useful combination to perform the necessary exploratory data analysis on a given dataset.

For this analysis, we used the Census dataset. It is more popularly known as the Census-Income (KDD) Dataset on UCI[29]. Census dataset contains $\sim 300K$ records. It is extracted from 1994 and 1995 population surveys conducted by the U.S. Census Bureau. It
is usually used as a classification dataset. The classification attribute of *income class* was derived from the attribute of *total person income* in the original survey. The income property is an important demographic attribute. We wanted to model this dataset to represent a typical census microdata of individual entities of a population. Therefore, for our analysis, we treated the prediction class attribute as one of the analysis attributes. We combined the train and test datasets to form our dataset of \(~300\text{K}\) instances. The original dataset contains 42 attributes which are of mixed type - numeric and categorical. We excluded the attributes that do not give information about the instance such as year (the year of census survey) and instance weight (attribute related to stratified sampling used for creating this dataset). For our training, we ignored the missing values in the dataset.

### 5.6.2 Evaluation

For presentation purposes, we generated layers of size that would be legible for the report. Remember that, the size of the layers can be controlled using the parameters - \(\tau_1\) and \(\tau_2\). The generated GHSOM structure contained two levels. First level contained one SOM layer obviously. Three neurons from the first level spawned off into three SOMs at the second level. The values of \(\tau_1\) and \(\tau_2\) were set to 0.7 and 0.6 respectively. The first level map was a small map representing the data at a very coarser level of granularity. In this discussion, we will explain and analyze the first level map and one of the three SOMs that are expanded into the second level.

**Map at Level 1**

The first level map is a small map of \(3 \times 2\) neurons. It represents the dataset at a very coarse level. The U-Matrix and relevant component planes for this map are shown in Figure 5.11. Since this is a fairly small map for a large dataset, most categorical attributes had the same values throughout this map. However, the following observations can still be made from this map:

- The U-Matrix (Figure 5.11g) shows two major groups in the dataset. These groups are based on the financial characteristics of the census population as seen from the component planes.
- We can see that the cluster in the lower part of the map (last row of the U-Matrix) corresponds to the population of individuals with low capital gains, low capital losses, low wage per hour and who work lesser number of weeks in an year.
Figure 5.11: U-Matrix and Component Planes for Level 1 SOM of the Census Dataset
• We can see from the component planes of capital gains and capital losses attributes (Figures 5.11b and 5.11c) that these attributes are highly correlated. Higher capital gains imply higher capital losses and vice versa.

• The attributes of wage per hour and weeks worked in year (Figure 5.11d and 5.11e) have almost identical distributions. Moreover, the distribution of these attributes is related to capital gains and capital losses attributes, as well.

• The age attribute (Figure 5.11a) shows some interesting relation with other finance-related attributes. People in the mid-age of around 40 (orange shade in Figure 5.11a) have higher capital gains and more wage per hour (red shade in Figure 5.11b and 5.11d). In relation with the tax filer status attribute (Figure 5.11f), it shows that the population with a lower age are the non-filers of tax.

This map provides a very high-level summary of the entire dataset representing data at a very coarser level. It does not provide any detailed information regarding the clusters and attribute correlation for most attributes. Remember that, every neuron in a SOM layer can be considered as a prototype for a cluster of similar instances with similar neurons lying next to each other and forming larger clusters. Accordingly, three of such neuron clusters expanded into new SOM layers at the lower level to represent the data at a finer granularity, and thus depicting the hierarchical relations in the data. We will discuss one of these expanded layers - the one spawned off from cell [0, 0].

Map at Level 2

From the neuron [0, 0] in the level 1 map, a new SOM layer is created. The neuron [0, 0] represented approximately 51K instances. The expanded SOM layer was trained on these instances and grew to a size of 14 × 16 neurons. We have shown the U-Matrix and the component planes for this layer in Figure 5.12. This map shows the data represented by the neuron [0, 0] at a finer level of granularity, thus revealing more clusters within these 51K instances. Each cell in this layer represented on average 230 instances. The parent neuron summarized the instances as the ones with fairly higher finances in terms of capital gains and wages, and an average age of 35. However, this expanded map shows finer distribution of these attributes along with some other attributes.

We can deduce the following analysis from this map:

• If we observe the U-Matrix (Figure 5.12a), we can find several small clusters (marked by gray boundaries). These clusters indicate that the data represented by the parent
Figure 5.12: U-Matrix and Component Planes for Level 2 SOM of the Census Dataset
neuron \([0,0] \) was indeed quite diversified and needed to be refined further. Thus, it was appropriate for this layer to be spawned off from the parent neuron. We can see some major clusters (comprising of the several minor ones) marked by fairly darker boundaries. We have labelled three of them with labels 1, 2 and 3 and will focus on them.

- The cluster labelled 1 represents the population who haven’t stayed in their current house for more than an year (Figure 5.12l). Moreover, this cluster contains the age group of 25 to 35 on average. Also, this population has an average wage per hour in the range of 110 to 150 (Figure 5.12f).

- The cluster labelled 2 is a cluster denoting immigrants (those not born in USA) as asserted by the component plane of the attribute citizenship (blue region). We observe that the majority of this population is in the age range of 30-40 (light green, yellow and light orange region near the bottom edge of Figure 5.12b). Also, the majority of this population is unmarried indicated by the yellow colour in Figure 5.12i. This population works for almost 50 hours in a year (red color in Figure 5.12g).

- The cluster labelled 3 has a distinctive attribute of marital status with the value of divorced or widowed (Figure 5.12i) and the age value of more than 45 years (Figure 5.12b). Moreover, this segment of population has stayed in their current house for more than an year (red shade in Figure 5.12l).

- The average age depicted by the parent neuron \([0,0] \) was 35. However, we can see that there are finer relations between the age range and the other attributes. We can see that the population with a higher age range of 40 and up, work for almost 50 weeks in a year.

- From the component planes of capital gains (Figure 5.12c), capital losses (Figure 5.12d) and dividends from stocks (Figure 5.12e), we see that the distributions of these attributes are fairly correlated. The same was indicated by the map at level 1.

- If we add the wage per hour (Figure 5.12f) and weeks worked in year (Figure 5.12g) attributes to the above attributes in our analysis, we can deduce that the top right corner of the SOM represents a peculiar group of the population. This group has a comparatively low wage per hour (blue shade) but works for around 50 weeks a year (red shade). They invest in stocks and the dividends from stocks (Figure 5.12e) form a major contributor to their capital gains (reddish shade). Similar characteristics are shown by the population near the middle region on the left edge of the map. These two clusters are distinct from each other in the attribute of \( FT \) or \( PT \) employment.
(Figure 5.12k) which stands for full-time or part-time employment status. The red colour region on the left edge of the dividend from stocks or capital gain attributes correspond to the population in Armed forces while the red coloured region in the top right corner corresponds to the population working full-time. Further, these groups belong to the age group of 40-45 as depicted by Figure 5.12b.

- From the education (Figure 5.12h) attribute, we can see that the majority of the population in this map is fairly educated. Almost entire population in this map has an education level of 12th grade or higher.

5.6.3 Learnings from the evaluation

In this section, we observed that the MR-GHSOM generated a GHSOM structure in which the first layer depicted the data at a very coarse level. The Census dataset is quite diversified and finer details of it were delegated to the lower level layers. The first layer represented the data at a coarser granularity showing two major clusters in the entire dataset. The lower level layer from the cell \([0, 0]\) of the first layer showed several segmentations in the instances represented by the cell \([0, 0]\); thus representing data at a finer granularity and showing more clusters within this data.

Using the example of the Census dataset above, we also showed that we can leverage the U-Matrix and the component plane visualizations to segment the dataset and deduce the characteristics of individual segments. Moreover, the component planes prove extremely useful in understanding the distributions and correlations between different attributes.

5.7 Conclusion

In this chapter, we studied the results generated by the MR-GHSOM on various datasets. We first verified the output of the MR-GHSOM in terms of the data representation by a single SOM layer. We also presented the performance gains of using the batch two-dimensional growth approach in the MR-GHSOM. We further analysed the hierarchical results generated by the MR-GHSOM on the Zoo dataset. From these results, we could conclude that the MR-GHSOM generates satisfactory results, both in terms of representing data on individual SOM layers as well as depicting the hierarchical relations in the dataset. The MR-GHSOM is thus capable of generating a tree-like structure of individual SOM layers. The SOM layers in the upper levels show data at a coarser granularity and the layers at the lower levels depict the data represented by the parent at a finer granularity.
We also performed an analysis of a mixed-attribute large dataset - the Census dataset. We discussed the results of this analysis using the U-Matrix and the component plane visualizations.

In the next chapter, we will provide a conclusion of our work. We will also discuss some learnings from our experience with the GHSOM and provide directions for future work.
Chapter 6

Conclusion and Future Work

6.1 Conclusion

The GHSOM is a dynamic variant of the Self Organizing Map which adapts its structure to the input dataset. It is capable of growing each SOM layer in two-dimensions as well as in depth to create a multi-level tree-like hierarchical structure of individual SOM layers. In this thesis work, we proposed a Map-Reduce variant of the GHSOM called MR-GHSOM, which scales the GHSOM to large datasets.

The training of the GHSOM requires multiple iterations over the input dataset. Apache Spark is a distributed computing engine supporting the Map-Reduce programming model. It is more suited for algorithms (such as the GHSOM) requiring multiple iterations over the input dataset than the popular Apache Hadoop. Apache Spark, using the notion of RDD and the ability to cache the data in memory on the cluster nodes, enables faster processing for such iterative algorithms. Thus, Apache Spark was selected as the Map-Reduce framework for implementing the MR-GHSOM.

When growing in two-dimensions, each individual SOM starts with a size of $2 \times 2$ and can grow to an order of tens or hundreds of neurons. The conventional GHSOM grows individual SOM layers, one row or column at a time. Each growth iteration is followed by a training iteration of the SOM layer, which is the most computationally expensive part of the GHSOM. Thus, the number of growth iterations can have a substantial effect on the overall training performance of the GHSOM. To avert this, we recommended a faster two-dimensional growth technique called the batch growth, which reaches the target size of an individual SOM in lesser number of growth iterations. We used this technique in our MR-GHSOM with a favourable outcome.
Further, we also introduced an approach that extends the GHSOM to handle datasets with mixed attributes - numeric and categorical. We adopted the distance hierarchy method for this. We extended the arithmetic operations in the distance hierarchy technique to support the operations required in the GHSOM algorithm. This enabled the GHSOM to handle high-dimensional mixed attribute datasets. We used the same approach in our MR-GHSOM.

Lastly, we analyzed our MR-GHSOM using some popular datasets from UCI[29]. We presented the results generated by the MR-GHSOM in terms of training an individual SOM, while growing dynamically in 2-dimensions. We also analyzed the hierarchical behaviour of the MR-GHSOM by modelling it on the Zoo dataset from UCI[29]. The results ascertained that the MR-GHSOM produced satisfactory results, both in terms of modelling an individual SOM as well as depicting the hierarchical relations in the dataset. Moreover, the orientation of the layers in the lower levels of the hierarchy was in accordance with the location of the parent neuron in the parent layer. We used the Census dataset from UCI[29] as our case study dataset. We generated a multi-level hierarchy of SOM layers and discussed the results using the U-Matrix and the component plane visualizations.

Overall, we can conclude that the MR-GHSOM is an useful extension of the GHSOM which not only scales the GHSOM to large datasets but also extends it to process high-dimensional mixed attribute datasets.

In terms of the 4Vs that define Big data processing (Volume, Velocity, Variety and Veracity), this thesis work concentrates on the Volume aspect of the dataset. For the dataset that is already present in the data center, we can create and model the GHSOM structure using the MR-GHSOM and label the identified clusters on the basis of the cluster properties. The new data flowing into the system can then be presented to the existing GHSOM model and classified using the existing labels. Periodically, the GHSOM model can be updated to accommodate the new set of instances. In this way, we can handle the Velocity aspect of the new in-flowing data. With respect to the Variety aspect of data from different sources or new data having a different schema, the MR-GHSOM expects that the input data is preprocessed and has a defined schema. Lastly, the Veracity aspect is again delegated to the data collection or the data preprocessing step and not accounted for, in the MR-GHSOM analysis.
6.2 Directions for Future Work

Before concluding this report, we would like to enlist some possible directions for extending the work in future:

- **Skewed growth of SOM layer:**
  From our experience of using the GHSOM, we found that sometimes an individual SOM during the two-dimensional growth, grows in one direction only. For example, a SOM layer may grow by only adding rows during the entire growth process. So, the final dimensions of the SOM turns out to be $n \times 2$, where $n$ is the number of rows and $n$ is fairly large in comparison to 2. This results in a very narrow SOM. It makes visualization, and hence the analysis of the SOM really difficult. We observed that changing the number of training epochs could avoid this skewed growth in some cases. This could be an interesting area to look at in future.

- **Initialization of the first SOM layer:**
  Over multiple executions of the GHSOM over a dataset with the same number of epochs, a non-skewed growth of the SOM layer was observed during some executions. The only variable factor over these multiple executions was the initial values assigned to the neuron weight vectors of the first layer. Thus, the random initialization of the first layer could also be a factor causing the problem of skewed growth. Some research on this initialization would also prove to be useful.

- **Attribute selection:**
  The training of an individual SOM is the most computationally expensive part of the GHSOM. The number of attributes in the dataset has a considerable impact on this, both in terms of time and space. Also, the clustering results could be improved by selecting only the distinguishing attributes. A research in this direction would be interesting as well.

- **Testing on massive datasets:**
  Last but not the least, this thesis work proposes a prototype model of a Map-Reduce algorithm capable of running in a distributed computing environment. Due to the constraints on the available infrastructure and the cluster, we could test our MR-GHSOM on a dataset of approximately 300K records. This dataset was large enough for the available cluster of two nodes with one core each. However, similar to the analysis carried out in [39], it would be interesting to test this algorithm on a massive dataset containing millions or billions of records. This analysis would require a more powerful cluster with more number of nodes for parallelization.
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