Enhancing Load Balancing Efficiency Based on Migration Delay for Distributed Virtual Simulations

By
Turki Alghamdi

Thesis submitted to the
Faculty of Graduate and Postdoctoral Studies
In partial fulfillment of the requirements for the degree of

Master of Applied Science for Computer Engineering
In Electrical and Computer Engineering

School of Electrical Engineering and Computer Science
Faculty of Engineering

© Turki Alghamdi, Ottawa, Canada, 2015
Abstract

Load management is an essential and important factor for distributed simulations running on shared resources due to load imbalances that can caused considerable performance loss. High Level Architecture (HLA) -based simulation is a framework that works to facilitate the design and management of distributed simulations. HLA coordinates the interaction between simulation entities (federates). However, HLA-based simulation standards do not present the ability to manage resources or help detect load imbalances that could directly cause decrease of performance. Focusing on this constraint, a migration-aware dynamic balancing system has been designed for HLA simulations to offer an efficient load-balancing scheme that works in large-scale environments. This system presents some limitations on estimating costs and benefits, so we propose an enhancement to this existing load balancing system, which improves the accuracy of estimating the number of migrations for the next load redistribution. The proposed scheme detects the load imbalances by evaluating the recourses overhead. The scheme classifies the recourses based on the overhead as overloaded and underloaded, followed by matching the highest overloaded recourses with the lowest underloaded recourses. Furthermore, the proposed scheme aims to precisely estimate the number of migrations by evaluating and analyzing the recourses to obtain the best number of migrations. Therefore, certain migrations that do not contribute to an improvement in the simulation performance are avoided. This avoidance is based on comparing time delay and time gain. Moreover, to be considered for migration, the overall sum of the time gains should be larger than the overall sum of the time delays. The proposed scheme has shown an improvement on decreasing the execution time.
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Chapter 1. Introduction

The dynamic management of load in large-scale distributed simulations, such as High Level Architecture (HLA)-based distributed simulations, has been implemented in several complex areas. These HLA-based simulations have been used to help researchers to identify situational problems and focus on solving these issues. Several applications have employed HLA-based simulations such as wireless and mobile networks which are used to test new communication protocols [1][2]; or flight simulations which are used to check the influence of atmosphere on flight [3], test new air traffic management techniques [4], or observe combat between aircrafts [5].

The most important aspect of a distributed simulation, particularly a large-scale one, is its performance; however, many issues affect performance. For example, load imbalances cause an irregular arrangement of simulation load during run time. Moreover, uneven partitioning causes some resources to be overloaded while other resources remain underloaded. Other issues include improper distribution of the simulation between resources and resource heterogeneity.

A static balancing method provides a load management system for the distributed simulations. This is based on resource heterogeneity and can avoid load imbalances. However, dynamic load-changing cannot be solved by using the static method. Thus, a dynamic load-balancing system has been devised in order to detect load imbalances by monitoring and observing load changes. The dynamic balancing of computation and communication load is employed to manage the shared resources more efficiently.
High Level Architecture (HLA) is a framework that works to facilitate the design and management of distributed simulations. HLA manages the interactions between simulation entities (federates). Furthermore, HLA allows the reuse of federates in different distributed simulations, which provides a greater capability of communication between federates. Therefore, HLA standards are divided into rules and services. HLA rules must be followed by simulation entities (federates) and distributed simulations (federations). Grid services [6] improve the simulation performance. For example, Interface Specification is defined by Run-Time Infrastructure (RTI) services. The Object Model Template (OMT) is responsible for recording information by providing a common method and by establishing the format of the following key models: Federation Object Model (FOM), Simulation Object Model (SOM), and Management Object Model (MOM) [7] [8] [9].

However, HLA standards have certain limitations, such as not providing any load balancing technique, not having an ability to control the distributed simulation entities on shared resources, and not providing a federate migration protocol that moves the federate without freezing the whole distributed simulation.

1.1. Thesis Statement

As mentioned above, HLA standards have limitations. These limitations cause performance loss, which results in jeopardizing the simulation system. The load balancing system is a critical issue which allows better performance of the simulation system; thus, the balancing system must reduce the execution simulation time. Some existing systems suggest solutions for this issue, such as centralized and dynamic schemes [10]. Centralized
and dynamic schemes aim to observe and control the load balancing capabilities of HLA-based simulation in large-scale environments, such as by measuring and analyzing the past migration to estimate a migration delay. However, the most important role of HLA-based simulation is to decrease execution time through even re-distribution of load, which results in improved simulation performance.

Load balancing schemes are divided into computational [11] [12] and communication [13] loads. In a number of non-dedicated resources, computational load balancing issues have been solved by distribution in multiple knapsacks [14], which have led to achievement of the optimal solution. Communication load balancing is based on the interaction load, which reduces the Quadratic Assignment Problem (QAP). This leads to another NP-hard problem. Thus, heuristics have been used to provide reasonable sub-optimal solutions that might achieve performance gain.

1.2. Motivation

HLA-based simulation standards do not have the ability to manage resources or help detect load imbalances that could directly cause decreased performance of distributed simulations. Consequently, optimistic and conservative simulations are needed to control and organize load distribution. Also, Grid Services [6] are needed to facilitate the monitoring of distributed resources and manage the resource system.

By reacting to load imbalances while a simulation is running, balancing schemes have used heuristics to distribute the load in a reasonable time. Analysis of heuristics provides a possible migration route, which improves the balancing system environment.
However, systems that are based on this work have used heuristics of past migration time and distance of past migration [15] [16]. So a brief description is necessary to understand how the system functions, the previous system uses third party tools such as Grid Services to determine CPU consumption, Ganglia, and HawKEye to monitor the balancing system. Furthermore, the balancing system uses CPU consumption as a metric to identify the federate status (overloaded and underloaded). Furthermore, the estimation of migration delay is based on past migration time, distance of past migration, and distance of estimated migration. Time gain is based on current load of source resource, estimated minimum load, and current load of destination resource. The balancing system estimates the migration delay and time gain and applies a comparison between them. Thus, the balancing system measures and analyzes this information to make federate migration decisions. Therefore, the limitations on the decision-making for generating migration moves generated a research work to improve estimations and calculations to determine the most beneficial migration situation in light of performance gain according to time gain and migration costs.

1.3. Objectives

As the work of this thesis is incremental but independent of the previous dynamic load-balancing scheme, this balancing system is employed in order to enhance the estimation accuracy of time delay and time gain to re-distribute the load more precisely; thus, a number of variants are proposed. The proposed solutions are divided into two parts. The first part changes the estimation delay and estimation of time gain metric. However, the
estimation is based on the heuristics information while the proposed solution is based on current status or information along with the previous process time. Furthermore, a tool called nload is employed to monitor the current bandwidth usage. The second part increases the flexibility of $\Delta t$, which has been a problem in previous work due to having a fixed variable. Furthermore, the flexibility of $\Delta t$ is based on the heuristics and time information of past migrations.

1.4. Contributions

As we have mentioned before, our proposed solution for the estimation of migration delay and time gain brings an enhancement to re-distribute load more accurately. The proposed techniques are developed by changing the estimation delay and estimation of time gain metrics. Besides that, we added nload tool into the monitoring tools to provide the current bandwidth usage which allows to evaluate the transmutation availability. The estimation of $\Delta t$ has been also modified to be flexibly adapted by using the past migration time as heuristics information, which shows ability to avoid the costly migrations. The proposed solution thus improved the estimation of the migration delay to be more precise and thereby improve the performance and re-distribution of the load.

1.5. Thesis Outline

This thesis is organized as follows. Chapter 2 introduces background information and presents HLA standards as well as HLA limitations. Also, this chapter outlines the main
characteristics of Grid Services. Next, Chapter 3 presents the related work, including ex-
isting dynamic load redistribution solutions and drawbacks. Chapter 4 describes in detail
our proposed solution of enhancing load balancing efficiency based on migration delay.
Chapter 5 explains the experimental details and results. Finally, Chapter 6 offers the con-
clusion and discusses future work.
Chapter 2. Background Information

This chapter presents important information related to High Level Architecture (HLA) and reviews the existing research on this topic. This chapter will identify the motivation, purpose, and challenging issues of large-scale HLA-based simulation, including certain limitations that were encountered while the HLA-based simulation was running. Furthermore, we will also discuss other aspects of the topic, such as dynamic load balancing. More information about load balancing is presented in Chapter 3.

2.1. High Level Architecture

High Level Architecture (HLA) has been developed to provide a general-purpose standard method for designing and coordinating distributed simulations. This standard, which allows for the execution of distributed, parallel simulations for military purposes, and was developed by the United States Department of Defense. In 2000, the HLA specification became an open IEEE standard [9]. Also, HLA became a recommended procedure for developing interoperable parallel simulations.

HLA was introduced to provide interoperability and to avoid causality discrepancies and reusability in simulation design and management mechanisms. Federation (HLA-based simulation) is designed to interact with federates (independent components). Therefore, federation avoids causality discrepancies by interacting with another
federation through a defined communication method. Subsequently, execution of the federation is an actual run-time simulation execution.

Three components in HLA apply the rules: Interface Specification, Object Model Template (OMT), and Rules. Interface Specification is defined by Run-Time Infrastructure (RTI) services and is responsible for determining the "callback” functions of each federate [17] [18]. OMT is responsible for recording information by providing a common method and by establishing the format of the following key models: Federation Object Model (FOM), Simulation Object Model (SOM), and Management Object Model (MOM). The rules ensure the proper interaction of simulation in a federation and describe the simulation and federate responsibilities. Thus, there is no difference between HLA-based simulation and any other type of modeling and simulation application because the HLA-based simulation provides the Federation formalism which allow the federates to be modeled such that the framework can support Federation Execution.

The RTI is software that provides common services to the simulation system. These RTI services are classified into six management areas: Federation Management, Declaration Management, Object Management, Ownership Management, Time Management, and Data Distribution Management (DDM). These management services work by filtering [19]and determining the simulation interaction between federates with a limitation that avoids the issues of simulation modeling.

As shown in Figure 2.1, the RTI middleware consists of the following: an RTI Execution process (RTIExec), a Federation Execution process (FedExec), and the RTI library (libRTI). The RTIExec is responsible for coordinating between Federation and FedExec. Therefore, the FedExec manages the simulation of federation. The libRTI
works to make HLA service methods available to federates and manages the distributed simulation. The libRTI has the mechanisms that can provide the communication between RTIExec, FedExce, and other federates.

The HLA simulation with management services allows federates to coordinate data exchange with every operation. The RTI observes the communication between federates. The Local RTI (LRC) allows federates to access the libRTI interface through LCR.

Data Distribution Management (DDM), which is one of the management services, works with HLA to attempt to minimize the communication overhead. However, the HLA standard does not offer any solution for balancing the computational load and communication rate. Therefore, DDM allows for data exchange actions between federates, such as publish and subscribe actions. DDM provides management techniques to observe the transmission between federates and to restrict the communication to relevant data. DDM allows higher available bandwidth to decrease any network overhead that is caused by simulation.
The HLA standard does not provide any technique or method to control the distributed simulation load that is placed on shared resources when the simulation is running. HLA provides a mechanism to ensure reliability, show the communication capacity for simulation applications, and show enough computing power. To avoid jeopardizing the HLA simulation caused by overloaded resources, load balancing is required. The load balancing attempts to maximize resource utilization and minimize communication delay in order to improve the performance of HLA simulation.

2.2. Grid Computing

As we know, Grid computing is accessed by the shared resources that provide various services [21]. The authors in [22] have proposed a grid system that can organize the distributed application that runs in shared resources. The aim of grid computing is to have a flexible and secure system. Grid computing provides a mechanism that can deduct non-interactive processes and exchange data even with a large amount of files. This grid computing presents a super virtual computer view of the end user by managing the workload in the resources. Grid computing works with large and complex tasks in a computing server [23].

According to Foster [6], an Open Grid Services Architecture (OGSA) has been-proposed to work with a Global Grid Forum (GGF) that provides an architecture for a service-oriented grid computing environment. The GGF is an application system that is employed in scientific and business applications. The OGSA grid specifications are classified into the following: infrastructure services, self-management services, information
services, data services, resource management services, execution management services, and security services. In fact, the grid computing services observe distributed application and scheduling and allocation resources, and can meet all requirements of applications [24].

Indeed, the OGSA of many grid projects has been devised into a Globus Toolkit [25]. In fact, the Globus Toolkit has become a middleware standard for Grid computing. The Globus Toolkit has basic tools that can monitor the balancing system. However, the Globus Toolkit has not yet solved the issues that come with load imbalances. Therefore, the balancing system in the Globus Toolkit allows for the load of computing resources to be retrieved and for the load transfer to be programmed.

2.3. Large-Scale based on HLA-based Simulations

As we know, Data Distribution Management (DDM), which is one of the management services, works with HLA to attempt to minimize communication overhead [26]. However, The HLA standard does not present any solution for balancing the computational load and communication rate. According to S. Zhu, the HLA has offered little support to large-scale distributed simulation [27].

The HLA standard does not provide any technique or method to control the distributed simulation load that is placed on shared resources when the simulation is running. The HLA simulation can jeopardize the entire simulation that is caused by overloaded resources or local failure. However, management systems are required to have a satiable
distributed simulation without overloaded resources causing even a single local failure. According to [28], a faultless HLA-based simulation is assumed. In addition, other authors [29] [30] assume that the HLA has not included any formal failure model that detects any issues regarding fault-tolerance. According to K. Zajac, HLA has not provided any mechanism or tools that can manage the execution of the simulation on distributed resources [31]. According to the author in [32], the HLA standard does not provide a mechanism that can support federate migration, which is essential for dynamic setup on a Grid Application. According to [33], the OGSA supports HLA-based simulation, and is therefore suitable for HLA-based simulation. However, the OGSA is useful for fault-tolerance in the distributed simulation.

Evidently, managing the large-scale HLA simulation is enabled by employing the capability of grid services.

### 2.3.1 Resource Sharing System

The Resource Sharing System (RSS) and the Fault-Tolerant Resource Sharing System (FT-RSS) works as a manager for HLA-based simulation in large-scale environments. The manager is composed of two parts: monitoring of simulation load and detection of faults during run-time.

#### 2.3.1.1 Load Balancing in the Resource Sharing System

The authors in [29] proposed a framework of FT-RSS that can manage the load for each node during the execution of a distributed HLA-based simulation system, as shown in Figure 2.2. The RSS consists of a manager, clients, and a communication federate. The manager is responsible for the node’s load during the operation of the distributed load
balancing system. The clients work to observe and manage the simulation federates. The Communication Federate is responsible for communicating between the simulation federate and the manager. The RTI is responsible for managing the communication between the communication federate and the simulation federate, so when the balancing system decides to migrate federates from a node that gives a bad adaption effort to another node that shows a reasonable effort, it will save their states in a file. Then the new node will restart using the saved file.

![RSS Architecture](image)

Figure 2.2 RSS Architecture [20]

### 2.3.1.2 Fault Tolerances in the Resource Sharing System

The author in [29] proposed an FT tool in FT-RSS that can allow configuring of fault-tolerance mechanisms. However, the FT-RSS framework that has been inserted into the FT tools monitors and observes the errors and failures. The FT tools are responsible for detecting the errors and providing the error mechanism for federates.
### 2.3.2 Load Management System

The author of [34] developed a Load Management System (LMS) that supports HLA-based distributed simulation of geographically different organizations with efficient and effective simulations.

A Globus Toolkit [35] [36] was devised to enable grid computing, as shown in Figure 2.3. The LMS uses the Globus toolkit to manage all resources in a distributed simulation. Therefore, the RTI supports and manages the execution of the simulation federation.

![Load Management System Architecture with HLA based simulation](image)

**Figure 2.3** Load Management System Architecture with HLA based simulation [20]

### 2.3.3 Simulation Kernel (SimKernel)

The SimKernel is a framework that has been developed by [37] to simplify the simulation design by using RTI to execute the parallel simulation. The SimKernel framework is divided into the following components: a federate execution model, an automatic code generation tool, and a new layer that has been placed between the user and the HLA-based
simulation. As shown in Figure 2.4, the framework consists of Logic Processors (LPs) that are mapped as federates and messages that are mapped as RTI interaction. In addition, the SimKernel uses DDM to limit the number of messages that need to be transmitted.

![Figure 2.4 LP with RTI Federate Mapping](image)

2.3.4 Grid HLA Management System

The authors of [38], [39], [40], and [41] have proposed a Grid HLA Management System (G-HLAM). The G-HLAM has been developed to manage the execution based on HLA simulation using a grid environment. This was designed based on the OGSA concept. Therefore, this framework supports federate migration, which improves the simulation performance. As shown in Figure 2.5 [36], G-HLAM framework is composed of three services: a Broker Service, a Performance Service, and a Registry Service.
Figure 2.5 The G-HLAM framework [20]

The Broker Service is used to perform the simulation management and determine the best resource to receive a federate [28]. The Performance Service is used to manage the load redistribution. The Registry Service stores the information about local services that perform migration.

2.3.5 HLA-GRID

The author of [42] devised a new distribution simulation framework called HLAGrid. HLAGrid uses a Federate-Proxy-TRI architecture. This architecture was created to allow resources on a grid to be utilized on demand by using grid services. The Federate-Proxy-TRI architecture supports federation discovery, the security of the simulation logic, and flexible federation construction.
2.3.6 Grid-based Distributed Simulation Architecture

The authors of [27] have proposed a new Grid-based Distributed Simulation Architecture (GDSA). GDSA supports QoS-based scheduling and fault-tolerant computing. RTI services are employed in this architecture. GDSA and RTI have improved HLA simulation performance. As stated in [27], “GDSA, a full grid-based architecture mainly focuses on four pending problems in distributed system: scalability, communications, management mechanism and QoS insurance computing environment.” The authors have added a Contractual Computing Mechanism (CCM) that provides QoS insurance for the user. Also, the QoS model divides the problems into three levels in the treatment of distributed simulation: a Base-Level QoS Guarantee, Service-Level QoS Guarantee, and System-Level QoS Guarantee [27].

2.3.7 Grid-Based Parallel and Distributed Simulation Environment

The authors of [43] [44] presented a Grid-based Parallel Simulation environment (GPDS). The GPDS addressed distributed simulation issues such as deficient computing powers, weakness in fault, and security issue. The GPDS used grid technologies to support transparency and scalability.
Three services have been proposed: automatic distribution service, dynamic migration service, and security service to avoid issues such as deficient performance or computing power as well as issues that are related to faults and security. This service has been divided into a three-tier architecture: clients at the front end, interaction server at the middle, and a network of computing resources, including databases, at the back-end. As shown in Figure 2.6 and Figure 2.7, the architecture consists of the simulation system, the communication middleware, GPDS manager, grid services, and resources. HLA and RTI are employed as simulation middleware to provide stable communication and interoperability. Therefore, the GPDS manager allows the Parallel and Distributed Simulation Environment (PSDE) and grid computing to simplify interactions with each other by using a Grid Agent (GA) and Simulation Agent (SA). However, it has not yet been presented how the federate state is saved or restored.
2.3.8 HLA GRID REPAST

Authors in [45] [46] proposed a HLA_GRID_REPAST which has been presented to manage large-scale distributed agent-based simulation by using a grid system. This works as a middleware between parallel and distributed elements of a simulation to perform the communication between them. The HLA_GRID_REPAST consists of HLA_REPAST [45] [47] and HLA_GRID [7] [48]. The HLA_REPAST is a middleware that supports agent-based distributed simulation with HLA based services. The HLA_GRID has been proposed as an architecture for employing HLA simulation over grid systems.
2.3.8.1 RePast System

The RePast system is a Java-based toolkit [49] that has been used for managing and developing the simulation based on agent model [45] [46] to provide several mechanisms and structures.

![HLA_RePast Architecture](image)

Figure 2.8 HLA_RePast Architecture [20]

2.3.8.2 HLA_RePast

The authors in [46] used the RePast agent-based toolkit that allowed the HLA_RePast to manage the simulation over distributed resources. The toolkit acts as middleware to introduce the connection between the sequential agent-based simulation system and the HLA framework. As shown in Figure 2.8 and Figure 2.9, there are several HLA_RePast components that interact using RTI. The execution of federations is managed using the RePast middleware.
2.3.8.3 HLA GRID REPAST

The authors of [47] [46] proposed the HLA_GRID_REPAST that can run and manage large-scale distributed agent-based simulations on Grid Systems. The HLA_GRID_REPAST is composed of integrating HLA REPAST and HLA GRID and acting as middleware. The HLA architecture is divided into a proxy side and a client side. As shown in Figure 2.10, the proxy side contains the Proxy RTI Ambassador Service and the Proxy Federate Ambassador. Therefore, the client side contains REPAST agent-based simulation system, HLA REPAST, Client RTI Ambassador, and a Client Federate Ambassador Service.

Figure 2.10 HLA_GRID_REPAST Architecture [20]
2.3.9 Service Oriented HLA RTI

The authors of [50] proposed a new framework called Service Oriented HLA RTI (SOHR). The SOHR framework has implemented the HLA/RTI using grid services. The authors classified the HLA-based simulation on the grid into three approaches: grid-facilitated, grid-enabled, or grid-oriented. However, SOHR was classified as grid-oriented. SOHR employed the six HLA RTI management services: Federate Management Service (FMS), Declaration Management Service (DMS), Object and Ownership Management Service (OOMS), Time Management Service (TMS), and Data Distribution Management Service (DDMS). This was proposed to improve the flexibility and interoperability between simulations.

2.3.10 Summary

All systems and architectures that have been mentioned above aim to support large-scale HLA-based simulation by using Grid Services. Most of the architectures are used to enable load-balancing and fault-tolerance mechanisms for such simulations. However, some schemes do not use any load-balancing mechanism, or are not defined, or the description was insufficient.
Chapter 3. Related Work

This chapter presents the load-balancing approaches that have been attempted previously. Examination of related work will demonstrate how these approaches have dealt with coordinating federate migration and load balancing in the distributed simulation. In addition, the descriptions will provide information about challenges that have been identified and describe the drawbacks of existing solutions.

The load-balancing approaches have two main streams: balancing systems for distributed simulations and federate migration protocols.

3.1. Balancing Systems for Distributed Simulations

The most important goal of the dynamic load-balancing system is to improve the simulation performance. This system has been proposed in many load-balancing approaches to observe the uneven load-partitioning issues for Parallel Discrete Event Simulation (PDES) distributed on shared resources, and to evenly divide the load partitioning [51] [52] [53]. The systems in these approaches have attempted to identify load imbalances, decrease simulation time, and perform load transfer. Most balancing approaches have been considered for many aspects in their design, including resource heterogeneity, external background load, monitoring metrics, simulation computing load, simulation entities interactions, as well as other simulation-specific characteristics, such as look ahead and virtual time progress. However, a solution has not yet been discovered that is suitable for HLA simulations running on a large-scale distributed system.
3.1.1 Balancing Schemes for Optimistic Simulations

According to [50], [53], and [54], schemes have been designed based more on the characteristics of parallel simulation rather than on optimistic simulation. In optimistic parallel simulation, schemes have been utilized to decrease simulation execution time by using specific characteristics. These schemes have identified the load imbalances and defined the rearrangement of simulation entities. The following characteristics have been used in the balancing system: Virtual Time Progress (VTP), Global Virtual Time (GVT), or Least Virtual Time (LVT).

The authors of [12] have proposed a new metric using simulation advance rate. This metric evaluates the imbalances of an optimistic distributed simulation. The rate is based on CPU allocation and simulation time advance of the previous request for each processor. The CPU allocation represents the time that has been consumed. The simulation advance "is the amount of time the local simulation clock has advanced" [55]. Based on this metric, the nodes that have greater advance time are elected to receive more loads based on node capacity. However, according to [55], this scheme does not support a heterogeneous system. Instead, the authors of [55] extended their metric to consider the heterogeneous system, and have considered a non-detectable system. However, neither scheme considers the external load.

The authors of [56] developed a new dynamic load balancing scheme for optimistic simulation based on the Last Virtual Time (LVT) of each resource. This scheme uses static and dynamic load balancing. It was observed that the dynamic load balancing performed better when the loads were heavy during the distribution. However, this scheme does not support heterogeneous and non-detectable systems.
The authors of [57] proposed a load-balancing scheme based on two techniques: dynamic load balancing technique and static partitioning technique. The dynamic load-balancing technique uses the Virtual Time Progress (VTP). The VTP is responsible for representing the average simulation speed in a processor. The static technique is responsible for grouping the partitioning in a cluster based on the detection of strongly connected regions. However, this scheme does not support heterogeneous and non-detectable systems.

The authors of [58] devised a new scheme called dynamic load-balancing in parallel discrete event simulation (PDES) for spatially explicit problems. This scheme is modeled as a ring. As shown in Example 1 and Example 2, each node considers Logic Processes (LPs). Using GVT calculation that detects the load imbalances in every collection will identify the number of unprocessed events. The dominant load is responsible for identifying the imbalances. Thus, the dominant ring will re-distribute the load evenly between neighbors. Through the process of re-distribution, certain loads will migrate from the overloaded LP to the underloaded LP, as shown in examples 1 and 2. The overloaded LP will back-up the information before migration occurs. However, this scheme does not support the heterogeneous resources.

The authors of [59] presented a flow control and dynamic load-balancing scheme. This scheme was employed to improve performance and stability. The flow control algorithm was used to organize the flow of messages that occurs between processors. The dynamic load balancing is not employed until load imbalances have been detected. The migrations occur when there is an imbalance from the overloaded to the underloaded
federates. However, this scheme does not consider non-detectable resources or heterogeneous resources.

According to [60], a new scheme was designed called dynamic load management with a cost model. This model was developed based on communication rate, computation load, and lookahead. However, the author did not explain the load transfer technique. Also, this scheme does not consider heterogeneous or external loads.

The authors of [61] proposed a new mechanism, called dynamic load balancing for optimistic simulation that considers communication and computation imbalances. The computational and communication load metric is employed to monitor communication and computation imbalances. The scheme is similar to [12], in that time advance is used to identify the overloaded processes. Following detection, the overloaded nodes will redistribute the load by transferring a certain load from the overloaded nodes to the underloaded nodes.

![Figure 3.1 Example 1](image)
3.1.2 Balancing Schemes for Conservative Simulations

Another load-balancing scheme has been developed for Conservative Simulations [53] [62] [63]. The metrics used in this balancing system have been previously mentioned in the balancing schemes for Optimistic Simulations such as lookahead to detect load imbalances and certain metrics that can monitor the current processors and communication load for shared resources. These metrics can redistribute the load dynamically.

The authors in [64] devised another balancing system for conservative simulations. This scheme attempts to improve the simulation performance by decreasing the number of null messages and distributing the load evenly. The load of LPs metric is based on CPU-queue length utilization. This is compared to the threshold to distinguish between the overloaded and underloaded nodes. However, this scheme did not consider the heterogeneity aspects nor the external loads when the simulations are redistributing the loads.
The authors of [65] introduced a new Critical Channel Traversing (CCT) algorithm. This scheme proposes a new scheduling algorithm for Conservative Parallel Discrete Event Simulation. In this scheme, a centralized queue stores the tasks in the queue consecutively. Rescheduling occurs based on CCT selecting a task from the queue to run in LP or a set of LPs. Furthermore, the balancing load distribution minimizes the communication and computational delay. However, this scheme did not resolve issues that occurred due to heterogeneity or non-deducted resources.

The authors of [66] proposed a new scheme for dynamic load balancing system for conservative distributed simulations, which runs on a shared memory multiprocessor system. This system employs static partitioning and dynamic load balancing: “The static partitioning scheme maps simulation objects to logical processes before simulation starts while the dynamic load balancing scheme attempts to balance the load during runtime” [66]. Furthermore, the static partitioning scheme attempts to decrease the load imbalances while increasing the lookahead values. However, this scheme does not support heterogeneous or external loads, nor does it resolve scalability issues.

The authors of [67], [68], and [69] devised a new scheme of a dynamic load partitioning system for conservative distributed simulations called Biocomputing techniques that run on distributed environments. In these schemes, a heuristic technique is employed to find suboptimal solutions. Furthermore, the authors of [70] proposed a simulated annealing technique with an adaptation that can help to find the sub-optimal solution. These schemes consider the load and the communication load for each processor calculation. However, the authors do not mention how to monitor when it is that migration has occurred. Moreover, these schemes do not support heterogeneity or non-deducted resources.
3.1.3 Balancing Schemes for HLA-based Simulations

Balancing schemes have been developed to perform HLA-based simulations. The present architecture for performing the schemes has been employed in the HLA framework. This combination enables the transparency transferring of federates during migration.

The authors in [30] proposed a new design called Resource Sharing System (RSS). The RSS is used to provide a dynamic load-balancing system for HLA-based distributed simulation. The RSS scheme controls the availability in their system for a distributed simulation mechanism. Although federate migration mechanism has been described, there is not enough information about other load-balancing aspects. The system architecture consists of three parts: an RSS manager, communication federate, and accessing of a FTP Server. Furthermore, during the migration transfer, the simulation is globally synchronized. However, this balancing scheme is not suitable for fault-tolerance; moreover, it introduces the high-latency federate migration mechanism.

The authors of [34] developed a Load Management System (LMS) that supports HLA-based distributed simulation of geographically different organizations with efficient and effective simulations. The LMS used a Globus toolkit [35] [36] that has been devised to enable Grid Computing. The toolkit manages all resources on distributed simulation through this system. Therefore, the RTI supports and manages the execution of the simulation federation. During the Reliable Data Transfer (GridFTP) that is responsible for transmitting data, the system stops the simulation. After that, the execution of jobs begins remotely by accessing the Grid Resource Allocation Manager (GRAM). The most important element of this scheme is that it considers the external loads through the GIS. However, this scheme does not support heterogeneity aspects.
The authors in [33] designed a new resource management system based on Grid services. This system supports the execution of interactive HLA-based simulations. The system employs Grid services to allow configuration of a dynamic simulation. During the runtime, the Grid services are used to transfer the data for federate migration. During the federate migration transfer, the simulation is globally synchronized, and the system stops the simulation. By using the GridFTP, data is transferred reliably. However, although this scheme introduces the high-latency federate migration mechanism, it does not introduce a monitoring and re-distributed mechanism.

The authors of [71] devised a new load-distribution technique for HLA-based simulation. This scheme focuses on optimistic federate migration, and introduces an interface component called a Federate Wrapper. The Federate Wrapper is employed to redistribute the simulation load, perform federate migration, and conduct monitoring. In the federate migration, a mechanism has been proposed with three queues to avoid simulation inconsistencies and minimize delays. Furthermore, this scheme is based on time advance. However the scheme does not support heterogeneity aspects or load re-distribution.

### 3.1.4 Summary

Table 3-1 presents a comparison of what has been proposed with some limitations. These are the balancing systems of discrete-event simulations that can be utilized in large-scale distributed systems.
<table>
<thead>
<tr>
<th>Proposed by</th>
<th>Sim.</th>
<th>Monitoring</th>
<th>Re-distribution</th>
<th>Migration</th>
<th>Heterogeneity</th>
<th>External Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glazer &amp; Tropper (93)</td>
<td>Opt</td>
<td>Time Advance</td>
<td>Comp.</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Burdorff &amp; Marti (93)</td>
<td>Opt</td>
<td>LVT (Vector)</td>
<td>Comp. Speed (StD)</td>
<td>Simplistic (Slow)</td>
<td>Partially (Indirectly)</td>
<td>Partially (Indirectly)</td>
</tr>
<tr>
<td>Jiang et al. (94)</td>
<td>Opt</td>
<td>Time Advance</td>
<td>Comp.</td>
<td>-</td>
<td>Weights</td>
<td>-</td>
</tr>
<tr>
<td>Schlagenhaft et al. (95)</td>
<td>Opt</td>
<td>VTP</td>
<td>Comp. pVTP + Mig.</td>
<td>Undefined</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Avril &amp; Tropffer (96)</td>
<td>Opt</td>
<td>Comm. Throughput</td>
<td>Load (Comm.)</td>
<td>Undefined</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Carothers &amp; Fujimoto (96)</td>
<td>Opt</td>
<td>PAT, TWFrac</td>
<td>Load (Policies)</td>
<td>Clustered</td>
<td>Yes</td>
<td>Partially (Limited)</td>
</tr>
<tr>
<td>Wilson &amp; Shen (98)</td>
<td>Opt</td>
<td>CPU Load</td>
<td>Policies (Comp/Comp)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Deelman &amp; Szymanski (98)</td>
<td>Opt</td>
<td>Unproc. Events</td>
<td>Comp. (Chains)</td>
<td>Neighbour</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Choe &amp; Tropffer (99)</td>
<td>Opt</td>
<td>Space-Time Prod.</td>
<td>Comp.</td>
<td>Undefined</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Low (02)</td>
<td>Opt</td>
<td>CPU load</td>
<td>Comm. Comp. Lookahead</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Jiang et al. (04)</td>
<td>Opt</td>
<td>IPC</td>
<td>Comp. + Comm.</td>
<td>Clustered (Slow)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Peschlow et al. (07)</td>
<td>Opt</td>
<td>Time Advance</td>
<td>Comp. Comp.</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Xiao et al. (09)</td>
<td>Con</td>
<td>Comm. Dep.</td>
<td>Scheduling lvl</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gan et al. (08)</td>
<td>Con</td>
<td>Sim. Time</td>
<td>Central (Priority)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Boukerche (04)</td>
<td>Con</td>
<td>Entropy</td>
<td>Comp. + Comm.</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ajaltouni &amp; Zhang &amp; Boukerche (08)</td>
<td>Con</td>
<td>CPU Load</td>
<td>Comp. + Comm.</td>
<td>Global Sync</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Luthi &amp; Grossmann (01)</td>
<td>HLA</td>
<td>-</td>
<td>-</td>
<td>Global Sync.</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
3.2. Federate Migration Mechanisms

Migration is common in several areas which use migration mechanisms such as process migration and mobile agent migration in parallel and distributed computing. The authors in [72] proposed a new technique that is Java-based on a mobile agent. This technique has been divided into two parts: execution code and data. The mobile agent scheme is proposed for its ability to migrate autonomously, adapt to different environments, and seamlessly recover the execution state. The most important aspect of mobile agent schemes is interoperability, which has improved the transparency in distributed systems by minimizing the migration effects on other systems.

The authors of [73] proposed a process migration. The process migration is comprised of three phases: negotiation, transfer, and establishment. The negotiation phase controls the decision of whether to transfer or not transfer, based on the agreement that has been received from the process. The transfer is responsible for copying the communication link and processing the address from the source to the destination. This initiates the transfer to the destination.

Federate migration approaches are a blend of process migration and mobile
agent techniques. Using both techniques creates the advantage of process migration and incorporates the interoperability and transparency features of mobile agents.

The authors in [30] developed a new solution for large-scale distributed simulations by using HLA with RSS. The solution for simulation systems is divided into two parts: a simulation manager and communication federate. Both are employed on migration processes. However, the entire simulation freezes when the communication federate transmission begins.

The authors in [33] designed a new resource management system based on Grid services. This system, which supports the execution of interactive HLA-based simulations, proposed a Migration Library between the HLA simulation and Grid services. The Migration Library is an interface to simplify the HLA Application Programming Interface (API). By using the GridFTP, data is transferred reliably. The federate state is saved and restored by using the HLA specification method.

Authors in [34] devised a new Load Management System (LMS) to support HLA based on large-scale distributed simulation. The RTI supports and manages the execution of the simulation federation. Furthermore, this system supports federate migration. However, the entire simulation freezes when the federate migrations that use the GridFTP are started.

The authors of [71] devised a new load distribution technique for HLA-based simulation. This scheme focuses on optimistic federate migration and introduces an interface component called a Federate Wrapper and a load distribution system. The Federate Wrapper controls the federate execution. The load distribution system is responsible for monitoring federates and making decisions related to migration time. The federate migration
mechanism proposes three queues to avoid simulation inconsistencies and minimize delays. The queues store the messages during migration.

The authors in [74] proposed a new migration technique based on SimKernel. The SimKernel is employed to minimize migration latency by considering the application-level federate migration. The most important aspect of this scheme is that no third-party mechanism is used, and there is no freezing when the federate migrations begin.

The authors of [75] developed an HLA federate migration. The HLA federate migration design is comprised of Federate, fedMonitor, and fedServer. The Federate is a simulation component, the fedMonitor is responsible for controlling the federate migration, and the fedServer supports the federate migration. The data transfer uses peer-to-peer communication. The most important advantage of this mechanism is that it does not freeze when the federate migrations begin.

3.3. Migration-Aware-based Dynamic Load Balancing System

Most load redistribution schemes consider the connectivity between load imbalances (computation and communication) and available resources. This consideration allows the scheme to make a decision to redistribute a load when necessary. However, the migration latency directly affects the load distribution performance. Some schemes have considered migration latency, but not in depth, such as by evaluating the migration delay in their simulation performance. However, the authors of [15] proposed a new scheme that considers migration delay by measuring and analyzing the migration delay in the simulation.
The measurement and analysis of migration delay develops the distributed balancing system on the load re-distribution algorithm. This scheme includes an estimation based on the past simulation load migration because the real migration delay values are not obtained until the migrations are completed. When the real migration delay values are obtained, these values enable to estimate and analysis for the next migration cost. Furthermore, the decision making for the next migration is calculated based on the real migration delay values. Subsequently, the schemes are employed on the migration metric to measure and monitor the recourses, which results to evaluate the resources before the migration call is issued.

### 3.3.1 General Architecture

The proposed scheme introduces migration awareness. As shown in Figure 3.3, the main component in the proposed balancing system is the Cluster Load Balancer (CLB). The CLB is responsible for coordinating all other balancing components and leading the balancing procedure. The CLB has two parts—simulation and recourses—to collect the measured load and state the data. The CLB obtains the information for the load status from the Monitoring Information Service (MIS). The MIS is responsible for retrieving the load status data by using a third-party tool. The Grid Services are employed to present the processor queue length of each resource. Furthermore, the Ganglia and HawKEye are third-party monitoring tools to provide information for the balancing system by retrieving the state of the resource load.
The Local Load Balancer acts as an interface between the balancing system and virtual simulation. LLB collects, aggregates, and sends the information for each federate load consumption to the CLB. The Computation Load Monitor tracks the amount of time that has been used by the CPU for each federate. The Local Monitoring Interface is employed to gather the load information of each federate during the balancing time.

From an analysis perspective, the CLB collects the load information of each federate and measures migration. The Migration Manager (MM) is used to coordinate the entire federate migration procedure. The MM is responsible for the transfer of federates between resources without losing any data. Furthermore, MM uses a two-phase migration technique [76] [77]: transfers of static information and transfers of dynamic data.

Transfers of static information are used to transfer the data reliably by using Grid services (third-party tool). The dynamic data is used to transfer the dynamic execution information between MMs by using a peer-to-peer technique.
3.3.2 Balancing Algorithm

The balancing algorithm is used to rearrange the federate load in the distributed simulation. As shown in Algorithm 1, the balancing technique is initiated in cycles to collect the data. The migration-aware balancing scheme is divided into three phases: monitoring, re-distribution, and migration. The monitoring phase is responsible for detecting the load imbalances that occur in the current distribution of load state.

The metrics of computational load are employed to observe the redistribution analysis. The re-distribution phase uses a greedy mechanism to enable a global sub-optimal balancing solution. The migration phase is used to coordinate the entire federate migration procedure.

**Algorithm 1**: Main Load Balancing Algorithm [20]

```plaintext
while TRUE do
  loads ← query MDS()
  current loads ← filter MDS data(loads)
  current loads ← normalize loads(current loads, benchmark)
  overload cand ← select overload(current loads)
  spec loads ← request LLBs(overload cand)
  mng loads ← filter(current loads, spec loads)
  mean, bds ← calculate mean bds(mng loads)
  over, under ← select(mng loads, mean, bds)
  mig moves ← redistribute local(mng loads)
  mig moves ← analyze migration latency(mig moves)
  send migration moves(mig moves)
  if mig moves = ∅ then
    data neighbours ← request Neighbour Load Data()
  else
    if relFactor ≥ random number(1, 100) then
      data neighbours ← request Neighbour Load Data()
    else
      data neighbours ← ∅
  end
wait( Δt )
end
```
The distributed dynamic load-balancing system periodically monitors the resources. This allows the balancing system to be aware of when the load is changed. By using the monitoring tool, the monitoring phase is triggered periodically every \( \Delta t \), which is limited by the cyclic refresh rate. The balancing system settles in 20 seconds.

Once the CLB has aggregated the information that was sent from the LLB and MIS, as shown in Algorithm 2, the CLB divides the status of the federates into two lists: overloaded federates and underloaded federates. Afterwards, the most overloaded federate is matched with the least underloaded federate.

**Algorithm 2: Pair-Match Evaluation Algorithm [20]**

```
Require: src rsc, dst rsc
selected federate \( \leftarrow \) select federate smallestLatency(src rsc)
if dst rsc < min then
    if number fed(src rsc) \( \geq 1 \) & src rsc > (min \* \( \phi \)) then
        \( \Delta t' \leftarrow \Delta t \times \alpha \)
        create migration move(src rsc, dst rsc, selected federate)
    else if number fed(src rsc) > 1 then
        \( \Delta t' \leftarrow \Delta t \)
        create migration move(src rsc, dst rsc, selected federate)
end
else if (dst rsc – src rsc) > (min \* \( \delta \)) then
    if number fed(src rsc) \( \geq 1 \) AND (dst rsc – src rsc) > (min \* \( \phi \)) then
        \( \Delta t' \leftarrow \Delta t \times \alpha \)
        create migration move(src rsc, dst rsc, selected federate)
    else if number fed(src rsc) > 1 then
        \( \Delta t' \leftarrow \Delta t \)
        create migration move(src rsc, dst rsc, selected federate)
end
end
if migrationMove then
    estimatedGain \( \leftarrow \) estimateMigGain(dst rsc, src rsc, \( \Delta t' \))
    estMigTime \( \leftarrow \) estMigTime(dst rsc, src rsc, selected federate)
Return: migrationMove, estimatedGain, estimatedMigTime
End
```
\[ t_e = \frac{t_{\text{mig}}}{d_{\text{mig}}} \times d_{\text{dst}} \]  

(3.1)

- \( t_e \): estimation of migration delay
- \( t_{\text{mig}} \): time of past migration
- \( d_{\text{mig}} \): distance of past migration
- \( d_{\text{dst}} \): distance of estimated migration

Based on this matching collection, the migration delay estimation (\( t_e \)) and the estimation of time gain (\( t_d \)) are both applied for each match, as shown in formulas (3.1) and (3.2) [13]. Based on these formulas, a comparison is made between \( t_d \) and \( t_e \), and the match will be deleted if \( t_e \) is greater than \( t_d \). As shown in Algorithm 3, once the comparison has any calculation showing that \( t_d \) is greater than \( t_e \), then the migration move list is created.

\[ t_d = \frac{\Delta t \times (l_{\text{src}} - \min l_{\text{load}} - l_{\text{dst}})}{l_{\text{src}}} \]  

(3.2)

- \( t_d \): estimation of time gain
- \( l_{\text{src}} \): current load of source resource
- \( \min l_{\text{load}} \): estimated minimum load
- \( l_{\text{dst}} \): current load of destination resource

**Algorithm 3: Migration Latency Filtering Algorithm [20]**

**Require**: mig moves

**If** mig moves! = ∅ **then**

- timeGain ← calculateGain(mig moves)
- expectedMigrationDelay ← calculate(mig moves)

**while** timeGain ≤ expectedMigrationDelay **do**

- mig moves ← eliminate smallest gain(mig moves)
- timeGain ← calculateGain(mig moves)
- expectedMigrationDelay ← calculate(mig moves)

**end**

**end**

**Return**: mig moves
Furthermore, the $\Delta t$ is employed as a time factor. The $\Delta t$ is used to observe the simulation performance. Once the matching filter is complete, then the migration move list is created. Afterwards, comparisons are applied between the accumulated final estimations of performance gain and migration latency, as shown in formulas (3.3) and (3.4) [15].

$$t_{ds} = \sum_{i}^{n} t_{di}$$

(3.3)

$t_{ds}$: overall sum of migration time gains;
$t_{di}$: time gain of each migration move.

Filtering is repeatedly applied when the time gain is smaller than the estimation delay. The final migration move set is created when $t_{ds}$ is shown to be greater than $t_{es}$. Afterwards, CLB sends a migration call to MM to start the migration moves of the federates.

$$t_{es} = t_{elargest} + \frac{\alpha * \sum_{i \neq e_{largest}}^{n} t_{ei}}{(n - 1)}$$

(3.4)

$te_{s}$: overall estimation of migration delays
$te_{largest}$: largest migration delays in the set of migration candidates
$\alpha$: influence of other migration delays on overall estimation
$te_{i}$: delay of a migration move candidate
$e_{largest}$: migration move with the largest delay
Chapter 4. Enhancing Load-Balancing Estimations based on Migration Awareness

Migration latency affects load re-distribution performance. Latency has the responsibility of determining which HLA federates can be moved for better performance. In terms of load imbalances, the relation between computational, commutation, and shared resources is the key to redistributed load. The decision to migrate federates is based on this information.

This balancing system is employed in the load-redistributed algorithm to allow the system to master and analyze the migration latency. Based on this information, the calculation for the estimation of migration delay is measured and analyzed to determine the cost of migration delay. Thus, this estimation is very important for good simulation performance. Information that has been collected from past migration, which is a real migration value, is provided to estimate the next migration.

4.1. General Architecture of the Enhancing Load-Balancing Estimation System

The enhanced load balancing architecture is based on the migration-aware dynamic balancing system [15], and the proposed balancing scheme system algorithm is similarly defined as in Figure 3.3, adding the nload tool. The nload is a tool that monitors the network traffic and bandwidth usage in real time. Also, it provides additional information
such as incoming and outgoing traffic: minimum, maximum and average network usage. Furthermore, this tool visualizes the total amount of data that has been transferred through the network resources. Consequently, we have used two real time values that have been recorded by nload tool. These values are the current bandwidth and average bandwidth (as historical usage) to estimate the time gain in our estimation. The Cluster Load Balancer (CLB) is the main part of the balancing system, and is responsible for coordinating between the other balancing parts. Also, the CLB leads all the tasks for the balancing scheme procedure.

The CLB needs to know the load status data for both the simulation part and the resource part. Thus, the CLB requests the resource load status by accessing the Monitor Interface. As depicted in Figure 4.1, the Monitor Interface receives the request from the CLB. Afterwards, the Monitor Interface requests the resource load status by sending a request to the Monitor Interface Services (MIS). The MIS retrieves the load status for each resource by using third party monitoring tools. The MIS employs the Grid Services [6] that can provide the processor's queue length for each resource. Therefore, the CLB receives and saves the data that has been aggregated on the Monitoring Interface from the MIS.

The Local Monitoring Interface (LMI) is employed to provide the federate load of virtual simulations. The Local Load Balancer (LLB) is an interface between the Virtual simulation and the balancing system. The LLB accesses each federate which allows management of the federates; in addition, the LLB aggregates the data that have been sent by the LMI. When the CLB needs to check the load balancing, a load metric is used to detect any load imbalances by the information that has been collected from Monitoring Interface
and the LLB. The Computation Load Monitor (CLM) tracks the amount of time that has been used by the CPU for each federate. The Local Monitoring Interface is employed to gather the load information of each federate during the balancing time.

As shown in Figure 3.3, the MIS has an additional nload tool. The nload tool provides the amount of the link capacity, specifically how much bandwidth the destination resources currently use. By accessing MM, the Local Migration Interface (LMI) provides the receiving and finishing time of the destination resource that was received from the source resource migration data. The CLB collects the bandwidth usage information and the arrival and finish time information for each federate, and measures the migration move. Based on this information, the migration call is initiated and sent to the Migration Manager (MM). Once the MM receives the migration call, the MM coordinates the entire federate migration procedure. Thus, the MM is responsible for the transfer of federates between resources without loss of any data. Consequently, the MM uses a two-phase migration technique: transfers of static information and transfers of dynamic data. Transfers of static information are used to transfer the data reliably by using Grid services (third-
party tool). The dynamic data is used to transfer the dynamic execution information between MMs by using a peer-to-peer technique through the migration proxy.

4.2. Proposed Solution

The proposed enhancement for the estimation in [15] is divided into three scopes: \( \Delta t \), estimation time delay, and estimation time gain. The \( \Delta t \) is the cycle time that is used as a parameter that defines and compares the performance for the simulation over a short time period. The estimation time delay is the amount of time taken to migrate the federate from the source resources to the destination resources. The estimation of time gain is the amount of time taken to process the destination resources.

4.2.1 Flexible \( \Delta t \)

As described in Chapter 3, \( \Delta t \) is a time factor. There are two types of \( \Delta t \). First type that is related to the simulation system, and it is unpredictable because there is no mechanism that can provide a precise value that tells the period a simulation application will run. The second type is related to the balancing system, and it is restricted by the balancing cycle interval, which comprehends 20 seconds for this particular migration-aware balancing system. Thus, it is challenging for it to be flexible because there is no mechanism that allows \( \Delta t \) to have flexibility. Previous estimation migration delay [15] has been calculated based on the past migration time. In order for the proposed estimation technique to be flexible and more adaptable, it is not based on the past migration time. The flexibility of the \( \Delta t \) is limited to not being more than 20 seconds and not being less than 10 seconds. The proposed solution is molded according to the following equation:
### 4.2.2 Estimation of Time Delay

The proposed estimation of time delay is divided into two parts. As described in formula (4.2), the first part is comprised of Finish time and Arrival time and is referred to as response time [78] to identify how long it has taken the message to be processed. This information is provided by the RTI/HLA component to determine when the Destination resources have received the messages, and when the destination resources have executed the messages that were received from the source resources by migrating data. The Finish time and Arrival time reflect the processing time in the destination resource. The second part relates to the bandwidth usage, meaning how much bandwidth is currently used. The bandwidth usage reflects the transmission availability.

\[
\Delta t_i = \frac{\Delta t_{i-1}}{t_{mig}} \times \frac{\sum_{j=0}^{i-1} \Delta t_j}{i}
\]

\(\Delta t_i\): Current flexible \(\Delta t\)
\(\Delta t_j\): Previous \(\Delta t\)
\(t_{mig}\): Previous migration delay
\(\Delta t = 20\) sec
\(\text{Range: } 10 \leq \Delta t \leq 20\)

### 4.2.2 Estimation of Time Delay

The proposed estimation of time delay is divided into two parts. As described in formula (4.2), the first part is comprised of Finish time and Arrival time and is referred to as response time [78] to identify how long it has taken the message to be processed. This information is provided by the RTI/HLA component to determine when the Destination resources have received the messages, and when the destination resources have executed the messages that were received from the source resources by migrating data. The Finish time and Arrival time reflect the processing time in the destination resource. The second part relates to the bandwidth usage, meaning how much bandwidth is currently used. The bandwidth usage reflects the transmission availability.

\[
t_e = \left( \text{Finish time} - \text{Arrival time} \right) \times \left\{ \frac{\text{Current usage}}{\text{Link capacity}} \right\}
\]

\(t_e\): estimation of migration delay
\(\text{Finish time}\): when the destination resource executed the migration
\(\text{Arrival time}\): when the destination resource finished receiving the migration
\(\text{Current usage}\): how much bandwidth is currently used
\(\text{Link capacity}\): maximum of link bandwidth
4.2.3 Estimation of Time Gain

The proposed estimation of time gain is divided into two parts. As described in formula (4.3), the first part is based on $\Delta t$. $\Delta t$ is used as fixed value (20 seconds) in the first estimation. Next, the correct load is sent to the source resource and destination resource without a minimum load. This prevents any migration from occurring without time gain. The $t_d$ is used for the decision-making on time gain and time delay, so it employs $t_d$, which molded by the difference of load between the destination and source resources participating in the migration.

$$t_d = \Delta t \ast \left( \frac{\text{load}_{\text{dis}}}{(\text{load}_{\text{src}} - \text{min}_{\text{load}})} \right)$$

$t_d$: estimation of time gain  
$\text{load}_{\text{src}}$: current load of source resource  
$\text{min}_{\text{load}}$: estimated minimum load  
$\text{load}_{\text{dst}}$: current load of destination resource  
$\Delta t$: Flexible $\Delta t$

4.3. Balancing Algorithm of the Enhancing Load-Balancing Estimation System

As stated earlier, the proposed scheme of Enhancing Load-Balancing Estimation is divided into three passes: monitoring, redistribution, and migration. These phases are divided to handle the issues of each phase separately. When the balancing system begins to collect the data to investigate whether there are any load imbalances, two schemes [79] [10] are employed to improve the load redistribution. By using these schemes, the dis-
tributed balancing system retrieves the data that is used to measure and conduct an analysis of migration latency. Furthermore, a greedy technique is employed that provides a quick response to the load imbalances. These two schemes and the greedy technique are employed in the re-distribution phase.

Algorithm 4: Main Load Balancing Algorithm [15]

while TRUE do
    loads ⇐ query MDS()
    current loads ⇐ filter MDS data(loads)
    current loads ⇐ normalize loads(current loads, benchmark)
    overload_cand ⇐ select overload(current loads)
    spec loads ⇐ request LLBs(overload_cand)
    mng_loads ⇐ filter(current loads, spec loads)
    mean, bds ⇐ calculate mean bds(mng_loads)
    over, under ⇐ select(mng_loads, mean, bds)
    mig_moves ⇐ redistribute local(mng_loads)
    mi_moves ⇐ analyze_migration_latency(mig_moves)
    send migration moves(mig_moves)
    if mig_moves = ∅ then
        data neighbors ⇐ request Neighbor_Load_Data()
    else
        if relFactor ≥ random number(1, 100) then
            data neighbors ⇐ request Neighbor Load Data()
        else
            data neighbors ⇐ ∅
        end
    end
    wait (Δt)
end

As described in Algorithm 4, the CLB sends {query MDS ( )} a request to the monitor interface about load status for resources and simulation. The monitoring interface sends this request from the CLB to the MIS. Afterwards, The MIS accumulates the load status from each resource, and disregards the resources that do not participate in the sim-
ulation. The MIS aggregates and sends the information to the CLB through the monitoring interface. The CLB normalizes the load rate by using a benchmark to solve inherent issues caused by resource heterogeneity.

Based on the information that is received from the monitoring interface, the overload is selected (spec\_loads ⇐ request LLBs (overload\_cand)). The CLB then sends a request to the LLB to send back more details about the CPU consumption for each federate (spec\_loads ⇐ request LLBs (overload\_cand)). The overloaded ranking is based on the CPU consumption. The balancing system filters any overloaded resources that are not identified or that do not have any simulation entities.

![Diagram of CLB and federates](image)

**Figure 4.2** Create underloaded and overloaded lists

The balancing algorithm is divided into local and inter-domain parts. The local part’s redistribution algorithm is triggered to generate the migration. The inter-domain is triggered based on the migration that is generated. The balancing system rearranges the local load to decrease load discrepancies between the resources in a domain. The balancing system calculates the mean and bds (mean, bds ⇐ calculate_mean_bds
Then, the balancing system analyzes (over, under ← select (mng_loads, mean, bds)) their loads and creates two lists of overloaded and underloaded. As shown in Figure 4.2, the lists are ordered based on the state of each load. CLB matches the most overloaded with the most underloaded to obtain the highest benefit from this migration of overloaded to underloaded.

Algorithm 5: Inter-Domain Redistribution Algorithm [15]

Require: neighbors_data
neighbors ← identify_Neighbor_Less_Load()
order_neighbors_by_load(selectionParameter)
if neighbors ≠ ∅ then
    neighbors ← select_Neighbors(extStD, localStD)
    order_neighbors_by_load(selectionParameter)
end
for each neighbor IN neighbors do
    overloaded RSCs ← select(neighbor)
    federates ← select(spec_loads, overloaded)
end
if overloaded RSCs ≠ ∅ then
    sort list load(overloaded RSCs)
    sort list load(neighbor RSCs)
    moves ← redistribute(overloaded RSCs, neighbor RSCs)
    moves ← analyze migration latency(moves)
end
send migration moves(moves)
adjust factor( relFactor, overloaded RSCs, moves)

The CLB estimates the migration federates based on the information that has been gathered. However, if there is no migration federate (if mig_moves = ∅ then), the balancing system triggers the inter-doming load. As detailed in algorithm 5, the CLB requests the neighbor's information to calculate the local load and the neighbor's load, and then detects the large load differences. The balancing system identifies (neighbors ← identify_Neighbor_Less_Load ()) the underloaded domain. Then, the balancing system
orders the overloaded neighbor from the highest to least. The underloaded neighbor CLBs and overloaded resources are selected according to Algorithm 5. The balancing system matches the underloaded neighbor CLBs with the overloaded resources. When all of the overloaded resources are assigned, then a migration move occurs. The balancing system analyzes the federate migration latency (\( \text{moves} \Leftarrow \text{analyze migration latency (moves)} \)) for the federate migrations. Based on this analysis the simulation execution is generated.

The CLB matches the most overloaded with the most underloaded, as shown in Figure 4.2. As detailed in Algorithm 6, the balancing system requests more information about the topological distance for both overloaded and underloaded resources. The CLB compares the load with the matching that has been assigned, and analyzes this by using the following equation: 
\[
(\text{number}_\text{fed} (\text{src}_\text{rsc}) \& \text{number}_\text{fed} (\text{dst}_\text{rsc}) \& (\text{min} \ast \phi) \& (\text{min} \ast \delta))
\]
The comparison is divided into two analyses. The first analysis is applied to identify the potential candidate that will receive the federate (if \( \text{dst}_\text{rsc} < \text{min} \)) if the load of the destination resource (\( \text{dst}_\text{rsc} \)) is less than the minimum load (\( \text{min} \)).

Next, the number of federates in the resources is checked. If the number of federates is one or more than one, then the next comparison is applied to check the computational load. If the computational load is larger than the threshold, this results in the minimum load multiplying the parameter \( \phi \) (\( \text{min} \ast \phi \)). The first threshold analysis represents the load for one process in a CPU queue that is shown by the \( \phi \).

Whenever the comparison is correct, then the migration move is generated. However, if the destination resource (\( \text{dst}_\text{rsc} < \text{min} \)) is larger than the minimum load (\( \text{min} \)), then the second analysis is applied. The result of the destination resource subtracting the source resource should be larger than the result of the threshold (\( \text{min} \ast \delta \)). The
second threshold represents the value equal to or less than the load created by the CPU queue. When all of the conditions are correct, then the migration move is generated. Furthermore, when any resources do not pass through this comparison, then the balancing system ignores this match.


Require: src_rsc, dst_rsc

selected federate □ select federate smallestLatency(src_rsc)

if dst_rsc < min then
    if number fed(src_rsc) ≥ 1 & src_rsc > (min φ) then
        $\Delta t'$ □ $\Delta t \times \alpha$
        create migration move(src_rsc, dst_rsc, selected federate)
    else if number fed(src_rsc) > 1 then
        $\Delta t'$ □ $\Delta t$
        create migration move(src_rsc, dst_rsc, selected federate)
    end
else if (dst_rsc – src_rsc) > (min δ) then
    if number fed(src_rsc) ≥ 1 AND (dst_rsc – src_rsc) > (min φ) then
        $\Delta t'$ □ $\Delta t \times \alpha$
        create migration move(src_rsc, dst_rsc, selected federate)
    else if number fed(src_rsc) > 1 then
        $\Delta t'$ □ $\Delta t$
        create migration move(src_rsc, dst_rsc, selected federate)
    end
end

send migration moves(estMigTime & estimateMigGain )

As detailed in Algorithm 7, the balancing system requests further information that is necessary to calculate the estimation for the time delay and the time gain. This calculation enables the balancing system to be aware of migration when the redistributed simulation load is analyzed. The balancing system requests the bandwidth usage for the destination resources (dst_usag), and this information is provided by the nload tool. The balancing system also requests the current load of source resource (src_load) and the current load of destination resource (dst_load).
The final request is the process time ($\text{Proc\_time}$). The $\text{Proc\_time}$ is the result of $((\text{Finish}_{\text{time}} - \text{Arrival}_{\text{time}}))$. This information is provided by HLA/RTI components. Furthermore, the link bandwidth is fixed and equal to 512 Megabits.

The CLB gathers the information that is requested and then starts to estimate the migration delay ($\text{estMigTime}$) and time gain ($\text{estimateMigGain}$). As described in formula (4.2), the estimation of the migration delay ($t_e$) for each federate is calculated with the past process time multiplied by the result of the current usage of the destination resources, divided by like capacity. As described in formula (4.2), the estimation of the time gain ($t_d$) is calculated with $\Delta t$ and with the result of the current load of destination resource, divided by the current load source resource, and subtracted by the minimum load. As mentioned above, the comparison is applied between the ($t_e$) and ($t_d$). However, the balancing system filters the match that shows that ($t_e$) is larger than ($t_d$). Furthermore, the estimation of time delay and time gain is presented in milliseconds for the purpose of comparison.

---

**Algorithm 7 Migration Move Algorithm**

**Require:** $\text{dst\_usag, avg\_usag, src\_load, dst\_load, Proc\_time, link\_cap}$

**while** $\text{migrationMove} \neq \emptyset$ **do**

\[ \text{estMigTime} \leftarrow \text{estMigTime}(\text{dst\_usag, avg\_usag, Proc\_time, link\_cap}) \]

\[ \text{estimateMigGain} \leftarrow \text{estimateMigGain}(\text{src\_load, dst\_load,\Delta t'}) \]

**Return:** $\text{migrationMove, estimatedMigGain, estimatedMigTime}$

**end**

**Return:** $\text{migrationMove}$
The list of the migration move candidates that pass through the filtering conditions is created. As detailed in Algorithm 8, the balancing system calculates the overall sum of migration time gains \((\text{timeGain} \leftarrow \text{calculateGain}(\text{mig}\_\text{moves}))\) and the overall estimation of migration delays \((\text{expectedMigrationDelay} \leftarrow \text{calculate}(\text{mig}\_\text{moves}))\). The balancing system calculates the overall sum of migration time gains \((t_{ds})\) by accumulating all of the migration time gains, as detailed in formula (3.3). The balancing system calculates the overall estimation of migration delays \((t_{es})\) using the largest migration delays in the set of migration candidates to detect which list of matches will provide a high performance gain, as detailed in formulas (3.4) and (4.4).

\[
\alpha = \frac{2 \times \bar{t}_e - 1 + t_{\text{largest}}}{2 \times t_{\text{largest}}} \times (k + 1) \quad (4.4)
\]

\(\alpha\): influence of other migration delays on overall estimation
\(\bar{t}_e\): mean of migration delay
\(t_{\text{largest}}\): largest migration delay
\(k\): number of migrations with delay larger than mean

---

**Algorithm 8: Pair-Match Evaluation Algorithm [15]**

Require: mig\_moves

if mig\_moves ≠ ∅ then
  timeGain ⇐ calculateGain(mig\_moves)
  expectedMigrationDelay ← calculate(mig\_moves)
  while timeGain ≤ expectedMigrationDelay do
    mig\_moves ⇐ eliminate smallest gain(mig\_moves)
    timeGain ⇐ calculateGain(mig\_moves)
    expectedMigrationDelay ← calculate(mig\_moves)
  end
end

Return: mig\_moves
The balancing system applies a comparison between \( t_{ds} \) and \( t_{es} \). Comparisons are repeatedly applied until the \( t_{ds} \) is shown to be larger than \( t_{es} \). This comparison eliminates the matches that have a small gain. When the CLB receives the final list of migration moves, then such a migration call is issued from the CLB to the MM through the LLB as shown in Algorithms 4 and 5. The MM starts to migrate federates from the overloaded to the underloaded. When the MM finishes the migration procedure, the balancing system is updated with the information that is used in the next balancing cycle. Furthermore, the inter-domain area is calculated to adjust the \( relFactor \) for the next balancing cycle \( adjust\_factor \( relFactor, overloaded\ RSCs, moves \)).
Chapter 5. Performance Analysis and Discussion

Estimations have been conducted in order to evaluate the performance of the proposed modified and enhanced distributed load-balancing system. We compared our proposed solution with the dynamic balancing system. Different imbalance scenarios have been used in this comparative analysis. As mentioned previously, our goal is to have a dynamic load-balancing system to decrease simulation execution time. After estimating all of the previously discussed sets of rules and procedures, results have shown that the proposed balancing technique method provides an enhancement by decreasing the number of federates which results in decreasing the simulation time. From the results of our analysis, the simulation execution time with different imbalances has been enhanced significantly.

5.1. Environment and Scenario Analysis

We provide a thorough description of our analytical results, which were mentioned in Chapter 4. As shown in Table 5-1, the analyses were calculated in a distributed environment composed of different scenarios. We defined five different imbalance scenarios of our evaluation, as shown in Table 5-1 (a). The imbalance scenarios have been used to evaluate various nodes and federates, as shown in Table 5-1 (b).
As shown in Table 5-1 (a), we propose dividing the imbalance scenarios into five levels ranging from 25 to 75%. Also, we propose a range of numbers of nodes and federates to observe the balancing behavior in different situations, as shown in Table 5-1 (b).

In order to realize the analysis, we divided the migration delay into four levels, as shown in Table 5-2. Each estimation consists of 1 to 1000 federates; furthermore, the estimation has been calculated on each imbalance scenarios that has been applied on each number of nodes and with the entire migration delay configuration.

<table>
<thead>
<tr>
<th>Imbalance Statute</th>
<th>Ability to Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Load Stress</td>
<td>75%</td>
</tr>
<tr>
<td>Low-medium Load Stress</td>
<td>67%</td>
</tr>
<tr>
<td>Medium Load Stress</td>
<td>50%</td>
</tr>
<tr>
<td>High-medium Load Stress</td>
<td>33%</td>
</tr>
<tr>
<td>High Load Stress</td>
<td>25%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of Nodes</th>
<th>Number of Federates</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1,10,25,50,</td>
</tr>
<tr>
<td></td>
<td>75,100,150,</td>
</tr>
<tr>
<td>50</td>
<td>250,350,500,</td>
</tr>
<tr>
<td>100</td>
<td>700,850,900,</td>
</tr>
<tr>
<td>250</td>
<td>and 1000</td>
</tr>
<tr>
<td>500</td>
<td></td>
</tr>
<tr>
<td>750</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td></td>
</tr>
</tbody>
</table>

As shown in Table 5-1 (a), we propose dividing the imbalance scenarios into five levels ranging from 25 to 75%. Also, we propose a range of numbers of nodes and federates to observe the balancing behavior in different situations, as shown in Table 5-1 (b). In order to realize the analysis, we divided the migration delay into four levels, as shown in Table 5-2. Each estimation consists of 1 to 1000 federates; furthermore, the estimation has been calculated on each imbalance scenarios that has been applied on each number of nodes and with the entire migration delay configuration.

<table>
<thead>
<tr>
<th>Low Migration delay</th>
<th>Mid Migration delay (A)</th>
<th>Mid Migration delay (B)</th>
<th>High Migration delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 second</td>
<td>2 seconds</td>
<td>3 seconds</td>
<td>5 seconds</td>
</tr>
</tbody>
</table>
5.2. Evaluation of the Proposed Balancing Scheme

In this balancing evaluation, analyses have been conducted to evaluate the performance of the proposed enhancement of the balancing system based on the migration-aware scheme by observing the balancing efficiency gain that can improve the simulation performance.

In the analysis, the proposed dynamic balancing scheme was compared with four estimation schemes and more specifically with the dynamic balancing system. The baseline was obtained by the following five estimated calculations. First, the simulation federates were evenly distributed on the available resources and the simulation time was estimated without any balancing - referred to in the graphs as Sim_time_no_imbl. Second, the simulation federates were distributed on a reduced number of available resources according to the imbalance scenarios, and the simulation time was computed without considering any balancing - referred to in the graphs as Sim_time_imbl. Third, the simulation federates were distributed on a reduced number of available resources according to the imbalance scenarios, and the simulation time was calculated by using the dynamic balancing system - referred to in the graphs as Sim_time_balan. The balancing system modified the load distribution as needed. Finally, the last the simulation federates were distributed on a reduced number of available resources according to the imbalance scenarios, and the simulation time was estimated by using our proposed enhancement based on migration-aware balancing system - referred to in the graphs as Sim_time_Flex_At.

By comparing balancing efficiency of the dynamic balancing system with our enhancement balancing technique, a reduction in simulation time has been observed. However,
this improvement is better understood through the number of migrations that were performed by the balancing system. Consequently, in the graphs that show performance gain, the Y-axis represents the execution time of the simulations. In the graphs that show balancing effectiveness, Y-axis represents the number of migrations. However, the best estimation (Sim_time_no_imbl) and worst estimation (Sim_time_imbl) were not compared, except when unusual behaviour occurred.

As we described earlier, there are many analytical results based on imbalance scenarios, number of nodes, and the migration delay system. Here we will describe two results in each imbalance scenario by using a different migration delay system and number of nodes. In addition, a Table 5-3 is provided at the end of this chapter to summarize the results. As described in Table 5-1 (a), the results are discussed according to the five load stress categories.

### 5.2.1 Evaluations with Low Load Stress

In the following graphs, we have chosen two results that represent the Low Load Stress, as shown in Figure 5.1, Figure 5.2, Figure 5.3 and Figure 5.4. According to the graph in Figure 5.1, the four balancing schemes are able to present different performance gains. However, the execution time with the distributed balancing system has shown a slight improvement.

As described in Figure 5.2, the number of migrations increases significantly with 150 migration federates; therefore, the performance is not satisfactory due to the migration overhead.
From the results of our proposed balancing and dynamic balancing systems, the execution time of the simulation has been enhanced up to 20% and the number of migrations has decreased about 50%.
Figure 5.3 Comparison of Performance Analysis for an Increasing Number of Federates on 10 nodes with Low Load Stress and High Migration Delay

As shown in Figure 5.3, the distributed balancing approach shows a worse simulation time. The dynamic balancing approach reacted to an uneven performance gain due to the large amount of federate migrations. However, compared to the dynamic balancing approach, the execution time has been improved by about 30% when system has reached 150 federates. Furthermore, the results in the same graph show a 34% decrease in the simulation time in comparison to the simulation time that was executed without the dynamic balancing system.

As shown in Figure 5.4, the number of migrations in dynamic balancing approach has significantly increased, but in the proposed balancing technique migration has decreased up to 45% compared to the number of the migrations dynamic balancing approach. The simulation execution time on the dynamic balancing approach has increased due to the high migration delay.
From the results of our analyses in Figure 5.1 and Figure 5.3, our proposed technique with low load stress has been decreased the execution time between 20-35% in comparison to the dynamic approach.

5.2.2 Evaluations with Low-medium Load Stress

As depicted in Figure 5.5, our proposed and dynamic balancing techniques grew at a similar rate until the dynamic balancing technique reached 250 federates and there was a slight change. However, our proposed technique decreased the simulation execution time up to 10%.

For the same evaluation, Figure 5.6 shows the number of migrations required for each balancing system to provide an improved simulation execution time. However, the proposed technique decreased the number of migrations between 20 -25% in comparison to the dynamic balancing technique.
reached 350 federates, the proposed technique reacted differently. Dynamic and proposed balancing techniques reacted similarly, when the simulation in reducing the simulation execution time, which was improved by up to 15%. While the dynamic, and proposed balancing techniques reacted similarly, when the simulation reached 350 federates, the proposed technique reacted differently.

As presented in Figure 5.7, the proposed balancing technique was more effective in reducing the simulation execution time, which was improved by up to 15%. While the dynamic, and proposed balancing techniques reacted similarly, when the simulation reached 350 federates, the proposed technique reacted differently.

Figure 5.5 Comparison of Performance Analysis for an Increasing Number of Federates on 100 Nodes with Low-medium Load Stress and Low Migration Delay

Figure 5.6 Comparison between Number of Migrations for an Increasing Number of Federates on 100 Nodes with Low-medium Load Stress and Low Migration Delay
As shown in Figure 5.8, the number of migrations increased when the simulation reached 150 federates. Furthermore, the dynamic and proposed techniques increased the number of migrations similarly, but once the simulation execution reached 117 federates, the proposed technique was able to decrease the number of migrations up to 30%, which is a significant improvement. The proposed technique provides the best performance with a 10 - 15% range of improvements in comparison to the dynamic balancing technique.
5.2.3 Evaluations with Medium Load Stress

According to the graph in Figure 5.9, the balancing scheme reacted by redistributing the load with a good performance gain, but the dynamic balancing system was able to decrease the simulation execution time up to 10%. However, the proposed balancing
Figure 5.11 Comparison of Performance Analysis for an Increasing Number of Federates on 100 Nodes with Medium Load Stress and Mid Migration Delay (B) system had up to 20% improved achievement in comparison to the performance gain of the dynamic balancing system.

When observing the number of migrations in Figure 5.10, the dynamic balancing system and previous balancing systems has decreased the same number of migrations. However, a difference occurred when the simulation reached 150 federates after which point the dynamic balancing system decreased the number of migrations up to 16%. The proposed balancing system decreased the number of migrations up to 20% in comparison to the number of migrations of the previous balancing system, which shows better performance gain, as shown in Figure 5.9.

As described in Figure 5.11, the four balancing schemes were able to present different performance gains. When comparing the results of our scheme to the dynamic balancing scheme, our scheme presented an improvement for the balancing redistribution,
and the performance gain improved up to 45%. Our scheme produced more efficient results by reducing the simulation execution time with mid-migration delay (B) imbalances due to the number of migration that has been decreased.

As shown in Figure 5.12, our scheme was able to decrease the number of migrations, but it offered only a good performance gain. However, the dynamic balancing and proposed techniques increased the number of migrations similarly, but once the simulation execution reached 150 federates, our technique was able to decrease the number of migrations that was considered on the dynamic balancing approach as migration federates, which resulted in increasing the simulation execution time due to the large amount of federate migrations. Thus, the curve fairly represents the difference between the dynamic and our proposed balancing schemes. Our balancing scheme decreased the number of migrations between 40 – 50% in comparison to the dynamic scheme, which decreased the number of migrations up to 15%.

From the results in Figure 5.9 and Figure 5.11, the simulation execution time with
medium load stress has been enhanced between 20 - 40% with the proposed balancing technique in comparison to the dynamic balancing system.

5.2.4 Evaluations with High-medium Load Stress

As shown in Figure 5.13, in comparison to the performance gain between the dynamic balancing technique and our proposed technique, the proposed technique decreased the simulation execution time up to 45% in comparison to the dynamic balancing technique.
Figure 5.15 Comparison of Performance Analysis for an Increasing Number of Federates on 250 nodes with High-medium Load Stress and Mid Migration Delay (B)

Figure 5.16 Comparison between Number of Migrations for an Increasing Number of Federates on 250 nodes with High-medium Load Stress and Mid Migration Delay (B) technique, because of the large number of migrations that have been considered in the dynamic load balancing technique.

For the same analysis, the results in Figure 5.14 show the large number of migrations for the dynamic technique, which influenced the final performance gain result. The dynamic technique’s overhead was almost 48% more than the proposed technique migration.
As shown in the inset graph in Figure 5.15 and Figure 5.16, our proposed approach demonstrated a performance improvement between 45 – 55 % in comparison to the dynamic approach for some cases.

In all cases our approach provided the best performance with a 25 - 35% range of improvement in comparison to the dynamic approach.

5.2.5 Evaluations with High Load Stress

As depicted in Figure 5.17, the dynamic balancing scheme redistributed the load and showed a slight performance gain, but when the dynamic balancing system reached 350 federates, a worse simulation execution time was shown in comparison to the our schemes. Moreover, the simulation execution time was increased by more than 20%. However, the proposed balancing scheme achieved up to 65% improvement in comparison to the dynamic balancing scheme performance gain. Consequently, the proposed balancing scheme was more effective in reducing the simulation execution time as shown in Figure 5.18.
According to the curves, both the proposed scheme has been developed the balancing efficiency, since the proposed technique reduced the amount of migrations to achieve better performance gains. However, in comparing between the proposed and the dynamic balancing schemes, the proposed balancing scheme was able to decrease the number of migrations up to 65%, since the number of migrations was reduced to achieve a better performance gain.

Figure 5.18 Comparison between Number of Migrations for an Increasing Number of Federates on 10 Nodes with High Load Stress and Mid Migration Delay (B)

Figure 5.19 Comparison of Performance Analysis for an Increasing Number of Federates on 50 nodes with High Load Stress and High Migration Delay
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Figure 5.20 Comparison between Number of Migrations for an Increasing Number of Federates on 50 nodes with High Load Stress and High Migration Delay

As shown in Figure 5.19, the dynamic balancing system and our balancing technique reacted similarly, but our proposed balancing technique showed a better enhancement on the execution time and it decreased the execution time almost 60% in comparison to the dynamic balancing technique. However, the dynamic balancing system showed a worse simulation execution time due to the overhead, which was increased by more than 55% in comparison to the performance of our proposed balancing system.

As shown in Figure 5.20, the dynamic balancing system has a large number of migrations, which influenced the final performance gain result. In comparing our proposed balancing system with the dynamic balancing system, the performance of our proposed system was enhanced between 55 - 65% by decreasing the number of migrations required by our balancing scheme to obtain a simulation performance improvement.

By observing the inset graphs in Figure 5.17 and Figure 5.19, the proposed schemes show an improved performance ranging from 50 - 65% in comparison to the dynamic scheme for some cases.
5.3. Summary

As described previously, the proposed and dynamic balancing techniques have presented a variety of performance gains. However, the proposed balancing technique showed better performance than the performance of the dynamic balancing system. The most significant benefit was that the $\Delta t$ was allowed to be flexible, when it had previously been considered fixed.

As presented in Table 5-3, the proposed balancing technique shows good results whenever the number of federates is close to double the number of nodes. Moreover, a better behavior is shown when the migration delay is in high load stress. This is because the proposed balancing system was able to obtain a useful number of migrations that shows a better performance gain. However, the proposed balancing technique reacted similarly with no differences between the proposed balancing technique whenever the number of nodes is close to or higher than the number of federates. Furthermore, the proposed balancing scheme and the dynamic balancing system did not redistribute the load when the simulations did not require any load balancing.
Table 5-3 Detailed Comparison of Performance between Proposed and Previous Balancing System with the Distributed Balancing System

<table>
<thead>
<tr>
<th>Load Condition</th>
<th>Low</th>
<th>Mid (A)</th>
<th>Mid (B)</th>
<th>High</th>
<th>Avg.</th>
<th>Diff</th>
<th>No Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low Load Stress with 1 – 1000 Federates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>27.5%</td>
<td>37.6%</td>
<td>49.6%</td>
<td>58.3%</td>
<td>43.2%</td>
<td>2.0%</td>
<td>10</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>26.5%</td>
<td>36.2%</td>
<td>46.8%</td>
<td>55.2%</td>
<td>41.2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>5.0%</td>
<td>8.8%</td>
<td>18.8%</td>
<td>20.5%</td>
<td>13.3%</td>
<td>2.0%</td>
<td>50</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>1.9%</td>
<td>6.6%</td>
<td>17.3%</td>
<td>19.3%</td>
<td>11.3%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>0.2%</td>
<td>1.1%</td>
<td>9.7%</td>
<td>8.7%</td>
<td>4.9%</td>
<td>1.7%</td>
<td>100</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>6.5%</td>
<td>6.2%</td>
<td>3.2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>250</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>High-medium Load Stress with 1 – 1000 Federates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>44.0%</td>
<td>56.5%</td>
<td>65.4%</td>
<td>73.0%</td>
<td>59.7%</td>
<td>1.1%</td>
<td>10</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>42.7%</td>
<td>54.6%</td>
<td>65.0%</td>
<td>72.5%</td>
<td>58.7%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>16.1%</td>
<td>22.7%</td>
<td>34.9%</td>
<td>39.8%</td>
<td>28.4%</td>
<td>1.8%</td>
<td>50</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>13.4%</td>
<td>21.1%</td>
<td>33.7%</td>
<td>38.2%</td>
<td>26.6%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>6.4%</td>
<td>10.1%</td>
<td>22.2%</td>
<td>24.0%</td>
<td>15.7%</td>
<td>3.6%</td>
<td>100</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>4.4%</td>
<td>6.4%</td>
<td>20.0%</td>
<td>21.5%</td>
<td>12.0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>0.0%</td>
<td>0.4%</td>
<td>7.4%</td>
<td>6.2%</td>
<td>3.5%</td>
<td>3.5%</td>
<td>250</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>500</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Medium Load Stress with 1 – 1000 Federates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>57.4%</td>
<td>68.9%</td>
<td>77.2%</td>
<td>83.0%</td>
<td>71.6%</td>
<td>0.5%</td>
<td>10</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>56.8%</td>
<td>68.3%</td>
<td>76.8%</td>
<td>82.6%</td>
<td>71.2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>24.2%</td>
<td>33.3%</td>
<td>46.1%</td>
<td>51.3%</td>
<td>38.7%</td>
<td>2.5%</td>
<td>50</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>20.5%</td>
<td>30.2%</td>
<td>44.6%</td>
<td>49.6%</td>
<td>36.3%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>8.9%</td>
<td>16.1%</td>
<td>31.0%</td>
<td>33.3%</td>
<td>22.3%</td>
<td>5.0%</td>
<td>100</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>1.6%</td>
<td>9.8%</td>
<td>27.7%</td>
<td>30.2%</td>
<td>17.3%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>10.7%</td>
<td>9.3%</td>
<td>5.0%</td>
<td>5.0%</td>
<td>250</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>500</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High-medium Load Stress with 1 – 1000 Federates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>74.5%</td>
<td>82.6%</td>
<td>88.3%</td>
<td>91.4%</td>
<td>84.2%</td>
<td>0.5%</td>
<td></td>
</tr>
<tr>
<td>Previous Technique</td>
<td>73.8%</td>
<td>82.2%</td>
<td>88.0%</td>
<td>91.0%</td>
<td>83.7%</td>
<td>1.5%</td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>48.9%</td>
<td>59.2%</td>
<td>71.4%</td>
<td>76.1%</td>
<td>63.9%</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Previous Technique</td>
<td>46.7%</td>
<td>57.7%</td>
<td>70.2%</td>
<td>74.9%</td>
<td>62.4%</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>32.7%</td>
<td>42.8%</td>
<td>58.4%</td>
<td>62.9%</td>
<td>49.2%</td>
<td>2.7%</td>
<td></td>
</tr>
<tr>
<td>Previous Technique</td>
<td>28.9%</td>
<td>40.1%</td>
<td>56.4%</td>
<td>60.8%</td>
<td>46.6%</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Our Technique</td>
<td>8.5%</td>
<td>15.2%</td>
<td>34.0%</td>
<td>35.3%</td>
<td>23.2%</td>
<td>250</td>
<td></td>
</tr>
<tr>
<td>Previous Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>750</td>
<td></td>
</tr>
<tr>
<td>Previous Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>Previous Technique</td>
<td>0.0%</td>
<td>1.0%</td>
<td>13.7%</td>
<td>13.1%</td>
<td>7.0%</td>
<td>750</td>
<td></td>
</tr>
<tr>
<td>Previous Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>Previous Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>500</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>High Load Stress with 1 – 1000 Federates</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Our Technique</td>
<td>68.2%</td>
<td>77.3%</td>
<td>86.1%</td>
<td>88.2%</td>
<td>79.9%</td>
<td>1.2%</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>67.4%</td>
<td>76.6%</td>
<td>83.3%</td>
<td>87.7%</td>
<td>78.7%</td>
<td>10</td>
</tr>
<tr>
<td>Our Technique</td>
<td>29.5%</td>
<td>40.6%</td>
<td>53.1%</td>
<td>61.3%</td>
<td>46.2%</td>
<td>2.4%</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>26.2%</td>
<td>37.7%</td>
<td>52.1%</td>
<td>59.2%</td>
<td>43.8%</td>
<td>100</td>
</tr>
<tr>
<td>Our Technique</td>
<td>7.2%</td>
<td>17.9%</td>
<td>32.2%</td>
<td>41.9%</td>
<td>24.8%</td>
<td>250</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>2.0%</td>
<td>13.0%</td>
<td>30.6%</td>
<td>38.0%</td>
<td>20.9%</td>
<td>500</td>
</tr>
<tr>
<td>Our Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>4.2%</td>
<td>11.0%</td>
<td>3.8%</td>
<td>500</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>500</td>
</tr>
<tr>
<td>Previous Technique</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>500</td>
</tr>
</tbody>
</table>
Chapter 6. Conclusions and Future Work

Our proposed balancing scheme has produced a minimum required number of migrations avoiding costly latencies, which shows an enhancement over the previous load redistribution system. The proposed balancing system has shown that the execution time has been decreased, which is a strong indicator of improvement in the simulation performance. Moreover, each migration analysis procedure was evaluated based on the time delay and time gain that were calculated according to the matches between underloaded and overloaded candidates. A comparison was made between time delay and time gain. Basically, whenever the time gain was larger than the time delay, this match was considered a candidate for migration. Also, an analysis was performed on the overall sum of time delays and time gains. Consequently, this pair-matching mechanism prevented the balancing system to decide upon performing costly migrations to adapt load during the run-time of distributed simulations. Our studies indeed verified that a flexible $\Delta t$ showed promising results, benefiting the balancing efficiency of the base migration-aware balancing scheme. In this conclusion, we summarize our contributions and provide some useful directions for future work in this subject.

6.1. Summary of Contributions

As we have described previously, the contributions of this work can be summarized on the number of enhancements introduce onto the migration-aware load balancing system. In
In order to achieve such increase in load management efficiency, we generated the following improvements in the load analysis and decision-making scheme:

1- We proposed new estimation metrics for the migration delay and time gain.
   a. \( \Delta t \) is estimated in a flexible fashion, as calculated based on real time migration.
   b. Estimation of time gain is enhanced, as calculated based on previous computed values and a flexible \( \Delta t \).
   c. Estimation of migration delay is calculated by using new metrics.

2- We developed more restrictive and precise decision-making for the creation of migration federates.

3- Our enhancement solution has effectively avoided costly migrations and consequently decreased execution time.

### 6.2. Future Work

In our future work, we plan to implement our proposed federate migration scheme on the PARADISE Laboratory’s clusters at the University of Ottawa. This will allow observation and monitoring of the balancing behavior of our proposed scheme. Furthermore, we are planning to study further with oscillating migration delay. We will use different heuristics for defining load imbalances and response to them, such as study on the migration delay awareness in other balancing method for ex: bio-inspired techniques.
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