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Abstract

Target tracking using Wireless Sensor Networks (WSNs) has drawn lots of attentions after the recent advances of wireless technologies. Target tracking aims at locating one or several mobile objects and depicting their trajectories over time. The applications of Object Tracking Sensor Networks (OSTNs) include but not limited to environmental and wildlife monitoring, industrial sensing, intrusion detection, access control, traffic monitoring, patient monitoring in the health-related studies and location awareness in the battlefield. One of the most rewarding applications of target tracking is wildlife monitoring. Wildlife monitoring is used to protect the animals which are endangered to extinction. Road safety applications are another popular usage of wildlife monitoring using WSNs.

In this thesis, the issues and challenges of energy efficient wildlife monitoring and target tracking using WSNs are discussed. This study provides a survey of the proposed tracking algorithms and analyzes the advantages and disadvantages of these algorithms. Some of the tracking algorithms are proposed to increase the energy efficiency of the tracking algorithm and to prolong the network lifetime; while, other algorithms aim at improving the localization accuracy or decreasing the missing rate. Since improving the energy efficiency of the system provides more alive sensors over time to locate the target; it helps to decrease the missing rate as the network ages. Thus, this study proposes to adjust the sensing radius of the sensor nodes in real time to decrease the sensing energy consumption and prolong the network lifetime.

The proposed VAriable Radius Sensor Activation (VARSA) mechanism for target tracking using wireless sensor networks tackles the energy consumption issues due to resource constraints of the WSNs. VARSA reduces the radio covered area of each sensor node to only cover the Area of Interest (AoI) which is the location of the target in tracking applications. Thus, VARSA aims at decreasing the sensing energy consumption which leads to increasing the network life time. In addition, VARSA decreases the missing rate over time as it provides more alive sensors to detect the target compared to previous activation algorithms as the network ages. VARSA is compared to PRediction-based Activation (PRA) and Periodic PRediction-based Activation (PPRA) algorithms which are two of the most promising algorithms proposed for sensor activation. The simulation results show that VARSA outperforms PRA and PPRA. VARSA prolongs the lifetime of the network and decreases the missing rate of the target over time.
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### Glossaries

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSNs</td>
<td>Wireless Sensor Networks</td>
</tr>
<tr>
<td>MANETs</td>
<td>Mobile Ad Hoc Networks</td>
</tr>
<tr>
<td>VANETs</td>
<td>Vehicular Ad Hoc Networks</td>
</tr>
<tr>
<td>OTSN</td>
<td>Object Tracking Sensor Network</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>AoI</td>
<td>Area of Interest</td>
</tr>
<tr>
<td>NS2</td>
<td>Network Simulator 2</td>
</tr>
<tr>
<td>NA</td>
<td>Naive Activation</td>
</tr>
<tr>
<td>PA</td>
<td>Periodic Activation</td>
</tr>
<tr>
<td>RA</td>
<td>Randomized Activation</td>
</tr>
<tr>
<td>CGA</td>
<td>Coverage Guarantee Activation</td>
</tr>
<tr>
<td>PRA</td>
<td>PRediction-based Activation</td>
</tr>
<tr>
<td>PPRA</td>
<td>Periodic PRediction-based Activation</td>
</tr>
<tr>
<td>VARSA</td>
<td>VAriable Radius Sensor Activation</td>
</tr>
<tr>
<td>CH</td>
<td>Cluster Head</td>
</tr>
<tr>
<td>CM</td>
<td>Cluster Member</td>
</tr>
<tr>
<td>GH</td>
<td>Grid Head</td>
</tr>
<tr>
<td>GM</td>
<td>Grid Member</td>
</tr>
<tr>
<td>RSSI</td>
<td>Received Signal Strength Indicator</td>
</tr>
<tr>
<td>ToI</td>
<td>Time of Arrival</td>
</tr>
<tr>
<td>AoA</td>
<td>Angle of Arrival</td>
</tr>
<tr>
<td>RFID</td>
<td>Radio Frequency Identification</td>
</tr>
<tr>
<td>TI</td>
<td>Tracking Interval</td>
</tr>
<tr>
<td>DC</td>
<td>Duty Cycle</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Squared Error</td>
</tr>
<tr>
<td>THT</td>
<td>Tri-Hexagon Tiling</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Background and Overview

Recent advances in wireless technologies such as Bluetooth, 802.11/WiFi and WiMAX provided the sensor nodes the ability to communicate and exchange data with each other wirelessly. A Wireless Sensor Network (WSN) consists of hundreds of such tiny low-power micro-sensor nodes with wireless communication and limited processing capabilities. One of the monitoring applications using WSN is target tracking which is locating one or several mobile targets and depicting their trajectory over a tracking time. Target tracking applications has lead to the emerging use of large scale WSNs.

1.1.1 Wireless Sensor Networks

Wireless Sensor Network (WSN) is a set of tiny low-power micro-sensor nodes with limited processing and communication capabilities. A WSN is deployed to gather the environmental information such as seismic, acoustic, magnetic, InfraRed and video data [97]. Sensors are equipped with radio components (radio transceiver and antenna), battery, electrical circuits and interfaces. The limitation of energy resources is the most challenging issue in all applications of WSNs.

In radio components, selecting the data rate is a compromise of energy efficiency and communication speed. In addition, frequent use of radio components may deplete the energy of the sensor nodes. Sensor activation algorithms select which subset of sensor nodes to keep awake and for how long to improve the energy efficiency while the minimum requirement of the application is met. All the components of the sensor nodes even the processor are able to switch between sleep and active mode to save more energy. Sensor
activation has drawn lots of attentions in recent studies in order to maximize the efficient utilization of energy. The main aim of these approaches is to prolong the lifetime of the sensor network while fulfilling the requirements of the application.

A variety of proximity sensor nodes are commercially available. While some of the wireless sensor nodes provide the distance of the object to the sensor and/or its moving direction; binary proximity sensors only output one bit concerning the presence of the target in the visibility area of the sensor. The visibility area of the sensor node is defined as the area in which the sensor is able to detect the target. This visibility area is modelled as a circle with radius $R_s$ in this thesis. Binary proximity sensors are significantly tiny, cost-effective and energy efficient. In addition, the location error has shown to be acceptable for non-critical applications such as wildlife monitoring. This location error is at most equal to the sensing radius of the sensor node which is normally less than 15 meters. In the other hand, smart sensors need a specific number of sensors to cover a location in order to be able to locate the target but one binary proximity sensor can locate the target.

Network resiliency is the ability of the network to fulfill its predefined task while there are some node failures. Deploying high-density sensor networks to improve the network resiliency and localization accuracy is economically feasible using these inexpensive sensor nodes. Thus, we take advantage of binary proximity sensors in our proposed solution for energy efficient target tracking.

Sensing energy consumption of a sensor node is a factor of the radius of the circular area under radio coverage of a this sensor [9]. The ability to tune the sensing radius of a sensor node in real-time is provided in recent active sensing technologies. The novel capability of recent proximity sensors to adjust their sensing radius results in more accurate localizations and less energy consumption for sensing. Selecting the best sensing radius to wake up the sensor with and/or adjust it dynamically is an intrinsic challenge due to the trade-off between energy efficiency and tracking quality. Thus, proposing a new scheduling algorithm which takes advantage of this new capability of sensor nodes to adjust their vicinity area dynamically might be a considerable progress in the field of target tracking in WSNs.

The topology of a wireless sensor network might vary from star to tree or mesh connections. Researchers have proposed lots of applications for WSNs in the past decade [72] [6]. These networks might be used to aggregate environmental monitoring data such as temperature, sound, pressure monitoring or physical monitoring data such as structural monitoring at a server node or a gateway. Another application of WSNs is
healthcare and patient monitoring [98] [96].

1.1.2 Target Tracking Sensor Networks

One of the most rewarding applications of WSNs is target tracking which is an aim at locating one or several mobile objects and depicting their trajectories over time. A tracking sensor network is a sensor network which is used to track one or multiple moving objects within its visibility range. In a target tracking WSN, the entire network nodes collaborate in sensing and the gathered data is aggregated in a sink node, which uses the reported data to estimate the trajectory of one or several mobile objects called targets. The target could be an animal, a vehicle, a robot or a person, which is moving under the coverage area of the network. The target tracking algorithm might track a malicious moving object while ignoring other objects in the tracking field [87]. Some applications of target tracking might include but not limited to environmental and wildlife monitoring [72], industrial sensing, intrusion detection [6] [25], access control, traffic monitoring, patient monitoring in the health-related studies [98] [31] and location awareness in the battlefield. Among all applications of target tracking, wildlife monitoring has drawn tremendous attention in recent years to protect animals, which are endangered to extinctions or warn vehicles about an upcoming animal trespassing a roadway. It is reported that there has been 115000 deer-vehicle collisions in Pennsylvania, USA causing 400 million dollars in 2013.

Target tracking applications can operate in two different modes: surveillance and tracking [59]. In surveillance mode, the presence of the target in the tracking field is not determined yet. So, a complete or partial coverage of the network is required to trigger the tracking mode which keeps tracking the target initially detected in the surveillance mode. Authors of [116] suggest to always keep the nodes in the borders of the tracking area active to ensure the detection of any intrusions. Tracking mode keeps tracking of the target and aggregates the sensed data at a sink node.

Target tracking in WSNs inaugurate sever challenges due to the energy limitations of the sensor nodes and the required live performance of tracking, specially for high-speed targets. Several researches have been conducted to enhance the energy consumption of the sensor nodes considering their limited processing capabilities [9] [64] [114]. The proposed approaches are either an asset to decrease the consumed energy for communication [106] [74] or to decrease the sensing energy consumption while assuring the coverage of the Area of Interest (AoI) [100] [120]. Area of Interest is defined as the locations of
the targets in the field of target tracking. Besides energy efficiency enhancement, the tracking quality is to be assured. Hence, some algorithms aim at increasing the tracking quality by addressing the localization issues [68] [109] [114]. Even though there are some limited studies in decreasing the sensing energy consumption; this field is still an open research area due to the new advances in sensing technologies.

Some sensors provide an approximate distance of the target to the sensor and/or its angle or direction of movement; but binary proximity sensors just provide one bit output regarding the presence of the target in radio coverage of the sensor. These tiny sensors have shown to be promisingly power efficient while their tracking quality is comparable to more complicated sensors [66]. Thus, we have decided to use binary proximity sensors. In addition, inexpensive sensors provide us with an opportunity to deploy a high-density sensor network, which is more tolerant to losing some nodes due to power exhaustion or environmental damages and can improve the localization accuracy.

Target can be equipped with a wireless transceiver to provide certain forms of information regarding its behaviour or identification [117]. The proposed tracking algorithms for these active targets are called cooperative [88] [75]. Non-cooperative target tracking algorithms do not use any information exchange between sensor nodes and the target [79] [111]. In this study, we investigate a passive target which is not equipped with any communication components and information exchange between the target and the sensor node is not possible.

A sensor node can be in one of these four operating modes: transmitting, receiving, idle or sleep. The first three states are called active modes. Energy consumption decreases from transmitting to sleep state. Moreover, the sensing module of the node might be activated in each of the aforementioned active states or not which also has a considerable impact in energy consumption. The problem of sensing energy consumptions of the sensor nodes has been addressed in the literature by covering the AoI using active sensors and sending the other sensor nodes to sleep [94]. This approach is highlighted as sensor activation [94]. As an example, Figure 1.1 shows a deer passing a tracking area indicated by a rectangle. The sensors near the deer trajectory are activated while other sensor nodes are in sleep mode in order to preserve their energy resources. The proposed algorithms for sensor activation are categorized into six groups: Naive Activation (NA), Periodic Activation (PA), Coverage Guarantee Activation (CGA), Randomized Activation (RA), PRediction-based Activation (PRA) and Periodic PRediction-based activation (PPRA). Sensor activation may also be referred as sensor scheduling.

Some sensor activation algorithms activate a subset of nodes [107], called a cluster,
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Figure 1.1: Sensor Scheduling in Tracking Sensor Networks

while others activate one node [43]. The cluster can be devised before the start of
tracking as a static cluster or can be formed dynamically when the target enters the
surveillance area [57] [108] [39]. Cluster activation algorithms are not energy-efficient as
they need to activate a number of nodes at each interval. In addition, these algorithms
need to exchange information between the cluster head and cluster members, which is
an overhead in communication energy consumption. Two comprehensive surveys of the
clustering algorithms for target tracking in wireless sensor networks are provided at [1]
and [34].

Some filter-based algorithms have been proposed to improve location estimation. Ap-
plying Kalman filter and its extensions [103] [119] or particle filters [104] [70] for a track-
ing algorithm is shown to increase the localization accuracy of a tracking algorithm; but
these techniques are computationally hard considering limited computation capabilities
of binary proximity sensors.

1.2 Motivations for Target Tracking Using Wireless
Sensor Networks

Energy limitations of the sensor nodes and the required live performance of tracking spe-
cially for high-speed targets are the main challenges of target tracking in WSNs. Even
though switching the target nodes between sleep and awake has shown to be consider-
ably energy efficient, the tracking quality is to be assured. While there are comprehensive
researches to address localization issues [91] [26] or optimizing the communication energy consumption [42] [106]; minimizing the sensing energy consumption is still an open research area.

Recent advances in active sensing technologies provide the opportunity to adjust the sensing range of each sensor dynamically which can lead to deploy a more energy efficient algorithm with better tracking quality. Thus, proposing a new activation algorithm which takes advantage of this new capability of sensor nodes to adjust their visibility area in real time might be a considerable progress in the field of target tracking in WSNs.

1.3 Problem Statement

The problem of target tracking using WSNs requires to address several challenges due to the energy limitations of the sensor nodes and high probability of missing targets. Even though switching the target nodes between sleep and awake has shown to be considerably energy efficient, the tracking quality is to be assured. Selecting the best sensing radius to wake up the sensor with and/or adjust it in real time is also an intrinsic challenge due to the trade-off between energy efficiency and tracking quality.

Thus, we have summarized the problem of efficient sensing for target tracking using WSNs as follows. Given a binary proximity wireless sensor network, implementing a sensor activation algorithm to decrease the sensing energy consumption and to prolong the network lifetime with an acceptable localization accuracy. This scheduling algorithm should select which nodes to keep awake and with what sensing radius based on the current state of the network.

1.4 Research Objectives

The main objective of this thesis is to propose a new efficient sensor activation technique for target tracking using wireless sensor networks. We argue that the significant energy saved in sensing enhances the tracking quality of the system as the network ages. Thus, the proposed algorithm is an asset to both prolong the network life time and to improve the tracking quality.

A novel tracking system is designed and evaluated in this thesis. The proposed tracking system include the sensor nodes deployment, initialization, tracking, location prediction, localization and information aggregation a the sink node. The entire system
is elaborated in details in the following sections. In addition, the proposed tracking algorithm requires to be error resilient; hence, a recovery mechanism is required to overcome the node failures or prediction errors.

Another aim of this thesis is to provide a comparative analysis for current sensor activation algorithms. Extensive simulations are conducted to study different classes of sensor activation algorithms using Network Simulator 2.35 (NS-2.35).

1.5 Contribution

Some of the contributions of this thesis are but not limited to:

- We have categorized and compared different sensor scheduling techniques for target tracking in WSNs.
- A novel sensor scheduling mechanism is proposed.
- We have designed a novel target-tracking algorithm, which includes localization, prediction model, sensor scheduling, recovery and data aggregation at the server node. Our objective is to decrease the sensing energy consumption by keeping the sensor in sleep mode or decreasing its sensing radius; while keeping localization accuracy within acceptable range.
- The performance of different sensor activation algorithms is compared through extensive simulations using Network Simulator 2 (NS-2.35).

1.6 Thesis Organisation

The remainder of this thesis is organized as follows:

- Chapter 2 surveys the proposed algorithms for target tracking. This chapter discusses the sensor node deployment algorithms. Then, this chapter summarizes the proposed localization techniques. Afterwards, sensor activation algorithms are elaborated. A thorough analysis and comparison of the these sensor activation algorithms are provided in this chapter.
- Chapter 3 provides a comprehensive methodology including the research model, research hypothesis, network model and target mobility model. Then, the simulation
software and the network settings are elaborated. This chapter aims at making this study reproducible in other research studies.

• Chapter 4 describes the proposed VAriable Radius Sensor Activation (VARSA) algorithm in details. It elaborates different states of VARSA, target movement model, prediction method and the applied localization technique and routing algorithm.

• Chapter 5 outlines the simulation setup and the evaluation metrics. Then, it provides the parameter tuning including adjusting the tracking interval, duty cycle of tracking and the rate of reducing the radio covered area of each sensor node. Then, this chapter provides a comprehensive comparison of VARSA with two other promising sensor activation algorithms.

• Chapter 6 concludes this thesis. It also provides some future research directions for extending this study.
Chapter 2

Related Works

2.1 Introduction

This chapter highlights various promising algorithms that have been proposed for target tracking using WSNs. Target tracking in WSNs has been studied with different flavours. Some of the proposed target tracking algorithms are assets to improve the energy efficiency of the tracking system [106] [100] [54]. Energy-efficient sensor deployment [19], computing and processing energy consumption, communication energy consumption [24] and sensing energy utilization are some of the challenges to be addressed in WSN tracking algorithms [97]. In the other hand, some algorithms try to enhance the localization accuracy and tracking quality [73] [109] [68] [11]. The problem of having faulty nodes in the network has been also well-investigated in the literature [50] [23] [49] [51] [95] [22] [99] [30]. Obstacles might interfere the communication of the nodes in the network; however, a cooperative algorithm is proposed in [2] to overcome this challenge. Routing the sensed data to a sink node is another research field in target tracking applications [8] [12] [16] [105] [33] [29].

To better understand the problem of target tracking in WSNs and the proposed solutions in the literature, various literature review and survey articles have been published recently [27] [10] [61] [94] [53]. Some of these studies discussed the proposed algorithms for localizations; while other papers study the energy consumption enhancement of the tracking algorithms.

Some of the localization improvement techniques are presented for smart sensors and might need several nodes to cover an area in order to locate the target, while, other algorithms are proposed for binary proximity sensors. To begin with, this chapter
provides an introduction to the sensor deployment techniques for target tracking using WSNs; then, it elaborates the localization improvement techniques. Afterwards, energy consumption enhancement techniques are discussed. This chapter also elaborates how the Kalman filter and its extensions and particle filters are used to improve the location estimation accuracy of the tracking algorithms.

2.2 Sensor Deployment

Sensor deployment strategy plays a crucial role in the performance of the tracking algorithm. The place of the sink node can be steady or mobile [92]. Steady sink node always remain at the same location and therefore has access to an infinite sources of energy. In the other hand, mobile sink node needs to track the target and reach its location at the shortest possible time.

The sensor nodes can be deployed randomly or in a deterministic fashion. Deterministic algorithms define the exact coordinates of the location of the sensor node at the time of deployment, while random strategies, also called nondeterministic, assign a probability for each location to host a sensor node. Nondeterministic algorithms facilitate the random sensor deployment and makes it more cost-effective specifically for difficult-to-access environments [21]. In the other hand, deterministic sensor deployment can assure the level of coverage in the network [20]. An $k$-coverage in the network reveals that each point in the network is at least covered by $k$ sensor nodes [93]. Uniform Random sensor deployment and two of the deterministic sensor deployment techniques, Grid and Tri-Hexagon Tiling (THT), are elaborated in the following sections.

2.2.1 Uniform Random

Uniform random deployment of the sensor nodes scatters the sensor nodes in the tracking field randomly. The probability of the presence of a sensor node in an specific location is the same as the other locations in the tracking field. This deployment strategy is cost-effective as the sensors can be thrown out from an airplane [93]. It is shown in [77] that uniform deployment of sensor nodes outperforms the deterministic sensor deployments in a mostly sleeping sensor network. The state of art tracking algorithms using WSNs utilized the network as a mostly sleeping sensor network since it only covers the AoI.
2.2.2 Grid
A grid-based sensor deployment layout can be a unit square, equilateral triangle or a hexagon. Each grid point in the network reveals the location of a sensor node. This sensor deployment technique can be used to assure a certain level of coverage or connectivity in the network. However, deploying sensor nodes in specific locations is a high-cost mission and it can be even infeasible in some circumstances. For instance, square grid sensor deployment provides 2-coverage, 3-coverage and 4-coverage areas in the network [93]. Figure 2.1 shows the square grid sensor deployment in a rectangle tracking field.

![Figure 2.1: Square Grid Sensor Deployment](image)

2.2.3 Tri-Hexagon Tiling (THT)
Tri-Hexagon Tiling aims at covering the whole sensor network without any uncovered area using hexagon and triangle grids. In this technique, the tracking field is covered by hexagons aligned in a grid line and then, the uncovered area in the tracking field is covered by the triangle grids. THT provides areas of 2-coverage, 3-coverage and 6-coverage in the network [93]. THT is not still practical for real applications. Figure 2.2 represents how a combination of triangle and hexagon grids can be used to select the position of the sensor nodes in the tracking field.

2.3 Sensor Nodes Localization
Localization techniques for sensor nodes tackle the challenges of finding the location of a sensor node in the tracking area [26] [36] [3] [45]. Due to the high-cost and unfeasibility
of equipping all sensor nodes with a GPS module, only some of the nodes are aware of their location in a sensor network. These nodes are referred to as *beacons*. Other sensor nodes use a localization technique to estimate their location by finding their distance to these beacon nodes.

There are two well-known techniques to estimate the distance of a sensor node to a beacon: Received Signal Strength Indicator (RSSI) and Time of Arrival (ToA) [36]. RSSI uses the power of the received signal to estimate the distance between the receiver and the sender. In the other hand, ToA takes advantage of the time which a message transfers between the source to the destination node to estimate the distance of the two nodes.

Some other approaches in the literature argue that all sensor nodes should be able to locate themselves using a GPS module; however, a scheduling algorithm should be designed to select which sensors should activate their GPS module while the others send their GPS module to sleep mode to save the energy [85]. These techniques are not cost-effective as the price of implementing GPS modules in a tiny proximity sensor is considerably high for tracking in a large tracking area with a dense deployed sensor network.

After finding the distance, a localization technique should be used to find the location coordinates of the sensor nodes. Trilateration and Multilateration are two of the widely deployed localization techniques [26]. Trilateration localization technique locate the target based on its distance to three beacon sensor nodes. In case of having accurate measurements, the location of the sensor can be exactly derived using its distance to three beacons. However, due to the measurement errors and uncertainties, Trilateration is not a practical localization technique [36]. Thus, Multilateration technique uses an
optimization method to solve a set of equations derived from the distance of this sensor node to several beacons in order to estimate the location of the node [101].

The Angle of Arrival (AoA) can also be used to determine the location of the sensor node. Receiving three or more wireless signals from different beacons, a sensor node can calculate its location [89]. The limitation of AoA is the estimation errors caused by multi-path reflections.

2.4 Target Localization

In this section, the proposed localization techniques to estimate the location of the target and its trajectory using the data aggregated from binary proximity sensors are discussed. Then, we justify the localization technique that we take advantage of in VARSA.

2.4.1 Centriod Localization

Centriod localization approximates the location of the target as the average of coordinates of all sensor nodes which has the target in their radio coverage area [73]. Equations 2.1 and 2.2 represent the estimated x and y coordinates of the target respectively, where n sensors located at \((x_i, y_i)\) has detected the target at time \(t_0\).

\[
x_{\text{target}, t_0} = \frac{\sum_{i=1}^{n} x_i}{n}, \tag{2.1}
\]

\[
y_{\text{target}, t_0} = \frac{\sum_{i=1}^{n} y_i}{n}. \tag{2.2}
\]

2.4.2 Weighted Centriod Localization

Authors of [38] argue that if the target stays longer within the coverage area of a sensor node; it might have been closer to that sensor node. The algorithm weights the coordinates of different sensors which detected the target over time based on the duration that they have detected the target. Then, it depicts the target trajectory as the best line which fits these weighted points. It also refines the last estimated trajectories using the current accumulated data to best represent the actual trajectory of the target.

2.4.3 Arc Estimation

When a target passes from the radio coverage of one sensor to another, target location is estimated as the middle point of the arc which is an intersection of the circles representing
the visibility area of the two sensor nodes in [109]. Each sensor node generates a \textit{True} bit if it detects the target and a \textit{False} bit if there is no target in its visibility area. Sensor nodes do not report any information to the tracker unless their state changes. Each time a report is received at the sink node, it finds the arc which the target is crossing and the target location is estimated as the centre of that line. When a sensor reports the start of sensing the target, the target is in a point within the circle with the centre of node location and radius of its sensing radius. In addition, the target cannot be in the visibility area of all nodes with \textit{False} output and is within the visibility area of nodes with \textit{True} output. Thus, the sink node estimates the location of the target at the time of state change as the centre of the arc which is on the border of the sensing range of the new detector of target and has no parts in the visibility area of the sensor nodes which did not detect the target at the transition time.

The smaller the arc with the estimated location of target is, the more precise the estimation that we might have using the arc estimation method. Thus, the algorithm weights the smaller arcs such that the depicted trajectory is closer to the points in smaller arcs [109]. This weight is calculated using

$$w = \frac{|\text{circle}|}{|\text{arc}|}$$

where $|\text{arc}|$ is the length of the arc which includes the estimated location of the target and $|\text{circle}|$ is the length of the circle indicating the radio covered area of the sensor.

### 2.4.4 Piecewise Linear Segments

The proposed approach in [102] suggests to send the time flags that the target has passed from one sensor to another to the sink node. Then, the sink node finds the trajectory of target based on these transition times. The sink node finds a region $F$ which contains the visibility area of all sensor nodes which detected the target at the current tracking interval unless the parts which contains the visibility area of the sensor nodes which did not detect the target.

$$F = \bigcap_{i \in I} S_i - \bigcup_{i \in Z} S_i$$

where $S_i$ is the radio covered area by sensor $i$, the subset of sensor nodes which did not detect the target at the current tracking time interval is $I$ and the subset of sensors which detected the target at this tracking time interval is $Z$. Limiting the possible location of the target by region $F$, the algorithm prefers the simplest way to estimate the trajectory.
of the target within this region. Since the linear estimation has the least complexity, the algorithm aims at locating the target using a piecewise linear trajectory with fewest number of segments. Figure 2.3 shows the region F which binds the location of target and the piecewise linear estimation of the target trajectory.

![Estimated Trajectory of the Target Region F which binds the location of target](image)

Figure 2.3: Piecewise Linear Estimation of the Target Trajectory [102]

### 2.4.5 Tanget and band Method

Tanget and band methods are proposed in [68] and [67] for sparsely deployed networks, when there might be several coverage holes which are not covered by any sensors. This approach provides a technique to estimate the location of the target while there is no information from its location using the gathered data from past and the current data. Even though it might not provide a good live performance; but it is shown to be effective for noncritical applications which are not designed for live operations.

**Tangent method**

Tangent method is a localization technique which uses an estimation of the distance that the target has travelled within visibility area of a specific node to estimate the trajectory of the target. This technique measures the time that the target is moved through the visibility area of a node. Then, the algorithm calculates the distance, $d_i$, that the target might have travelled in the visibility area of sensor $s_i$ assuming constant velocity of the target and linear movement during staying at one node's visibility area. Given three consecutive distances, $(d_i, d_{i+1}, d_{i+2})$, the trajectory of the target can be estimated as a line while transferring through the visibility area of three sensors $(S_i, S_{i+1}, S_{i+2})$. Figure
2.4 represents how the location of the target can be estimated while the target is not
within the visibility of any sensor nodes in the network.

![Tangent Method Localization Technique](image)

Figure 2.4: Tangent Method Localization Technique [68]

Finding a line which passes three sensor nodes visibility area within a certain distance
is not always feasible due to measurement errors. In addition, the target might not always
move linearly. Thus, the authors suggested to find an approximate common tangent
to three circles with the centre of the three nodes and tangent to the three chords
\((d_i, d_{i+1}, d_{i+2})\). When four consecutive nodes detect the target, one line can be estimated
for the target trajectory using the first three nodes and another linear trajectory can
be found for the last three sensors. These two lines intersect at a point. The algorithm
picks the line from the first three sensors as the trajectory of the target for before the
intersection of the two lines and the trajectory after the intersection is estimated to be
on the second line achieved from the sensed data of the last three nodes. Figure 2.5
demonstrates how the algorithm can find the trajectory of the target.

**Band Method**

Band method estimates the distance that the target travels between two nodes as a
product of a constant velocity assumed for the target and the time difference from the
moment the target leaves the visibility area of one node to the moment that target
enters the visibility area of another node [68]. This distance, called \(d_{i}^{out}\), provides a band
between two sensors for the target trajectory. Then the algorithm takes advantage of
\(d_{i}^{in}\), which is the distance that the target travels within the visibility area of one node,
to further decrease the band on the trajectory of the target.

Figure 2.6 can further explain the proposed localization algorithm. Authors of [68]
argued that if the target travels a distance \(d_{i}^{out}\) from Sensor \(S_i\) to Sensor \(S_{i+1}\), the
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Figure 2.5: Estimating Target Trajectory using Tangent Method [68]

The trajectory of the target is between $AB$ and $CD$. Thus, the target exits Sensor $S_i$ from Arc $AB$ and enters Sensor $S_{i+1}$ within Arc $CD$.

Figure 2.6: Limiting the Feasible Target Trajectory between Two Sensors using Band Method [68]

When the trajectory band between the two sensors are found, the algorithm determines the band for the target movements within visibility area of the current sensor node. For each sensor, there is an arc limiting the area that the target can enter the visibility area of a node and another arc for limiting the exit location of the target. In Figure 2.7, the entrance point of the target is limited by Arc $EF$ and its exit point is limited by Arc $AB$. Assuming the target entered the visibility area of the node from point $E$, it can exit from $G$ or $H$ traversing $d_i^{in}$ in the sensors radio covered area. If the entrance location moves toward $F$, the exit point moves toward $I$ and $J$. Thus, the feasible exit region is on either Arc $HI$ or Arc $GJ$. Finally, given these two feasible arcs for exit points of the
target and Arc $AB$ for feasible exit point of the target from Sensor $i$, the possible band for the target trajectory can be reduced to the area surrounded by $IKBD$ as shown in Figure 2.7.

![Diagram of Sensor $S_i$ and $S_{i+1}$ showing the bands for the trajectory of the target between two sensor nodes.](image)

Figure 2.7: Decreasing the Feasible Trajectory of Target between Two Sensor Nodes using Band Method [68]

2.4.6 Polygon Representation of Location

It is suggested to indicate the location of the target with a hexagon in [114]. The tracking area is divided to several hexagons and each sensor node covers one of them. Instead of providing an exact coordinates of the target, the algorithm returns a set of areas which are shown with symbols representing a hexagon.

2.5 Comparison of the Target Localization Techniques

The proposed localization techniques for target tracking in proximity WSNs are summarized in Table 2.1. As indicated in the table, some of these applications need time synchronization between sensor nodes. Some algorithms require to have overlapped coverages to locate a target; while some other approaches locate the target with one active node. In addition, tangent and band methods are able to locate the target using the data over time even though there is no information from the current location of the target. This lack of information could be due to network holes where no node covers those areas. Velocity should be considered constant in some of these techniques while others have no constraint in the changes of the velocity of the target.
Table 2.1: Localization Techniques for Target Tracking in Proximity WSNs

<table>
<thead>
<tr>
<th>Technique</th>
<th>Sync.</th>
<th>Overlapped Coverage</th>
<th>Needed Sensors for Localization</th>
<th>Constant Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centriod [73]</td>
<td>No</td>
<td>Yes</td>
<td>1</td>
<td>No</td>
</tr>
<tr>
<td>Weighted-Centriod [73]</td>
<td>No</td>
<td>Yes</td>
<td>1</td>
<td>No</td>
</tr>
<tr>
<td>Arc Estimation [109]</td>
<td>No</td>
<td>Yes</td>
<td>3</td>
<td>No</td>
</tr>
<tr>
<td>Piecewise Linear Segments [102]</td>
<td>Yes</td>
<td>Yes</td>
<td>2</td>
<td>No</td>
</tr>
<tr>
<td>Target Method [68] [67]</td>
<td>No</td>
<td>No</td>
<td>0</td>
<td>Yes</td>
</tr>
<tr>
<td>Band Method [68] [67]</td>
<td>Yes</td>
<td>No</td>
<td>0</td>
<td>Yes</td>
</tr>
<tr>
<td>Polygon Localization [114]</td>
<td>No</td>
<td>No</td>
<td>0</td>
<td>No</td>
</tr>
</tbody>
</table>

2.6 Sensor Activation Techniques

The probability that a sensor node detects a target in its visibility area is low as the sensing range of a sensor node is much smaller than the tracking area. In addition, even if the target is close to the sensor node, its information might be redundant as there might be more sensors covering the same area simultaneously [81]. Thus, a sensor activation mechanism should be defined to decide which sensors to wake up and the duration of the activation. Sensor activation is the technique of efficiently choosing a subset of one or more sensors in the area of interest to be in active mode with an appropriate sensing radius; while the other sensor nodes are sent to sleep. The most challenging issue in sensor activation is to pick an appropriate size of coverage; since size of the covered area in the network is a compromise of energy efficiency and tracking quality. In addition, the interval of tracking might be adjusted based on the application requirements and/or the velocity of the target to provide an acceptable tracking quality with minimum energy consumption.

The idea of activating the sensors in the area of interest while other nodes are in sleep mode has drawn lots of attentions in the recent literature [62] [84] [41]. The proposed tracking algorithms can be classified into six categories: Naive Activation, Periodic
Activation, Coverage Guarantee Activation, Randomized Activation, Prediction-based Activation and Periodic Prediction-based Activation. The rest of this section elaborates these techniques in more details.

2.6.1 Naive Activation (NA)

This mechanism is entitled as Naive Activation as this is the most immature technique in which all the sensor nodes are always active [38]. In this approach, the entire network is always sensing and communication active and the location report is sent to the sink node after each tracking interval. If the entire tracking area was initially covered by the sensors at the time of sensor deployment, the target is never lost unless there is a node failure or a blockage. However, the entire network exhausts its energy pretty soon after the start of tracking due to the high sensing energy consumption. Naive sensor activation provides high location accuracy and almost zero missing rate while the network is not dead, but it is not energy-efficient. The network lifetime is very short and all the sensor nodes exhaust their energy pretty soon after start of tracking. Short life time and energy inefficiency of NA leads the researchers to propose more energy efficient algorithms; even though NA provides high localization accuracy and almost zero missing rate.

2.6.2 Periodic Activation (PA)

PA suggests to alternate the entire network between active and sleep mode periodically [38]. This technique is shown to be effective and more efficient than Naive target tracking. PA is able to save a considerable amount of energy by sending the idle sensors to sleep; however, it might deactivate the sensor nodes in the AoI which leads to increasing the missing rate and location inaccuracy. Selection of interval time of tracking is a compromise between energy consumption and tracking quality as increasing the interval of tracking leads to a worse location accuracy and better network life time.

PA activation techniques might deploy a fixed tracking interval to switch the sensor nodes between sleep and active or they might use an adaptive tracking time interval. Adaptive tracking time interval aims at increasing the energy efficiency by increasing the period of tracking and its duty cycle when the target is not near a sensor node or when its velocity is high. But, if the target moves fast or it is near a tracking area, the tracking time interval is decreased to assure the tracking quality of the algorithm.

The tracking time interval can also vary depending on the operational purposes of the sensor node. The sensor activation algorithm proposed in [69] considers two different
distributions for tracking time interval for the sensors in current AoI and sensors far from this area. The algorithm divides the tracking area by a virtual grid. One sensor in the grid is called Greed Head (GH) and the rest of the sensors are Grid Members (GMs). GH is responsible for the surveillance state. A virtual grid is in Surveillance state when there is no target in this grid; So, only the GH is active to detect any target entering this grid. Then, if the GH finds a target in the grid, it activates more sensor nodes within the grid and the activated GMs collaborate to locate the target. This approach combines the fixed and adaptive tracking time interval for periodic activation.

2.6.3 Coverage Guarantee Activation (CGA)

Coverage guarantee activation techniques ensure the k-coverage of the whole tracking area [71]. A cost is assigned to each sensor to determine if it needs to be active or not. This cost is an exponentially increasing function of the remained energy of the sensor node. The set of sensors which cover a point with the minimal cost are activated in each tracking interval. After each tracking interval, the cost is calculated again and the active subset of nodes in the network might change.

CGA aims at maximizing the network lifetime while ensuring the k-coverage of all the points in the network. Thus, it does not take the behaviour of the target into consideration and regardless of the location of the target, the whole network should be covered by the sensor nodes. In addition, all sensor nodes need to be synchronized to update their cost functions and a huge amount of data transmissions are required at each time interval to update the cost of neighbouring nodes so that a node can decide to wake up or stay sleep.

2.6.4 Randomized Activation (RA)

In this approach, each node is activated with a probability of $P$ at each time interval of tracking. It has been proposed in [91] to increase the probability of awaking the sensors closer to the current location of target. Assuming the limited velocity for the target, the displacement of target is limited in each tracking time interval and RA is able to locate the target by increasing the probability of activating sensor nodes in the AoI. The proposed algorithm is distributed and the current detector transmits control packets to neighbour nodes to increase their probability of waking up.
2.6.5 PRediction-based Activation (PRA)

Prediction-based sensor activation techniques were the first approaches in the literature to cover the area of interest while the rest of the sensor nodes are sent to sleep mode for energy efficiency [106] [121]. PRA activates a cluster of nodes in the predicted AoI in each tracking time interval. This cluster consists of a cluster head and cluster members. The current cluster head decides which detector to wakeup for the next time slot as the cluster head. Each cluster might be a set of one or more nodes. A cluster might include one or more sensor nodes.

Size of the cluster is a trade-off of energy efficiency and localization accuracy. The minimum size of the cluster to satisfy a Mean Squared Error (MSE) for the target location can be estimated as suggested in [65]. MSE is the average of the squared errors on the estimated location of the target and its actual location. A hierarchical PRA tracking algorithm is suggested in [90] which uses a super-node with extra capabilities in each cluster. This super-node is responsible for data fusion and transferring the sensed data to the super-node in the next predicted cluster. An energy cost function is defined in [118] to decide which node to activate in each tracking interval. This cost is a function of the residual energy of the sensor node, its initial energy and the number of times that it has been scheduled for sensing.

Prediction Method

Several prediction mechanisms have been proposed in target tracking literature [64] [103] [56]. These prediction models can be classified into three categories based on the data used for prediction: Spatial, Temporal and Spatio-Temporal.

- **Spatial Prediction:** Spatial prediction techniques estimate the next location of the target using the data collected at the current time from the neighbour nodes [64].

- **Temporal Prediction:** It is proposed to estimate the next location of the target based on the data of one node over time in Temporal Prediction method. Thus, each current node predicts the future location of the target using its sensing history [103].

- **Spatio-Temporal Prediction:** Some researchers have proposed to take advantage of both of the aforementioned prediction techniques to estimate the location of the target using Spatio-Temporal data [56].
Movement Model

There are various movement models to be used for predicting the next location of the target.

- Linear Model: Linear model for the target movement assumes that the direction and velocity of the target is constant in a short interval of time. This model simplifies the calculations and avoids unnecessary processes at the sensor nodes considering the limited processing capability of nodes. The velocity of the target is estimated as 4.2 and 4.3 in a planar area.

\[
V_{x,t_i} = \frac{x_{t_i} - x_{t_i-1}}{t_i - t_{i-1}}, \quad (2.5)
\]

\[
V_{y,t_i} = \frac{y_{t_i} - y_{t_i-1}}{t_i - t_{i-1}}, \quad (2.6)
\]

This approach predicts the \( x \) and \( y \) coordinates of the next location of the target after a tracking time interval using Equations 2.7 and 2.8 respectively.

\[
x_{t_i+1} = V_{x,t_i} \times (t_{i+1} - t_i) + x_{t_i}, \quad (2.7)
\]

\[
y_{t_i+1} = V_{y,t_i} \times (t_{i+1} - t_i) + y_{t_i}, \quad (2.8)
\]

- Average Movement Model: It is suggested to estimate the velocity of the target as the average of the velocities of target during the past time in [106]. This approach is an overhead in communication energy consumption since the velocity records should be transferred to the current detector.

- Weighted Average Movement Model: This movement model assigns more weights to recent velocity data compared to the data collected previously [106]. This approach does not only consume more energy for communication; but it also needs time synchronization between different sensor nodes.

- Pattern Recognition Movement Models: The last category of the movement models applies artificial intelligent techniques to model the movement of the target. S. Samarah et al. generate a sequence of [Lastdetector, Currentdetector, Nextdetector] to train the system using artificial intelligent techniques in order to predict the location in [100]. Authors argue that targets might follow a similar movement pattern specially in wildlife monitoring where there is limited sources of water on specific
locations for animals. Computation complexity of artificial intelligent techniques may not best suit the sensor nodes limitations. It is also suggested in [32] to use pattern recognition techniques in order to find a temporal relation between the outputs of different sensor nodes.

Wake-up Mechanism

The wake-up mechanism determines the size and location of the cluster of nodes to be activated in each time interval. Three different approaches have been proposed to select which nodes to activate [115].

- **Heuristic Destination:** In this approach approach, one node is only awaked at each tracking time interval. The selection of which node to wake up can be based on their closeness to the predicted location of the target and their remained energy [46]. The probability of missing the target is higher than other approaches but the consumed energy is considerably less than other algorithms and the increased missing rate can be compensated using some recovery mechanisms.

- **Heuristic Route:** Heuristic Route activation aims at decreasing the missing rate of the target by waking up all the sensor nodes on the route from the current detector of the target to the next predicted location of target. This approach is based on considering prediction errors on the velocity of target and precise prediction for the direction of movement.

- **Heuristic All-NBR:** All the neighbours of the nodes in the route from the current detector to the predicted sensor to locate the target at the next tracking time interval are waked up. This wake up mechanism can overcome minor error on both velocity and movement direction predictions.

After predicting the next location of the target, cluster head requires to wake up next predicted cluster members. CET algorithm selects a node in the direction of the target movement as the cluster head and more nodes are activated based on their closeness to the target location by the cluster head [106]. Some approaches propose to only wake up one node. It is also proposed to consider both the closeness of the predicted location of the target to a sensor node and the sensor’s residual energy to select the next sensors to activate among different candidates in [46]. Activating one node provides an energy efficient technique which is susceptible to higher missing rates. Assuming an error on absolute value of the estimated velocity, it is proposed to activate all nodes in the route
from the current detector to the next predicted detector. In addition, the neighbours of this route might be activated to leave a room for direction estimation mistakes.

Some of the proposed sensor activation approaches have considered the problem of sensor scheduling as an activation problem [54]. These algorithms aim at optimizing one of the performance metrics such as coverage, energy consumption or tracking quality. Tracking WSN is a random process; thus, target movement and sensor activation is modelled by two Markov chains with one step transition probability matrix in [54]. At each tracking time interval, the algorithm decides which nodes to activate based on user-defined objectives.

To further improve the energy efficiency, sensing coverage area of the sensor nodes might be adjusted during network deployment to provide minimal average of the sensing radius [121]. In [9], authors took advantage of Voroni-Laguerre diagram to discern redundant radio covered area. Then, the radio covered area of the network is decreased by either sending more nodes to sleep mode or decreasing the sensing radius of the current active nodes.

In [115], authors proposed to activate a cluster of nodes ahead of the moving target using PRA. The proposed dual prediction algorithm calculate the next location of the target at both the cluster head and cluster members. If the sensed data is analogous to the predicted locations, the report will not be sent to the cluster head to avoid unnecessary transmissions. However, the location history should be transmitted from the current node to the next node.

**Extended Kalman Filter for Target Tracking**

Kalman Filter (KF) was first proposed by R.E Kalman as a recursive solution to solve discrete-data linear filtering problem. This mathematical formulation for estimating the state of a process minimizes the squared mean error. The recursive mechanism of KF uses the past and present state to better estimate the future state of a system. This estimation improvement is achieved using a feedback control by estimating the process state at a time and improving the estimation using the noisy measurement.

In target tracking algorithms, the accuracy of the location predictions can be improved by applying Kalman filter and its extensions [4] [83] [119] [5]. EKF is used to update the estimation having the data sensed by the sensor. In addition, EKF can be used to predict the next location of the target in advance to activate a subset of sensor nodes in that area. Thus, the main two components of EKF is *time update* equations and *measurement update* equations. Time update equations are used to predict the next
state of the system in advance to have a priori estimate of the next location of the target. Measurement update equations provide the system the ability to improve the measured state of the system using the priori estimate and measurement function [110]. This enhanced estimation of the state of system is called posteriori estimate.

The state of the target motion can be represented by its coordinates and its velocity vector. Thus, the target state, denoted as $X(K)$, can be shown as

$$X(K) = (x(k), v_x(k), y(k), v_y(k)),$$

(2.9)

where $x(k)$ and $y(k)$ are the coordinates of the location of target at time $t_k$ and the horizontal and vertical components of the velocity of the target are denoted by $v_x(k)$ and $v_y(k)$ respectively. The target movement is modelled as Equation 2.10

$$X(K + 1) = F(\Delta t_k)X(k) + w(k, \Delta t_k),$$

(2.10)

where $F(\Delta t_k)$ is the state transition matrix, $w(k, \Delta t_k)$ is the process noise and $\Delta t_k$ is the tracking interval time, $t_{k+1} - t_k$, as devised in [82]. Assuming a linear model for the target movement, $A$ can be derived as

$$A = \begin{pmatrix}
1 & \Delta t_k & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & \Delta t_k \\
0 & 0 & 0 & 1
\end{pmatrix},$$

(2.11)

Assuming to have one active tasking sensor at each tracking time interval, the measurement model is given by:

$$Z_i(k) = h_i(X(k)) + v_i(k),$$

(2.12)

where $h_i$ represents measurement function depending on $X(k)$ and measurement noise is denoted by $v_i(k)$. Measurement noise and process noise are independent white zero-mean Gaussian probability distributions. EKF predicts the next state of system, $\hat{X}(k|k)$, given the estimate of $\hat{X}(k|k)$ of $X(k)$ at time $t_k$ as

$$\dot{\hat{X}}(k + 1|k) = A\hat{X}(k|k),$$

(2.13)

Given the covariance of the estimated state $P(k|k)$, the predicted state covariance can be calculated using:
\[ P(k+1|k) = AP(k|k)A^T + Q, \]  
\[ \text{(2.14)} \]

Assuming sensor j is activated to locate the target, the predicted measurement of sensor j is:
\[ \hat{Z}_j(k+1|k) = h_j(\hat{X}(k+1|k)), \]  
\[ \text{(2.15)} \]

The difference between the actual measurement of sensor j and the predicted state is called innovation:
\[ \gamma_j(k+1) = Z_j(k+1) - \hat{Z}_j(k+1|k), \]  
\[ \text{(2.16)} \]

Covariance of innovation is:
\[ S_j(k+1) = H_j(k+1)P(k+1|k)H_j^T(k+1) + R_j(k+1), \]  
\[ \text{(2.17)} \]

where \( H_j(k+1) \) is the Jacobian matrix of \( h_j \) at time \( t_{k+1} \) with respect to the predicted state \( \hat{X}(k+1|k) \). Then, the estimation is updated as:
\[ \hat{X}(k+1|k+1) = \hat{X}(k+1|k) + K(k+1)\gamma(k+1), \]  
\[ \text{(2.18)} \]

with the covariance matrix:
\[ P(k+1|k+1) = P(k+1|k) - K(k+1)S(k+1)K^T(k+1), \]  
\[ \text{(2.19)} \]

In [103], Q is considered as:
\[ Q = q \begin{pmatrix} \frac{\Delta t_k^3}{3} & \frac{\Delta t_k^2}{2} & 0 & 0 \\ \frac{\Delta t_k^2}{2} & \Delta t_k & 0 & 0 \\ 0 & 0 & \frac{\Delta t_k^3}{3} & \frac{\Delta t_k^2}{2} \\ 0 & 0 & \frac{\Delta t_k^2}{2} & \Delta t_k \end{pmatrix}, \]  
\[ \text{(2.20)} \]

where \( q \) depends on the process noise and can be changed dynamically during the tracking. When the target is moving faster or its direction is changing rapidly, \( q \) might be increased.
Error Resiliency

The ability of the designed tracking algorithm to overcome node failures and prediction errors is defined as error resiliency. The designed tracking system should be able to cope up with target lost instances. An innovative prediction error avoidance and error correction algorithm is proposed in [78]. If a sensor node notices the change of direction or velocity of the target before going to sleep, it recalculates the next predicted location of the moving object to avoid prediction errors. This step of making the tracking system survivable is referred as error avoidance. But if there is no time to change the next radio covered zone, error correction mechanism activates more neighbour nodes to include the target. In addition, the activated sensor node starts a timer and in case of failing to sense the target until the timer is expired, error correction mechanism initiates a recovery mechanism from the current detector. This recovery mechanism expands the radio covered area in the network to locate the target.

Sensor nodes are prone to failures due to lack of energy resources or physical damage. A survivable target tracking algorithm is proposed at [106]. This approach uses the network graph to select the next area of network to cover in order to locate the target. This network graph is a disconnected graph with no crossing edge. This graph consists of several enclosed polygonal regions, called Face. Members of a Face are called face neighbours. The proposed wake up mechanism has three steps. In the first step, the two nearest sensors to the predicted location of the target at the next tracking interval are wake up. If the algorithm fails to locate the target at the first step, all sensor nodes within a Face are waked up. The third step aims at locating the target by waking up all the sensor nodes in the neighbour Faces.

The recovery mechanisms are categorized into three different categories based on the nodes which initiates the recovery to locate the missed target in [100].

- **Source Recovery:** Source Recovery mechanism suggests to initiate the recovery from the last detector which was able to locate the target. This detector node wakes up all it neighbours to include the target.

- **Destination Recovery:** This recovery mechanism expands the radio covered area of the network from the next predicted node to locate the target. This node activates all its neighbours to find the mised target.

- **All Neighbour Recovery:** All Neighbour recovery activates both the neighbour nodes of the last detector node and the neighbour nodes of the predicted sensor to
be the next detector.

All these recovery techniques activate all sensor nodes in the network if the activated neighbour nodes in the first step can not locate the target. The performance of these three recovery mechanisms are compared in [100]. This study reveals that Destination Recovery is the most energy-efficient recovery mechanism. Source recovery mechanism is the second rewarding technique in terms of energy efficiency. All Neighbour recovery requires the most energy compared to the other two recovery techniques.

2.6.6 Periodic PRediction-based Activation (PPRA)

Periodic Prediction-based Activation algorithms are identical to Prediction-based techniques but the nodes in the area of interest switch into sleep mode periodically and at the next time slot, the sensors in the predicted location of the target are awaked. PPRA algorithms decrease the energy consumption of the sensor nodes by sending the current detectors to sleep mode; even though the target might be in their visibility area.

Time interval of this switching between sleep and active modes can be adjusted in real time. H. Jamali et al. proposed to adjust the interval of tracking dynamically using a lookup table, which binds each average velocity of the target to a tracking interval, for achieving the least energy consumption [64]. During the run time, each node calculates the average velocity of the target and searches a pre-defined table to find the correspondent tracking time interval. Then, current node wakes up three nodes based on their closeness to the predicted location of the target. If one of these three nodes does not sense the target, more neighbour nodes will be awaked to locate the target. In addition, tracking interval might be tuned based on the current velocity of target or its average velocity collected over the time. More weights can be given to the current velocities. In [120], both tracking time interval and size of the cluster is adjusted in real time. Members of the cluster are selected based on their residual energy and the communication energy needed to report the location to the sink node. In this approach, each node must update its information about the residual energy of its neighbours which is an overhead on communication energy consumption of the system.

It is shown in [60] that a constant fixed tracking interval can be used for sensor activation in OTSNs to achieve minimal energy consumption. However, an innovative PPRA solution using variable adaptive tracking interval is suggested in [63]. This adaptive algorithm is designed to tackle the localization challenges of targets which move with variable accelerations. Tracking interval adapts the acceleration of the target to ensure
the tracking quality. It is also proposed in [112] to adjust the tracking time interval in real time based on the required tracking accuracy and the cost of activating a sensor node for that tracking interval.

A variable sensing radius using RFID (Radio Frequency Identification) to track multiple targets is suggested in [43]. This technique computes a cost metric depending on the distance of the target to the sensor node and the required activation time of the sensor. Then, the sensor with the least cost is activated. This algorithm adjusts the sensing radius of the RFID reader based on the estimated location of the target to the centre of the sensor node.

2.7 Comparison of the Sensor Activation Techniques

The proposed sensor activation techniques are summarized in table 2.2. These algorithms use different target movement models to predict the next location of the target. In addition, some of these algorithms aim at increasing the prediction accuracy using Kalman filter or its extensions.

Table 2.2: Sensor Activation Techniques for Target Tracking in WSNs

<table>
<thead>
<tr>
<th>Ref</th>
<th>Activation Technique</th>
<th>Prediction Model</th>
<th>Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>[71]</td>
<td>CGA</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[64]</td>
<td>PPRA</td>
<td>Spatial</td>
<td>-</td>
</tr>
<tr>
<td>[56]</td>
<td>PPRA</td>
<td>Spatio-Temporal</td>
<td>-</td>
</tr>
<tr>
<td>[114]</td>
<td>PRA</td>
<td>Spatio-Temporal</td>
<td>-</td>
</tr>
<tr>
<td>[115]</td>
<td>PRA</td>
<td>Spatial</td>
<td>-</td>
</tr>
<tr>
<td>[38]</td>
<td>RA</td>
<td>Spatial</td>
<td>-</td>
</tr>
<tr>
<td>[103]</td>
<td>PRA</td>
<td>Temporal</td>
<td>EKF</td>
</tr>
<tr>
<td>[100]</td>
<td>PPRA</td>
<td>Temporal</td>
<td>-</td>
</tr>
<tr>
<td>[119]</td>
<td>PRA</td>
<td>Temporal</td>
<td>STKF</td>
</tr>
<tr>
<td>[120]</td>
<td>PPRA</td>
<td>Spatial</td>
<td>-</td>
</tr>
<tr>
<td>[106]</td>
<td>PRA</td>
<td>Temporal</td>
<td>-</td>
</tr>
<tr>
<td>[46]</td>
<td>PRA</td>
<td>Temporal</td>
<td>-</td>
</tr>
</tbody>
</table>
2.8 Summary

In this chapter, the proposed algorithms for efficient target tracking using WSNs are categorized. We have also provided an analysis of the well-known sensor deployment, localization and sensor activation algorithms for target tracking using WSNs. In addition, it is shown that the consumed energy for sensing in a sensor node depends on the radius of the covered area by the sensor. Active sensing technologies provide the opportunity to adjust the sensing range of each sensor in real-time which can lead to deploy a more energy-efficient algorithm with better tracking quality. Thus, we take advantage of this novel capability of sensor nodes to further decrease the sensing energy consumption and prolong the network life time in VARSA.
Chapter 3

Methodology

3.1 Introduction

A crucial characteristic of an outstanding computer science research is reproducibility [47]. Reproducibility and repeatability of a research should be guaranteed by providing a comprehensive methodology of the research so that identical results can be regenerated in an independent experiment. Therefore, the results confidence is assured. This chapter attempts to provide a thorough modeling and experimental setup information. In addition, this methodology provides a fine configuration to analyze and evaluate various target tracking algorithms. This scientific method to come up with a solution to overcome energy efficiency challenges of target tracking using WSNs is derived from [47].

3.2 Research Model

Our research in target tracking using WSNs is targeted to enhance the energy efficiency of the tracking networks. We have developed several testable hypothesis as described in Section 3.4. Then, we inferred the consequences of the proposed approach. The suggested algorithm has been evaluated using extensive simulations. To provide a narrow confidence interval, fifty iterations of experiments has been conducted and the reported results are the average of recursive experiments. As the consistency is obtained from the experimental results, the proposed algorithm is proved to improve the energy efficiency of tracking using WSNs.

To come up with the examined hypothesis, a thorough knowledge of the current state of the art was needed. Hence, we have studied the available tracking algorithms to
decrease the energy consumption for sensing during the tracking. Afterwards, we have formulated the tracking problem. Then, the tracking system and the target behaviour is modelled. Experimental results revealed that the proposed approach provides a more energy efficient tracking algorithm compared to two other promising tracking algorithms.

### 3.3 Problem Statement

We consider the problem of activating a subset of sensor nodes in the AoI for enhancing the sensing energy consumption; while the tracking quality is assured. Given \( N \) binary proximity sensors, \( \{S_1, S_2, ..., S_N\} \) located as denoted by coordinates \((x_i, y_i)\) in a two dimensional tracking area, the algorithm decides which sensor \( S_i \) to be in active mode and its correspondence sensing radius \( R_i \) over the time. Sensor nodes are homogeneous and they all have the same capabilities with a limited battery supply. There is also one sink node located at coordinates \((0, 0)\) with unlimited power supply which is responsible to gather the location information of the target and depict its trajectory.

The objective of this sensor activation algorithm is to prolong the network life time and decrease the target missing rate over time by keeping more sensors alive. We aim to prolong the network life time by decreasing the energy consumption for sensing. Hence, the algorithm decides which nodes to activate for how long and with what sensing radius in real time.

### 3.4 Research Hypothesis

In Chapter 2, a classification of the proposed approaches to address the problem of target tracking using WSNs is presented. In this chapter, we derive some hypothesis to be investigated in this thesis. We have analyzed, evaluated and compared these hypothesis using simulations in the following chapters. In our qualitative study, some of the sensor activation techniques has shown to outperform others. Hence, the following hypothesis are derived to be tested in our simulation study:

\textbf{Hypothesis 1}: Predicting the location of the target after a predefined time interval and activating a cluster of sensors close to the predicted location of target while other sensor nodes are in sleep mode can considerably improve the energy efficiency of the tracking algorithm.

During testing this hypothesis, we have examined if activating the nodes in the AoI
which is called PRediction-based Activation, \( PRA \), can provide an energy efficient OTSN by sending redundant sensor nodes to sleep mode.

**Hypothesis 2:** Alternating the detector nodes between sleep and active modes can reduce the sensing energy consumption and prolong the network lifetime while tracking quality is assured. Nodes in the AoI can also be switched between sleep and active modes without a high decrease in the localization accuracy.

This hypothesis represents that deploying a periodic activation mechanism to schedule the sensor nodes is an asset to decrease the sensing energy consumption. This hypothesis is to evaluate the Periodic PRediction-based Activation, \( PPRA \), techniques. Tracking the target continuously is not required and the trajectory of the target can be derived providing the discrete informations about the location of the target.

**Hypothesis 3:** Sending the appropriate sensing radius to wake up with to the next predicted detector in the network aims at decreasing the sensing energy consumption in target tracking using WSNs. The sensing radius can also be further reduced after the initial detection of target by tuning the sensing radius of sensor nodes in real time to improve the energy efficiency of target tracking using WSNs.

Hypothesis 3 suggests that the the predicted sensor node does not require to be activated with its maximum sensing radius. Predicted location information of the target can help the predicted sensor to wake up with an appropriate sensing radius to locate the target. In addition, the radio covered area in the network can be further decreased to improve the energy efficiency of the network. The energy consumption enhancement can improve the localization accuracy over time as it provides more alive sensor nodes to locate the target as the network ages.

All the aforementioned hypothesis are evaluated using extensive simulation results taking into account a variety of evaluation metrics. These metrics represent the energy consumption and the localization accuracy of the tracking algorithms.

### 3.5 Modeling

Modeling is the process of extracting relevant features of a phenomenon in order to simplify the study of its behaviour [47]. The model should represent the measurable and observable characteristics of the phenomena and the consequences of any changes in the system. In our study, we need a model for the tracking network which consists of several individual sensor nodes and a model for the target movement.
3.5.1 Network Model

The problem of sensor activation for target tracking using wireless sensor networks has been evaluated in a homogeneous network in which all sensor nodes are identical. Sensor nodes are able to adjust their sensing radius in real time. In addition, we assume that each sensor node can communicate with other sensor nodes within its transmission range wirelessly. A binary output is provided by each sensor node regarding the presence of the target in its visibility area. This visibility area is a circular area with radius $R_s$ surrounding by the sensor node which is radio covered by this sensor. We have considered ideal sensors which output true when the target is closer than $R_s$ to the sensor node and outputs false otherwise. This sensing model is called Boolean disk model [80]. In reality, the probability that a target is sensed depends on the distance of the target to the sensor node and the environmental noise. In our analysis this probability is defined as:

$$p(d) = \begin{cases} 
1 & d \leq R \\
0 & d > R 
\end{cases}$$

(3.1)

where $d$ is the distance of the target to the sensor node and $R$ denotes the sensing radius of the sensor node.

Each sensor can be in one of these three modes: active, communication active and sleep mode. In active mode, both the sensing and communication modules of the sensor is active and it is able to locate the target in its visibility and send a report containing location information of the target to the sink node. Communication active nodes are collaborating in forwarding the data to the sink node; however, their sensing module is inactive and they cannot sense the target in their visibility area. Sleep nodes are completely deactivated and they only listen to their low power radio receiver. These sleep nodes might be awaked using a low power paging radio channel by other nodes in their transmission range as devised in [58]. It is worth to mention that idle nodes in the network consume almost as much energy as active nodes for sensing but the communication energy consumption is less. The deployed sensor nodes are aware of their locations using a GPS-less self positioning method as proposed in [44]. Neighbour location informations are aggregated at each sensor node at the beginning of the tracking time to augment the routing performance.

In our experimental studies, we have evaluated VARSA and two other well-known algorithms considering 600 sensor nodes randomly placed in an area of $200m \times 200m$. Then, we have also evaluated VARSA, PRA and PPRA for 200, 400 and 800 nodes to examine the effect of the density of the deployed sensor nodes in the performance of the
algorithm. Sensor nodes have 0.15 J energy resources at the deployment time and the communication energy consumption model is implemented according on the model used in [120]. Each sensor node is able to communicate with its neighbours within 25 meters. Transmission range of each sensor node is adjustable [14]; however, we have considered the a fix transmission range for all the sensor nodes. Visibility area of a sensor node is considered as a circle with maximum radius of 15 meters which can be adjusted in real time. Table 3.1 outlines the network settings. The power consumption of idle nodes is 40\(\mu\text{W}\); however, it does not consist of the consumed energy for sensing which is based on its sensing radius and is 50\(\mu\text{W}\) when the node is scheduled for sensing with its maximum feasible sensing radius.

The sink node, where all the sensed data is aggregated at and the trajectory of target is depicted, is always located at coordinates (0, 0). There is no limitation of the energy resources for the sink node and its energy is not calculated as a sensor node in the simulation experiments.

Table 3.1: Network Settings

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radio Propagation Model</td>
<td>TwoRayGround</td>
</tr>
<tr>
<td>MAC Layer</td>
<td>IEEE 802.11</td>
</tr>
<tr>
<td>Antenna</td>
<td>OmniAntenna</td>
</tr>
<tr>
<td>Surveillance Area</td>
<td>200×200</td>
</tr>
<tr>
<td>Number of Nodes</td>
<td>200, 400, 600, 800</td>
</tr>
<tr>
<td>Initial Energy</td>
<td>0.15 J</td>
</tr>
<tr>
<td>Maximum Sensing Power</td>
<td>50 (\mu\text{W})</td>
</tr>
<tr>
<td>Receiving Power</td>
<td>50 (\mu\text{W})</td>
</tr>
<tr>
<td>Transmission Power</td>
<td>100 (\mu\text{W})</td>
</tr>
<tr>
<td>Idle Power</td>
<td>40 (\mu\text{W})</td>
</tr>
<tr>
<td>Max Sensing Radius</td>
<td>15</td>
</tr>
<tr>
<td>Transmission Range</td>
<td>25</td>
</tr>
</tbody>
</table>

We have implemented the greedy routing algorithm for communication between different sensor nodes including sending the location report to the server node; however, the proposed approach is independent of the routing algorithm and it can work properly
using any communication protocol.

3.5.2 Target Mobility Model

A single target, which is a deer, is being tracked. We use Random Waypoint mobility model for the target; however, we have manipulated the bonnmotion-2.1 mobility generator to best represent the deer movement as described in [37].

In this thesis, we focus on enhancing wildlife monitoring applications using WSNs. Thus, the proposed algorithm is evaluated by tracking a single target with deer movement behaviours. We have applied the deer movement habitudes in RandomWaypoint movement in Bonnmotion-2.1 mobility generator code based on the the information acquired from [37].

We have also evaluated VARSA, PRA and PPRA using a Pursue movement model to investigate the effect of the target movement model in the performance of these algorithms. The Pursue can simulate a deer when it is running from a hunter or a criminal running from the cops [35].

Bonnmotion Mobility Generator

Bonnmotion is a Java based mobility generator which can be used to create and analyze several mobility scenarios. The generated scenarios can be converted to an OTcl script which is compatible with ns-2 requirements. Some of the scenarios which Bonnmotion can generate include the Random Waypoint model, Random Walk model, Gauss-Markov model, Manhattan Grid model, Reference Point Group Mobility model, Disaster Area model, Pursue model and Random Street model. We have selected the target mobility model to be Random Waypoint as discussed in Section 3.5.2. Then, the algorithms have been also evaluated using Pursue movement model.

Random Waypoint Model

Random Waypoint is a mobility model in which the target picks its destination after some pause times and moves toward it [7]. At a specific time after the start of the simulation, skipped time, the target picks a destination and moves toward it with velocity $v_t$ where $v_{min} < v_t < v_{max}$. When the target arrives at a destination, it remains at this location for $t_{pause}$ where $t_{min} < t_{pause} < t_{max}$. Then, the target selects the next waypoint. There are some attraction points in the simulation area and the probability of deciding to move to an attraction location is higher than moving to any other location in the simulation...
area. This model prevents the target to stay in the middle of the simulation area for most of the times. The number of these attraction points can vary based on the simulation requirements.

In our simulations, we have modelled the target mobility with a Random Waypoint model. The duration of the simulation is 10 days and the skipped time after the start of the simulation is set to be 30 seconds. This initial skip time enables us to start tracking the target when topology is stable and the system has passed the initialization step. The maximum velocity of a deer is $20 \text{ m/s}$ and there is one pause time of 4.5 hours in each day for sleeping in mobility behaviours of the target. Both horizontal and Vertical, 2D, movements are enabled at the same time. Target mobility parameters are summarized in Table 3.2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility Model</td>
<td>Random Waypoint</td>
</tr>
<tr>
<td>Mobility Area</td>
<td>$200 \times 200$</td>
</tr>
<tr>
<td>Minimum Velocity</td>
<td>$18 \text{ m/s}$</td>
</tr>
<tr>
<td>Maximum Velocity</td>
<td>$20 \text{ m/s}$</td>
</tr>
<tr>
<td>Maximum Pause Time</td>
<td>$120 \text{ s}$</td>
</tr>
<tr>
<td>Minimum Pause Time</td>
<td>$0 \text{ s}$</td>
</tr>
<tr>
<td>Mobility Duration</td>
<td>10 days</td>
</tr>
</tbody>
</table>

**Pursue Mobility Model**

The main usage of Pursue mobility model is to simulate some mobile nodes which are pursuing a single target. However, we used only the mobility information of the target node in this study. Pursue mobility model can effectively show the mobility of cops pursuing a criminal [35] or a deer escaping from hunters. The location update equation of Pursue mobility model depends on the last location of the target and a random vector and it does not depend on any area of interest in the tracking field. Hence, the target is trying to escape without any pause time during the movement and the probability of moving the target to any direction is the same. However, the amount of randomness of the movements are limited to best represent the pursuing situation. The duration of the
simulation is considered to be an hour since the pursuing situation usually does not last long. The Pursue mobility parameters are summarized in Table 3.3.

Table 3.3: Target Pursue Mobility Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility Model</td>
<td>Pursue</td>
</tr>
<tr>
<td>Mobility Area</td>
<td>200×200</td>
</tr>
<tr>
<td>Minimum Velocity</td>
<td>18 m/s</td>
</tr>
<tr>
<td>Maximum Velocity</td>
<td>20 m/s</td>
</tr>
<tr>
<td>Pause Time</td>
<td>0 s</td>
</tr>
<tr>
<td>Mobility Duration</td>
<td>1 hour</td>
</tr>
</tbody>
</table>

Evaluation of VARSA using Pursue mobility does not only reveal its performance for wildlife monitoring but it also determine its applications for high mobility patterns without any pause time such as pursuing.

3.6 Experimental Environment

Computer simulation is a tool to study the phenomena which can not be evaluated in a real testbed due to the unfeasibility or high cost of deploying the required testbed. Thus, we have conducted extensive simulation experiments to study and compare the practical performance of target tracking algorithms for WSNs. These experiments are used to evaluate both the current available algorithms and the novel tracking algorithm proposed in this thesis.

3.6.1 Simulation Software

Network simulation is essential to enhance the computer networks as new network protocols and models have to be evaluated and studied using simulations before deployed. There are several simulation tools to study the behaviour of the network such as Network Simulator, OPNET, OMNet++, SWiMNet [17] [18] and GloSim. Network Simulator (ns) is a discrete event object oriented simulator which is used to evaluate computer networks. ns is written in C++ with an OTcl interpreter. Several versions of ns, categorized as ns-1, ns-2 and ns-3, have been released.
We have implemented the proposed algorithm in Network Simulator 2 (ns-2.35) which is tested and validated in Paradise Research Laboratory. In addition, it is one of the most widely used network simulators. ns-2 supports the simulation of wired and wireless networks. The nodes can be static and mobile. There are also comprehensive documentation and tutorials for ns-2 [52]. The simulation script and the setup is to be written using OTcl. OTcl is an script language which is used to define the network topology, schedule the events and configure the protocol. The topology consists of the nodes positions, interface configurations and mobility of the nodes. In addition, communication channel, radio range, number of nodes, simulation time, initial energy of nodes and the model for energy consumption is defined in the OTcl script. New objects are initiated in the interpreter. The core of ns-2 is in C++. The routing protocol and agents are written in C++ and is assigned to nodes in the OTcl script. Figure 3.1 shows how the OTcl interpreter interacts with the C++ libraries to create different objects and run the implemented protocol. The simulation results are carried out during a simulation run. In summary, C++ is used to provide the researcher the ability to manipulate bytes, packet headers and implement algorithms with a short run-time [52]. C++ is fast but changing the code needs more time. On the other hand, OTcl is slower but can be changed faster and easier. OTcl is responsible for configurations which is required once at the start of the simulation, hence, the run-time is not crucial. A thorough manual for ns-2 can be found in [52].

Figure 3.1: The Interaction of OTcl Script and C++ Code in ns-2
Chapter 4

Prediction-based VARiable Radius Sensor Activation Using Wireless Sensor Networks (VARSA)

This chapter proposes a novel target tracking algorithm using WSNs. A robust Object Tracking Sensor Network (OTSN) algorithm should address the problem of energy limitation of a sensor node. In addition, tracking quality is to be assured. Hence, VARSA attempts to resolve the conflict of interest between energy consumption and localization accuracy by deducting the extra radio covered area where the target is not located while assuring the coverage of the AoI. This compromise is achieved by tuning the sensing radius of a sensor node in real-time. It is also important to design a survivable algorithm which is able to cope with sensor failures. Therefore, a recovery mechanism has been devised for our tracking algorithm.

This chapter is structured as follows. The sensor deployment strategy is discussed. Then, VARSA has been elaborated precisely in Section 4. This section explains different states of the algorithm along with the movement model assumed for the target and the prediction mechanism.

4.1 Sensor Deployment

It has been shown in [93] that deploying the sensor nodes randomly in the network field is comparable to more sophisticated sensor deployment algorithms such as square grid and pattern based Tri-Hexagon Tiling (THT) node deployment. Coverage, energy
consumption and the delay of these sensor deployment algorithms has been evaluated in [93]. THT outperforms the other two node deployment strategies in terms of energy consumption and delay and square grid provides a better coverage of the network field. However, random deployment is still preferable to avoid the planning overhead [93]. As discussed in Section 2.2, grid-based and THT sensor deployment techniques are not practical for target tracking applications. Hence, we have deployed the sensor nodes with a uniform random probability distribution in the tracking field.

4.2 Algorithm Description

The proposed VAriable Radius Sensor Activation (VARSA) mechanism for target tracking using WSNs has been devised in four states: initialization, tracking, radius adjustment and recovery. The proposed tracking system is in initialization state at a predefined time just after the start of tracking, called initialization time. Tracking state is initiated after the initialization time in which only the selected node to detect the target is active. When a sensor detects the target, it adjusts its visibility area by trying smaller radius of detection to save more energy. This state is called radius adjustment. Even though prediction error should be avoided; a recovery mechanism is needed for the worst case scenario when the target is lost. Recovery state tackles the error resiliency issues of VARSA. These states are elaborated in more details in the following sections.

4.2.1 Initialization State

Initialization state begins after deploying the sensor nodes in the tracking area. All the sensor nodes acquire the address and the location coordinates of the sensor nodes in their transmission range. These information are listed in a lookup table in the sensor node to be used for routing or recovery purposes. Each node preserves a lookup table containing all its neighbour node addresses and location coordinates. These information helps the implemented greedy routing protocol to aggregate the target location data at a sink node. As the sink node is always located at coordinates (0,0), each sensor node can effectively relay the packets in a short path having the location of its neighbours.

All the sensor nodes are in active mode to find the initial location of the target in initialization state. This sink node uses data fusion techniques to draw the trajectory of the target based on the received information over time. This state lasts until the end of the initialization time when all the sensor nodes except the closest sensor to the
estimated location of the target are sent to sleep. During this step, each detector reports
the location of the target as its coordinates to the sink node if it detects the target
and the sink node estimates the location of the target using the Centriod localization
technique. Centriod localization technique estimates the location of the target at time $t_0$
as the average of the location coordinates of the sensor nodes which detected the target
at the same time.

4.2.2 Tracking State

In tracking state, all sensors except the closest sensor to the predicted location of the
target are sent to sleep. At the first tracking interval after initialization, the closest
detector to the predicted location of the target is waked up to track the target. Current
node, which detected the target at the current time, predicts the next location of the
target using a linear model and wakes up the closest node to the predicted location of
the target at the next tracking interval. Current sensor node alternates between sleep
and awake even if it predicts the target to remain at its visibility for the next tracking
interval. After waking the next predicted node up for tracking, current detector node
sends the last estimated location coordinates of the target to the new waked up sensor.
Current detector uses the last location information of the target and its current location
to predict the next location of the target using a linear model.

Current node also sends the desirable sensing radius to wake up with to the next
sensor node. This desirable sensing radius is based on the closeness of the predicted
location of target to the selected sensor node. Reducing the visibility area of a sensor
node at the time of activation can save a considerable amount of energy as the energy is
proportional to the cube of the sensing radius. See Equation 5.1 for more details.

4.2.3 Sensing Radius Adjustment State

We have suggested to initiate a sensing radius adjustment technique after detecting the
target. Sensing radius adjustment aims at decreasing the sensing energy consumption by
tuning the sensing radius in real time based on the closeness of the target to the sensor
node while maintaining the target observability. The proposed approach is performed in
three steps. At the beginning, the radius of the covered area around the sensor is divided
by $\omega$. At the next step, if the target is still in the visibility area of the sensor node,
the sensing radius is decreased again dividing by $\omega$. After each of the sensing radius
Algorithm 1: Sensing Radius Adjustment().

```
begin
    switch Radius Adjustment Step Status do
        case First Step
            | Rs_{new} ← Rs_{current}/w
        end
        case Second Step
            if Target is detected then
                | Rs_{new} ← Rs_{current}/w
            else
                | Rs_{new} ← Rs_{current} + \frac{R_s_{max} - Rs_{current}}{w}
            end
        end
        case Third Step
            if Target is detected then
                Report the location coordinates to server
            else
                Rs_{new} ← Rs_{current} + \frac{R_s_{max} - Rs_{current}}{w}
                Report the location coordinates to server
            end
        end
    endsw
end
```

deduction, the current sensor node tries to locate the target again and if the target is not detected, sensing radius is increased using Equation 4.1.

\[
Rs_{new} = Rs_{current} + \frac{R_s_{max} - Rs_{current}}{\omega}
\]  \hspace{1cm} (4.1)

where the new calculated sensing range is denoted by \(Rs_{new}\) and current sensing radius of the sensor node is \(Rs_{current}\) and \(R_s_{max}\) represents the maximum sensing radius which can be covered by a sensor node. We denote \(\omega\) as the sensing radius adjustment rate. After adjusting the sensing radius, the algorithm reports the coordinates of the current detector node as the estimated coordinates of the target to the sink node. If the target is not located in this step, VARSA increases the radio covered area in the network. The proposed real time sensing radius tuning is illustrated in Algorithm 1.
An example can clarify the proposed radius adjustment algorithm further. In Figure 4.1, when the detector detects the target, it divides its visibility range by $\omega$. If it detects the target again, the current sensor decreases its visibility area again, dividing it by $\omega$. After a short interval, the target is not detected anymore by this sensor node; hence, the detector increase its visibility area using Equation 4.1 to include the target and reports the target location to the server.

After this sensing radius adjustment, the sensing area of the detector is much less than the initial visibility area which saves a considerable amount of energy as the time passes. The energy efficiency can be even more in wildlife monitoring considering movement behaviours of animals which might remain in a location for a long time. Current studies in [37] reveal that a deer sleeps 4.5 hours on average during a day. Preventing the sensor nodes from covering that area aims at reducing the probability of depleting their energy. Decreasing the consumed energy for sensing during these hours can improve the missing rate considerably over time. As the rest location of the animal gets closer to the sensor node, more energy can be saved during tracking.

![Diagram](image)

**Figure 4.1: An Example for Sensing Radius Adjustment**

After radius adjustment state, the algorithm state is again changed to tracking. Thus, current detector predicts the next location of the target and wakes up the closest sensor among all sensor nodes covering the predicted location of the target. Current detector sends the advisable sensing radius, which the next detector is able to wake up with in order to locate the target efficiently, and the last estimated location of the target to the awaked sensor node. Afterwards, current detector switches to sleep mode. The proposed tracking algorithm keeps tracking the target during the tracking time by predicting next location of target, activating the closest node to that location with an appropriate sensing radius and adjusting its sensing radius in real-time.
4.2.4 Recovery State

A rewarding tracking algorithm should be able to overcome node failures and prediction errors. A recovery mechanism is initiated in case of failing to detect the target after a predefined recovery time after the current node wakes up as the next predicted sensor node. The recovery process is either inaugurated by the predicted sensor node or by the server node if it does not receive a report within a predefined time. We have deployed the destination recovery mechanism as it is proved to outperform source recovery and all neighbour mechanisms in [100]. So, this is the next predicted node's responsibility to initiate the recovery; however, the recovery can also be initiated from the sink node to ensure the survivability and error resiliency of the algorithm.

Our recovery mechanism has been designed in four steps. In the full sensing radius recovery state, the current sensor node aims at locating the target by increasing its visibility area to its maximum. Full sensing radius recovery helps the network to locate the target without waking more nodes up and it also improves the energy efficiency of the algorithm. All the neighbour nodes in the transmission range of the current predicted detector are waked up in the first step recovery. If the network was not able to detect the target, all these neighbour nodes activate the nodes within their transmission range with their maximum sensing radius to further increase the radio covered area in the network in the second step recovery. The established lookup table at the initialization step aims at recognizing the neighbour nodes in order to wake them up using a low power communication channel. In the worst case, all sensor nodes are activated in the full recovery step to locate the target. Activating the entire sensor nodes ensure that the target is located unless the current location of the target is not covered by any nodes due to node failures or imperfect deployment of the sensor nodes.

4.2.5 VARSA State Transition

To clarify different states of VARSA, we have provided a transition diagram of this algorithm in Figure 4.2. This figure shows in which conditions, the state of VARSA changes. As the tracking starts, the algorithm is in initialization state until $t_{initialization}$. Then, VARSA switches to the tracking state when only one node in the AoI is responsible for tracking the target and the rest of the sensor nodes are in sleep mode. If the target is detected, the algorithm goes to the sensing radius adjustment state where the algorithm tries to locate the target with a smaller radio covered area. After adjusting the sensing radius of the sensor node, the algorithm returns to the tracking state and continues
tracking the target.

If the target is lost during the tracking state and the awaked sensor node could not locate the target, the algorithm starts the recovery process. The first state of the recovery is full radius recovery when the algorithm aims at locating the target by expanding its sensing radius to its maximum. If the target is detected, the algorithm switches to sensing radius adjustment state and if the target was not detected, the first step recovery starts. All the one hop neighbour nodes of the predicted sensor to detect the target are waked up in first step recovery to locate the target. If the target is detected, VARSA starts adjusting the sensing radius and if the sensor was not able to detect the target, the second step recovery is initiated. In this step, all the one hop neighbours of the sensor nodes which were waked up in the first recovery step are awaked to detect the target. In case the target is detected, the algorithm goes to sensing radius adjustment and the sensors which did not detect the target are sent to sleep. In the last step of recovery, the entire sensor nodes in the network are waked up to locate the target. Once the target is detected, the algorithm transits to the sensing radius adjustment state.

![Figure 4.2: State Transition Diagram of VARSA](image)

Figure 4.2: State Transition Diagram of VARSA
4.2.6 Prediction method and movement model

Several movement models have been elaborated in Section 2.6.5. Linear model of the target movement assumes that the target velocity and its direction is constant in any short interval of times. While linear movement model predicts next location of the target using only the last estimated velocity of the target and its coordinates, average and exponential movement models require the target velocity information to be transmitted toward the next sensor nodes at the time of activation to provide them enough information to estimate the current velocity of the target. Hence, the energy consumption of linear model is much less than the other two techniques. In the other hand, absolute models are application specific and are not reliable for all targets as some targets might not follow the same pattern. In addition, the prediction inaccuracy which might lead to the problem of losing the target can be solved by a recovery mechanism which has been elaborated lately.

In this study, assuming that the target velocity is constant during a short time interval, we used a linear model to predict the location of the target after each interval to simplify the calculations and to avoid unnecessary processes at the sensor nodes. In this model, velocity of the target is assumed to be constant in a very short period of time and it can be calculated using 4.2 and 4.3.

\[
V_{x,t_i} = \frac{x_{t_i} - x_{t_{i-1}}}{t_i - t_{i-1}} \quad (4.2)
\]

\[
V_{y,t_i} = \frac{y_{t_i} - y_{t_{i-1}}}{t_i - t_{i-1}} \quad (4.3)
\]

Using linear estimation, next location of target can be estimated as:

\[
x_{t_{i+1}} = V_{x,t_i} \times (t_{i+1} - t_i) + x_{t_i} \quad (4.4)
\]

\[
y_{t_{i+1}} = V_{y,t_i} \times (t_{i+1} - t_i) + y_{t_i} \quad (4.5)
\]

We used spatio-temporal prediction technique. However, we only take the information from current detector and last detector since this technique leads to a more accurate prediction using less transferred data which can enhance the energy efficiency. One node is activated at each interval of tracking and network resiliency is assured through the recovery mechanism. As far as the tracking interval time is short enough, this model provides acceptable prediction accuracy considering the limited processing abilities of tiny sensor nodes.
4.2.7 Localization

Lots of localization techniques for binary proximity tracking sensor networks are proposed in recent studies. We have considered the average locations of the sensors, which has detected the target in each interval as the location of the target. The most rewarding advantage of this technique is its simplicity, which leads to increasing the speed of running a tracking algorithm and provides a better live performance. In addition, the processor’s energy consumption is less. Let the set of $n$ sensors $S_i$ that detect the target at time $t_0$ to be $Detectors(t_0)$, Centriod localization estimates the location coordinates of the target at time $t_0$ as:

$$x_{target,t_0} = \frac{\sum_{i \in Detectors(t_0)} x_i}{n},$$  \hspace{1cm} (4.6)$$
$$y_{target,t_0} = \frac{\sum_{i \in Detectors(t_0)} y_i}{n},$$  \hspace{1cm} (4.7)$$

where $(x_i, y_i)$ denotes the location coordinates of detector $S_i$. In this localization technique, there is no constraint in sensor deployment. While some other algorithms need a specific number of nodes to cover each place in order to localize the target, one proximity sensor node can approximate the location of the target using this technique.

During the initialization and recovery state, more than one node is activated to locate the target; hence, Equation 4.6 and Equation 4.7 are used to estimate the location of the target. However, only one node is activated in tracking state and the location of the target is estimated as the location of this sensor if it can detect the target. In this approach, the bound on the location error is the sensing radius of the sensor. In applications of target tracking using binary proximity sensors, the accuracy of the localization technique is not the main objective of the application; therefore, this error is acceptable for tracking. The main aim of binary proximity tracking sensor networks is to find the area of the presence of the target and not the exact location of the target. For instance, the closeness of an animal to a dangerous area such as a road is crucial in wildlife monitoring applications; while, in military applications, the exact coordinates of the target is important. Hence, binary proximity sensors are not suitable for the applications which require the exact position of the target.

4.2.8 Routing

The information derived from the sensor nodes should be aggregated at a sink node to estimate the trajectory of the target. There are several routing protocols in the
literature to aggregate the sensed data at a sink node \[48\] \[106\] \[13\] \[15\] \[28\]. In VARSA, the location reports are sent to the sink node using a traditional geographical routing called greedy routing. This routing protocol does not affect the performance of the proposed technique to improve the sensing energy consumption in the network; however, an efficient routing protocol can decrease the communication energy consumption.

Greedy routing protocol is a location-based routing which aims at forwarding the packet in the right direction to the destination node \[55\]. Each sensor node forwards the packet to the closest node to the destination in its transmission range. In OTSN, sensor nodes are always aware of the location of the sink node. In addition, the location of the sensor nodes in the transmission range of a sensor is gathered at the initialization state and can be used during the routing. As discussed in Section 4.2.1, each sensor node broadcasts a location request packet at the initialization state. Each node which receives this request replies the source node with a packet containing its address and location. This sensor also updates its routing table with the received information from the neighbouring nodes. In this way, all the sensor nodes create a routing table containing the location coordinates and address of their neighbour sensors during the initialization time.

A thorough geometric and simulation study in \[113\] has shown that the greedy routing protocol can effectively route the location reports through a short path. The intrinsic distributed characteristic of greedy routing protocol makes it suitable for large scale sensor networks. In addition, this geographical routing algorithm aims at forwarding the packets in a short path to guarantee the energy efficiency of the communication protocol. Hence, we take advantage of this scalable and efficient routing protocol to aggregate the location reports at the server node. Taking to account the limited computation capabilities and memory resources of a sensor node, greedy protocol is a practical routing protocol for OTSNs since it is working in a distributed fashion and it neither needs to maintain large routing tables nor perform complex computations.

### 4.2.9 Summary

In this chapter, we have proposed a novel sensor activation algorithm to decrease the sensing energy consumption of the network. The proposed algorithm, VARSA, takes advantage of the ability of the sensor nodes to adjust their sensing range in real-time. In VARSA, the current node predicts the new location of the target and wakes up the next predicted sensor node to detect the target. It also sends the appropriate sensing radius
which the next sensor node requires to wake up with to the next predicted sensor. This
advisable sensing radius is based on the closeness of the predicted location of the target
and the location of the next predicted sensor node to detect the target. VARSA also
adjusts the sensing radius after the initial detection of the target to further decrease the
sensing energy consumption of the network. We argue that this reduction of the energy
consumption provides more alive sensor nodes to locate the target as the network ages.
Hence, VARSA does not only prolong the life time of the network but it also decreases
the missing rate over time.
Chapter 5

Simulation Studies

In this chapter, we have evaluated VARSA using extensive simulations. The tracking parameters including the tracking time interval, duty cycle of tracking and sensing radius adjustment rate ($\omega$) are tuned in this chapter. Then, we have compared VARSA with other two promising tracking algorithms PRA and PPRA. Afterwards, the effect of changing the density of the deployed sensor nodes is studied by altering the number of deployed sensor nodes in the tracking area. We have considered two movement scenarios for the target movement. We have evaluated VARSA using a RandomWay point mobility model for target to examine and compare its performance for wildlife monitoring applications. Then, VARSA is evaluated using Pursue mobility model for the target to demonstrate its performance for high-mobility applications.

The rest of this chapter is organized as follows. First, we have provided the simulation setups. Then, the evaluation metrics are elaborated. Afterwards, the simulation study is given and the algorithms comparisons are provided. In addition, the effect of the node density and the movement model is investigated.

5.1 Simulation Setup

There are some user defined parameters for the simulation which could be adjusted based on the requirements of application, while network settings are unalterable after the network deployment. We have examined several intervals for tracking and the best interval time of tracking to prolong the network lifetime and achieve a less missing rate was 0.2 second as shown in Section 5.3.1. This tracking interval is selected after parameter tuning experiments to achieve the best quality of tracking and energy efficiency. We have
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also evaluated the possible choices for the duty cycle of tracking and we have shown that
20 percent is the best duty cycle as shown in Section 5.3.1. Location reports are sent
to the sink node after each 5 consecutive intervals or when the current detector has not
detected the target in the previous tracking interval. If the target were not detected in
the first 30 percent of each interval, the recovery mechanism is initiated. In addition, we
have conducted several experiments to find the best $\omega$ in the radius adjustment algorithm.
Sensing radius adjustment rate, $\omega$, has been shown to be 4 to achieve the best quality
of tracking and network lifetime as elaborated in Section 5.3.1. User defined parameters
are summarized in table 5.1.

Table 5.1: User Defined Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tracking Interval</td>
<td>0.2 s</td>
</tr>
<tr>
<td>Tracking Duty Cycle</td>
<td>20 %</td>
</tr>
<tr>
<td>Report Interval</td>
<td>5 s</td>
</tr>
<tr>
<td>Recovery Timer</td>
<td>30 %</td>
</tr>
<tr>
<td>Initial Time</td>
<td>0.02 s</td>
</tr>
<tr>
<td>$\omega$</td>
<td>4</td>
</tr>
</tbody>
</table>

5.2 Evaluation Metrics

As energy limitation is the most challenging constraint of WSNs, we have evaluated the
proposed algorithm measuring the network lifetime, consumed energy for sensing and
the remaining energy after some intervals of time. In the other hand, we have compared
the missing rate of all algorithms to see their accomplished tracking quality.

5.2.1 Sensing Energy Consumption

Recent advances in active sensing technologies provided the sensors the ability to adjust
their sensing range in real-time. Some of these sensors are introduced in [76]. The energy
consumption of these sensor nodes depends on their sensing coverage area. Even though
the exact energy consumption as a function of sensing radius depends on the type of the
sensor and the applied technology for manufacturing the sensor node; an approximate model is given at [9] as formulated in Equation 5.1.

\[ SensingEnergyConsumption = a \times R_s^c + b, \]  

(5.1)

where parameter \( R_s \) represents the sensing radius of the sensor and \( a, b \) and \( c \) are constants depended on the applied technology at the time of manufacturing the sensor node and \( 2 < c < 4 \).

### 5.2.2 Remaining Energy

The remaining energy in the network after different intervals of time can effectively represent the energy efficiency of the target tracking algorithms as it shows both the sensing and communication energy consumption. Besides the sensing energy, a considerable amount of energy is needed for packet transmission and receiving. This energy could be consumed for sensing, transmission, computation and switching between sleep and active modes. We have taken the total remaining energy in the network into consideration, which shows the total energy consumed for both communication and sensing even though the proposed approach is for decreasing the consumed energy for sensing. The communication energy consumption is also related to the transmission radius; however, transmission range is always constant in our algorithm. We consider the energy cost model from [120].

### 5.2.3 Lifetime

There are several definitions of lifetime for WSNs. Network life time is defined in [40] as "Network lifetime is the time span from the deployment to the instant when the network is considered non-functional. When a network should be considered non-functional is, however, application specific". A pessimistic definition of the network lifetime is the time that the first node depletes its energy and fails to continue its operations [86]. In our simulation study, we have considered the lifetime of the network as the time that 75 percent of the sensor nodes are dead as suggested in [120].

### 5.2.4 Number of Dead Nodes

The deployed sensor nodes deplete their energy during the tracking depending on the time they were active for sensing and/or communication. Some of the energy might also
be used for switching between sleep and active modes. Number of dead sensors represents the possibility of network holes, where no sensor can cover that area, which affects the tracking quality of the algorithm. In addition, it reveals the ability of the algorithm to locate the target more precisely and efficiently.

### 5.2.5 Missing Rate

Evaluating a tracking algorithm in terms of missing rate represents the accomplished tracking quality. Missing rate is defined as the sum of tracking intervals that the target could not be located without increasing the radio covered area in the network divided by total number of tracking intervals during the last tracking segment. Each tracking segment is a duration of 12 hours. After each tracking segment, the current state of the system and all parameters are recorded to evaluate the tracking algorithm.

### 5.2.6 Recovery Rate

Recovery rate is denoted as the proportion of the number of the performed recovery to the number of tracking intervals. Recovery rate reveals the demand of an algorithm to wake up more sensors to assure the quality of tracking and can be drawn for different recovery steps. The radio covered area of the network is increased in each recovery step which leads to increasing energy consumption of the network. Recovery rate also represents the movement prediction accuracy and tracking quality of the network. The recovery rate can be recorded for each recovery step based on the applied recovery mechanism.

### 5.3 Simulation Study

We run the proposed algorithm for 10 days of simulation time. The results are the average of 50 iterations to provide 95% confidence interval. The proposed algorithm is compared with other two promising algorithms which are PRediction-based Activation (PRA) and Periodic PRediction-based Activation (PPRA).

The proposed tracking algorithm has been evaluated through extensive simulation using Network Simulator 2 (NS-2.35). To better understand the target tracking applications, we draw actual trajectory of the target and the estimated trajectory at the sink node using VARSA tracking algorithm for the first 12 hours in Figure 5.1. In addition, we have shown the estimated and actual location of the target for the first hour and ten
minutes of the simulation in Figures 5.2 and 5.3. In these diagrams, it is shown how the estimated trajectory of the target at the sink node is close to the actual geographical location of the target. The parameters that affect the performance of the algorithm must be tuned to improve the performance of a novel algorithm. We run several simulations to find a suitable value for each parameter in the following section.

5.3.1 Parameter Tuning

In this section, we have found a suitable value for tracking time interval and the duty cycle of the algorithm. Then, we also examined several values of \( \omega \) in the radius adjustment state of the algorithm to find the most rewarding value.

Tracking Interval Tuning

We run several simulations to find the appropriate tracking interval for the proposed algorithm. We have changed the tracking interval of the tracking algorithm in the range of \([0.06, 5]\) seconds. We have examined 13 different tracking intervals to find the best tracking interval between these numbers which suits the tracking algorithm.

The main aim of the proposed algorithm is to decrease the energy consumption for sensing in order to prolong the network lifetime while ensuring the tracking quality. Hence, we have studied the energy consumption and localization accuracy of the proposed activation technique.

Figure 5.5 shows the remaining energy of the network over time. As the tracking interval is increased from 0.06, the remaining energy of the network is also increased until the TI reaches 0.2. As the TI was increased to more than 0.2, the remaining energy of the system is less over time. So, this figure shows that the 0.2 is the best value for TI between the examined values.

The consumed energy for sensing shows to be in reverse of the remaining energy of the network as shown in Figure 5.6. Sensing energy consumption is decreased after we increased the TI from 0.06 to 0.2. It differs from the expectation that by increasing the TI, energy consumption does not change as the duty cycle of the system is the same. If the target is not missed, the active time of the network is the same. However, the occasions that the target is missed is more and the network needs to activate more sensor nodes in the recovery state to locate the target. By increasing the TI to 0.2, the tracking quality of the network was good enough to avoid energy consumptions in several recovery states. Thus, the energy consumption is increased after we increased the TI more than
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Figure 5.1: The estimated and actual location of the target in the first 12 hours

Figure 5.2: The estimated and actual location of the target in the first 1 hour

Figure 5.3: The estimated and actual location of the target in the first 10 minutes

Figure 5.4: The estimated and actual location of the target
Figure 5.5: Total Remaining Energy
Figure 5.6: Sensing Energy Consumption
Figure 5.7: Number of Dead Nodes
Figure 5.8: Missing Rate
Figure 5.9: Analysis of VARSA using different Tracking Intervals
The number of dead nodes in the network over time is shown in Figure 5.7. The number of dead nodes decreased as we increased the TI from 0.06 to 0.2. However, after we increased the TI more than 0.2, the number of dead nodes increased. Thus, this figure also reveals that the best value for TI is 0.2 between the examined values for TI.

Figure 5.8 represents the missing rate of the target. As the figure shows, the minimum missing rate over time which is the best tracking quality is achieved for TI=0.2. The missing rate is increased after we further increased the TI of the tracking algorithm.

Life time of the network reveals the ability of the network to locate the target as the network ages. Figure 5.10 confirms our previous observations that TI=0.2 is the best choice between the examined tracking intervals for VARSA.

To better analyze the algorithm, first step recovery, second step recovery, full recovery and full radius recovery rates are illustrated in Figure 5.15. When the tracking interval is 4 seconds, more first step recoveries are performed. As the tracking interval is decreased to 0.2 seconds, less first step recovery is needed to locate the missed target. However, as the tracking interval is further decreased, the number of the performed first step recoveries are higher.

In Figure 5.13, the second step recovery rate is represented. As the network ages, the number of second step recoveries are closer to the number of first step recoveries since the first step recoveries are not able to locate the target anymore. The least second step recovery rate is for tracking interval of 0.2 seconds.
Figure 5.11: Full Radius Recovery Rate

Figure 5.12: First Step Recovery Rate

Figure 5.13: Second Step Recovery Rate

Figure 5.14: Full Network Recovery Rate

Figure 5.15: Recovery Analysis of VARSA using different Tracking Intervals
Full network recovery rate is shown in Figure 5.14. This graph shows the need of the algorithm to wake up the whole sensor nodes to locate the target. Tracking interval of 0.2 seconds achieves the minimum full recovery rate.

Full radius recovery rate is shown in Figure 5.11. This figure reveals that the tracking interval of 0.2 seconds needs the least number of full radius recoveries to locate the target.

### Tracking Duty Cycle Tuning

Duty cycle of tracking is the percentage of one interval of tracking in which the network is active. One interval of tracking is the total time that the network is activated and then deactivated for detecting the target. In the first predetermined percentage of each tracking time interval, some sensor nodes are active to locate the target and in the rest of the tracking interval, all the sensor nodes are inactive. The duty cycle can be calculated using Equation 5.2.

\[
DC = \frac{AT}{TI}
\]  

(5.2)

where \( AT \) is the active time of sensing in each interval of tracking and \( TI \) is the tracking time interval.

Several simulations are conducted to find the best duty cycle for tracking. We have examined 10, 20, 35, 50, 65 and 80. The remaining energy in the network is shown in Figure 5.16. Overall, as the duty cycle is increased, the remaining energy is decreased over time; however, when the duty cycle is increased to 80, the remaining energy is increased over time since the missing rate was less and consequently, less recovery is needed. Hence, less expansion of the radio coverage area in the network is required and the remaining energy of the network is increased over time.

Figure 5.17 represents the consumed energy for sensing. Sensing energy consumption is increased as the duty cycle is increased. However, we can see that the sensing energy consumption is less for duty cycles more than 65% which shows that increasing the duty cycle causes the missing rate to be decreased and since less recovery instances are needed, less energy is consumed for sensing.

Number of dead nodes in the network is shown in Figure 5.18. This figure shows how more sensor nodes are dead after increasing the duty cycle; but after increasing the duty cycle more than 65%, again the number of dead nodes is decreased due to the less recovery needed during the tracking.
Figure 5.19 represents the missing rate of the proposed algorithm. Overall, the missing rate is increased as the network ages. Duty cycle 10% and 20% provide the least missing rate compared to the other duty cycles. Duty cycle 35% causes the highest missing rate after the third day as more nodes are dead at this time. Due to the increase of missing rate, more recovery states are initiated and the network depletes its energy faster.

Life time of the network is shown in Figure 5.21. This figure represents that the best lifetime is for the duty cycle of 10% and after that for 20%. The life time decreases as the duty cycle is increased to 35%. After this point, the life time increases.

We have selected the duty cycle to be 20% as the network life time of VARSA using duty cycle 20% is the best after the network life time of VARSA using duty cycle 10%
Figure 5.21: Network Life Time using different Duty Cycles

and it provides less missing rate when the network is tracking the target in the first days of tracking when less sensor nodes are dead.

Figure 5.26 can further show the performance of the algorithms. These figures are the rate of different recovery steps, performed in the network. This figure reveals the moments that the target was missed and the ability of the network to overcome the target missed instances.

Figure 5.23 reveals the number of first step recoveries performed during the tracking time. In the first step of recovery, all the one hop neighbours of the current detector are activated to locate the target. This figure shows a similar behaviour as the missing rate. As the duty cycle is increased, the first step recovery rate is also increased but when the duty cycle is 35%, the performed first step recoveries are more which explains the behaviour of the consumed energy for sensing and the remaining energy of the network.

Figures 5.24 and 5.25 reveal the second step recovery rate and the full recovery rate in the network relatively. The behaviour of these diagrams are similar to the first step recovery rate in the rate of increase and decrease.

Finally, Figure 5.22 shows the full radius recovery. This diagram is similar to the missing rate as this is the first recovery performed after missing a target. This figure reveals how VARSA can locate the target by extending its sensing radius to its maximum.
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Figure 5.22: Full Radius Recovery Rate

Figure 5.23: First Step Recovery Rate

Figure 5.24: Second Step Recovery Rate

Figure 5.25: Full Network Recovery Rate

Figure 5.26: Recovery Analysis of VARSA using different Duty Cycles
Sensing Radius Adjustment Rate ($\omega$) Tuning

Parameter $\omega$ in the radius adjustment algorithm plays a significant role in the performance of the algorithm. Parameter $\omega$ can be adjusted based on the requirements of the application. In this study, extensive simulations are conducted to adjust this parameter.

Figure 5.27 represents the sum of the remaining energy of sensor nodes in the network. It is shown that as the $\omega$ is increased, the remaining energy in the network increases. However, the increase is not substantial from $\omega = 4$ to $\omega = 10$.

Figure 5.28 represents the sensing energy consumption of the network. The sensing energy consumption decreases as the $\omega$ is increased but the decrease is negligible when we alter $\omega$ from $\omega = 4$ to $\omega = 10$.

Figure 5.29 represents the number of dead nodes. The number of dead nodes increases as the $\omega$ is increased.

Figure 5.30 represents the missing rate. The missing rate increases as the $\omega$ is increased.

Figure 5.31: Analysis of VARSA using different sensing radius adjustment rate ($\omega$)
Number of dead nodes in the network over time is shown in Figure 5.29. As the parameter $\omega$ is set to 10, the minimum number of dead nodes over time is achieved. Maximum number of dead nodes occurred when using $\omega = 2$.

Missing rate is shown in Figure 5.30. Before the fourth day of the tracking, the best missing rate is achieved for $\omega = 2$. However, after the fourth day, the missing rate is increased exponentially since there are more dead nodes and consequently coverage holes in the network. Overall, the minimum missing rate is achieved for $\omega = 4$. This $\omega$ also provides a more stable results for the missing rate over time.

The life time of the network is shown in Figure 5.32. The life time is increased as the $\omega$ is increased. However, the increase is not substantial when $4 < \omega < 10$. However, the life time for $\omega = 2$ is considerably less than the other instances.

As the simulation results reveal, the best value of $\omega$ is 4 as it provides the minimum missing rate over time and its life time is within 10 percent of the best life time which if for $\omega = 10$.

Recovery steps analysis, given in Figure 5.37, can also help to analyze the proposed algorithm. First step recovery rate, as provided in Figure 5.34, shows how the $\omega$ equals to 10 needs the least first step recoveries; while as the $\omega$ is decreased, the number of required first step recoveries increase. The second step recovery rate and full recovery rate behaviour is identical to the first step recovery rate as shown in Figures 5.35 and 5.36 respectively.

The weakness of using $\omega = 10$ can be shown using the required full radius recovery
Figure 5.33: Full Radius Recovery Rate

Figure 5.34: First Step Recovery Rate

Figure 5.35: Second Step Recovery Rate

Figure 5.36: Full Network Recovery Rate

Figure 5.37: Recovery Analysis of VARSA using different sensing radius adjustment rate ($\omega$)
given in Figure 5.33. This figure shows that the increase of $\omega$ leads to increasing the required number of full radius recoveries as the rate of decreasing the sensing range is higher. Thus, the decrease in the radio covered of the network does not improve the energy efficiency as it is required to expand the sensing range quickly to locate the target in most of the tracking time intervals.

5.3.2 Simulation Results

Energy Consumption Analysis

Energy efficiency of the algorithm is crucial in all the algorithms using WSNs. The goal of minimizing the energy consumption of the network is achieved as it is shown in Figure 5.38. In PRA, all the sensor nodes are dead at the fourth day and there is no more residual energy to be used for tracking. Thus, VARSA and PPRA sensing energy consumption goes higher than PRA after the first and ninth days respectively, as they are still tracking the target. VARSA consumes much less energy for sensing compared to the other two algorithms and it keeps tracking the target to the ninth day.

![Figure 5.38: Sensing Energy Consumption](image)
Figure 5.39 shows the total remaining energy in the network which represents the energy consumption for both sensing and communication. Even though PPRA and PRA are competitive in the first day but PPRA outperforms PRA thereafter. VARSA consumes more energy for communication as it needs to send an advisable sensing radius to wake up with to the next sensor; however, this overhead is negligible and the total consumed energy is less over the time using VARSA.

The number of dead nodes in the network as a function of time is shown in Figure 5.40. Generally, number of dead nodes increases with time but the speed of this increase is much less for VARSA. For instance, VARSA exhaust the total energy of 10 percent of nodes after 3 days, while the other two algorithms consumed almost all the available energy in the network at this time. Number of dead nodes shows the network holes or uncovered geographical places which might cause the target lost or tracking error. In addition, when more sensors are dead, target lost instances increases and the network expands its monitoring area to locate the target which leads to exhausting the energy of more sensor nodes and eventually an exponentially increase in the number of dead nodes. The results also reveal that when around 20 percent of the network is dead, number of dead nodes increase exponentially due to the high increase in the number of performed
recoveries.

Network life time results are summarized in Figure 5.41. Network life time is 7.9 days for VARSA; while the other two algorithms deplete the energy of the network much faster. While around 100 nodes are dead after 12 hours of tracking using PRA and in first day of tracking using PPRA; VARSA depletes the energy of 100 nodes after the fifth day. Thus, the network life time is prolonged due to the significant energy saved in sensing.

Tracking Quality Analysis

Missing rate is illustrated in Figure 5.42. VARSA does not only provide less missing rate as the time passes compared to the other two algorithms but it also initiates a full radius recovery which might cause to assist the system to locate the target without awaking more sensor nodes. Missing rate represents the tracking quality and VARSA significantly outperforms the other two algorithms after the first 36 hours. Thus, saving energy caused to improve the tracking quality over the time. By analyzing Figures 5.40 and 5.42, it can be concluded that when the number of dead nodes increases, missing rate increases drastically.
Figure 5.41: Network Life Time

Figure 5.42: Missing Rate
Recovery Mechanism Analysis

First step, second step and full recovery rates are shown in Figures 5.43, 5.44 and 5.45 respectively. These figures demonstrate high performance of VARSA as it needs to turn on less sensors than the other two algorithms. However, VARSA needs to adjust its sensing radius to cover the missing target in the first recovery step.

![Figure 5.43: First Step Recovery Rate](image)

Figure 5.43 shows that PRA requires more first step recoveries compared to PPRA and VARSA in order to locate the target. As all the sensor nodes are dead after 1.5 days using PRA, the first step recovery rate is always one after this time. It shows that the system were not able to locate the target after the first 1.5 days since there were not alive sensor nodes to locate the target.

VARSA requires the least second step recoveries compared to PRA and PPRA as shown in Figure 5.44. While PRA and PPRA need to perform the second step recovery in each tracking interval after the 1.5 and 4.5 days respectively, VARSA requires to initiate the second step recovery in 80 percent of the tracking intervals in the 10th day.

Full recovery rates for VARSA, PPRA and PRA are shown in Figure 5.45. VARSA needs less full recovery to locate the target which leads to saving more energy and helps to prolong the life time of the network.
Figure 5.44: Second Step Recovery Rate

Figure 5.45: Full Network Recovery Rate
Even though VARSA performed less first step, second step and full recoveries during the tracking, it performs a full radius recovery step. Full radius recovery aims at increasing the sensing range of the current sensor node to its maximum to locate the target. The full radius recovery rate for VARSA is shown in Figure 5.46.

![Figure 5.46: Full Radius Recovery Rate](image)

### 5.3.3 Sensor Deployment Density

In this section, we have studied the effect of the number of nodes in the network on the performance of PRA, PPRA and VARSA. In the previous experiments, we have evaluated these protocols by deploying 600 nodes with a uniform random distribution in the tracking field. The remaining energy of the network, sensing energy consumption, number of dead nodes in the network, missing rate and the life time of the network, when 200, 400 and 800 nodes are deployed in the tracking area, are evaluated in this section.

Figure 5.51 summarizes the performance evaluation of PRA, PPRA and VARSA. As deploying 200 nodes in an area of $200 \times 200$ is a very sparse deployment, the performance of none of the algorithms is good. VARSA performs marginally better in terms of missing rate and the remaining energy of the network but even for VARSA, there is no alive sensor node to locate the target after the first day of tracking.
Sensing energy consumption of PRA, PPRA and VARSA has been illustrated in Figure 5.48. This figure shows that VARSA consumes more energy for sensing after the first day of tracking compared to PRA since PRA already used all its energy for communication and sensing and it does not have energy resources to use for sensing after the first day. Thus, the fact that PRA used less sensing energy after the first day does not show its good performance as there is no more energy resources in the network to be used for sensing.

Figure 5.47: Total Remaining Energy
Figure 5.48: Sensing Energy Consumption
Figure 5.49: Number of Dead Nodes
Figure 5.50: Missing Rate
Figure 5.51: Analysis of VARSA with 200 nodes

The evaluation of target tracking using VARSA, PPRA and PRA when 400 nodes have been deployed in the tracking area is provided in Figure 5.56. VARSA outperforms PPRA and PRA significantly in terms of sensing energy consumption, remaining energy
in the network, number of the dead nodes and missing rate. After the fifth day of using VARSA, almost all of the sensor nodes are dead and VARSA is not able to locate the target anymore. However, PRA and PPRA lose their functionality after the first day of tracking.

Overall, the performance of VARSA when 400 nodes have been deployed is considerably better than deploying 200 nodes. Hence, the performance improvement of PRA and PPRA is negligible when more nodes are used. Comparing Figures 5.51 and 5.56, it can be seen that PPRA and PRA cannot keep their tracking functionality after the first day independent of the density of the deployed sensor nodes.

Figure 5.52: Total Remaining Energy
Figure 5.53: Sensing Energy Consumption
Figure 5.54: Number of Dead Nodes
Figure 5.55: Missing Rate
Figure 5.56: Analysis of VARSA with 400 nodes

Figure 5.61 illustrates the performance of VARSA, PPRA and PRA when 800 nodes
are deployed in the tracking area. The performance of VARSA improves significantly by using 800 nodes in the tracking area. As the proximity sensor nodes are cost-effective, the dense deployment of the sensor nodes are practical.

The remaining energy in the network is shown in Figure 5.57. This figure reveals that even after 10th day from the start of tracking, VARSA still preserves almost 30% of the energy that it had at the beginning of tracking. PRA depletes all of the available energy of the network within the first day. PPRA outperforms PRA in terms of remaining energy in the network as PPRA depletes the energy of the sensor nodes in six days.

Figure 5.58 reveals the sensing energy consumption of VARSA using 800 nodes. This figure shows that VARSA consumes less energy for sensing compared to PRA and PPRA. This figure shows the effect of VARSA in decreasing the sensing energy consumption. This decrease in the sensing energy consumption provides more alive sensor nodes in the network over time to detect the target. Thus, VARSA can also improve the tracking quality over time.

Number of dead nodes in the network is shown in Figure 5.59. This figure shows that VARSA provides around half of the deployed sensors to detect the target even after ten days. PRA and PPRA deplete the energy of all the sensor nodes after the first and sixth days of tracking respectively.

Figure 5.60 represents the missing rate of the target over time. Missing rate of the target is around 10% even after the tenth day of tracking. The improvement of the missing rate is due the decrease in sensing energy consumption which provided more alive sensors to detect the target over time. In addition, VARSA considerably outperforms PRA and PPRA in terms of tracking quality as PRA and PPRA are not able to track the target after first and sixth days of tracking respectively.

By comparing Figures 5.61 and 5.66, it can be seen that the performance of VARSA using dense sensor deployment is remarkably higher. However, VARSA always outperforms PRA and PPRA over time due the efficiency of the proposed sensing radius tuning regardless of the deployed sensor nodes density. In the other hand, a dense deployment of nodes using VARSA can provide even a better tracking accuracy over time and it can also prolong the network life time.

The life time of the network when VARSA is used for tracking a single target with 200, 400, 600 and 800 nodes is illustrated in Figure 5.62. This figure reveals that VARSA always outperforms PRA and PPRA in terms of the network life time. In addition, the life time of the network is increased as the number of deployed nodes in the tracking area is increased. This increase is negligible for PRA; thus, deploying a dense sensor network
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Figure 5.57: Total Remaining Energy

Figure 5.58: Sensing Energy Consumption

Figure 5.59: Number of Dead Nodes

Figure 5.60: Missing Rate

Figure 5.61: Analysis of VARSA with 800 nodes
can not improve the performance of PRA considerably. Life time of PPRA is increased significantly as more sensor nodes are deployed in the tracking area. However, VARSA still outperforms PPRA even when more sensor nodes are deployed in the network. The slope of increase of the lifetime is much higher for VARSA and the dense deployment is able to remarkably improve the life time of VARSA.

Figure 5.62: Network Life Time using different Number of Nodes

5.3.4 VARSA Evaluation using Pursue Mobility Model

The performance of VARSA for tracking a target with Random Waypoint mobility has been studied in previous sections. In this section, we have evaluated VARSA for tracking a target with Pursue mobility model. Pursue mobility model represents the mobility model of a criminal escaping from cops or a deer escaping from the hunters. Thus, the movements are quick and there is no pause during the movements. We have evaluated VARSA using Pursue mobility model for one hour of tracking, since the escape and pursue movements are not as long as the ordinary movement patterns. This simulation also reveals the functionality of the algorithms when almost all the sensor nodes are alive. The performance of VARSA is compared with PRA and PPRA in Figure 5.67.

The total remaining energy in the network when tracking a target using VARSA, PPRA and PRA for one hour is provided in Figure 5.63. This figure shows that VARSA and PPRA considerably outperform PRA; however, the remaining energy of the network is almost identical for PPRA and VARSA.
Figure 5.63: Total Remaining Energy

Figure 5.64: Sensing Energy Consumption
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Figure 5.67: Analysis of VARSA for Pursue Mobility Model

Figure 5.64 reveals the sensing energy consumption of the network over time. VARSA consumes less energy for sensing compared to PRA and PPRA. By comparing Figures 5.63 and 5.64, it can be seen that even though the remaining energy of the network was comparable using VARSA and PPRA but VARSA consumes less energy for sensing. Thus, the consumed energy for communication was more for VARSA since VARSA requires to send the advisable sensing radius to wake up with to the next predicted sensor node. This control packets overhead cause VARSA to consume more energy for sensing; however, this energy is compensated by the energy saved in sensing.

Figure 5.65 shows the number of dead nodes in the network. This figure shows that almost all of the sensor nodes are alive during the tracking as the average number of dead nodes for 50 runs is less than one node for PRA, PPRA and VARSA. Thus, this
simulation shows the performance of the evaluated algorithms when all the sensor nodes are available for sensing.

Figure 5.66 illustrates the missing rate of the target over time. This figure can reveal the tracking quality of PRA, PPRA and VARSA. Overall, the missing rate of VARSA is almost the same as the missing rate of PPRA and PRA in a short tracking time. However, it is shown in the previous sections that VARSA outperforms PPRA and PRA as the network ages. Since the performance of VARSA is comparable to PRA and PPRA in the first hour of tracking and VARSA outperforms the other two algorithms significantly over time; thus using VARSA is beneficial for target tracking applications, specially for the ones which take longer times.

5.3.5 Summary

This chapter is an aim to evaluating the performance of VARSA. Three effective parameters of the algorithms are examined in a wide range using simulations to find the most appropriate values. Tracking interval, duty cycle of activation and the rate of changing the radio covered area in sensing radius adjustment state, $\omega$, are tuned in this chapter. Then, VARSA is compared to two other promising sensor activation algorithms, PRediction-based Activation (PRA) and Periodic PRediction-based Activation (PPRA). VARSA is shown to prolong the network life time and decrease the missing rate of the target over time. In addition, the impact of the deployed sensor nodes density and the mobility model of the target is investigated in this chapter. The results reveal that dense deployment of sensor nodes can improve the tracking quality and network life time.
Chapter 6

Conclusion and Future Work

In this chapter, we have concluded this thesis with summarizing some of our important results. Then, some of the possible directions for future studies are highlighted.

6.1 Conclusion

In this thesis, the proposed algorithms for target tracking using WSNs are analyzed and compared. We have elaborated and categorized the sensor deployment techniques, node and target localization techniques and sensor activation algorithms for target tracking using WSNs. Then, we have designed a tracking algorithm including the sensor deployment, prediction model, activation mechanism, recovery technique and the localization.

A novel tracking algorithm for WSNs to decrease the consumed energy for sensing and prolong the network lifetime through real-time sensing radius adjustment is proposed in this study. Our aim is to decrease the sensing energy consumption over time by adjusting the sensing radius of the sensor nodes to only cover the AoI. VAriable Sensor Activation algorithm, VARSA, decreases the sensing energy consumption by sending the advisable sensing radius to wake up with to the next predicted sensor node in the AoI. VARSA also performs a sensing radius adjustment mechanism to further decrease the radio covered area of the network to minimize the sensing energy consumption.

Through extensive simulations, we have shown that VARSA consumes less sensing energy and achieves a lower missing rate compared to PRediction based Activation, PRA, and Periodic PRediction based activation, PPRA, algorithms using Random Waypoint mobility model for the target. In addition, VARSA outperforms the other two algorithms in terms of percentage of alive sensors over time and the total consumed energy for sensing.
and communication. VARSA improves the tracking quality as the network ages due to more available alive sensor nodes.

The performance of PRA, PPRA and VARSA using Pursue mobility model is also investigated in this thesis. While Random Waypoint model is used to evaluate the algorithms for longer tracking times and to show the performance of the tracking algorithm as the network ages; Pursue model is used for showing the performance of the algorithm in a short time of tracking. A criminal escaping form cops or a deer escaping from the hunter are two instances of the Pursue model. The simulation results has shown that VARSA consumes more energy for communication but it is compensated by the considerable energy saved for sensing.

6.2 Future Work

In this study, we have studied and analyzed the current state of art for target tracking from the sensor deployment, sensor nodes localization techniques, target localization techniques to sensor activation mechanisms. We have also proposed a tracking algorithm to decrease the sensing energy consumption. However, there are still open research directions that requires to be investigated as discussed below.

In VARSA, the source decides the next node to wake up; however, the current node can start an auction and asks all the candidates to communicate with each other and agree on one node to continue the tracking. This might increase the communication energy consumption but it can help the algorithm to preserve the sensors with less available energy alive for a longer time.

In some tracking applications, the tracker requires to be mobile and pursue the target. The tracker aggregates the location information of the target from the sensor nodes in order to decide which direction to go in order to catch the target. The functionality of VARSA for mobile trackers can be investigated in a future research study.

Tracking multiple targets using proximity sensor nodes confronts severe challenges due the limited information provided by these sensors. Hence, the problem of multiple target tracking using sensor networks requires to be investigated in another research study.

Network resilience, or the ability of network to recover from node failures, should be investigated as a future study. In addition, a real testbed of the tracking network can be implemented to better evaluate VARSA.
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