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Abstract

This thesis develops a study for the frequency warping introduced by time-domain methods. The work in this study focuses first on the time-domain methods used in the classical SPICE engine, that is the Backward Euler, the Trapezoidal Rule and the Gear’s methods. Next, the thesis considers the newly developed high-order method based on the Obreshkov formula. This latter method was proved to have the A-stability and L-stability properties, and is therefore robust in circuit simulation. However, to the best of the author’s knowledge, a mathematical study for the frequency warping introduced by this method has not been developed yet.

The thesis therefore develops the mathematical derivation for the frequency warping of the Obreshkov-based method. The derivations produced reveal that those methods introduce much smaller warping errors than the traditional methods used by SPICE. In order to take advantage of the small warping error, the thesis develops a shooting method framework based on the Obreshkov-based method to compute the steady-state response of nonlinear circuits excited by periodical sources. The new method demonstrates that the steady-state response can be constructed with much smaller number of time points than what is typically required by the classical methods.
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Chapter 1

Introduction

1.1 Problem Description and Motivation

Time-domain circuit simulation plays a very important role in the analysis and design of electronic circuits. The behavior of the circuits can be numerically modeled by a set of differential equations (DEs). Circuit simulators adopting some numerical integration formulas solve a system of differential equations approximately at a set of discrete time points. The set of nonlinear differential equations can be transformed into a set of nonlinear algebraic equations by using numerical integration methods. In time-domain circuit simulation, the class known as linear multistep methods (LMS) has been most commonly used and examples from this class include the Backward Euler (BE) method, the Trapezoidal Rule (TR) method and backward differentiation formulas (BDFs, also known as Gear’s methods).

Reference [1] introduced a new type of error measure, denoted as the warping error. Unlike the local truncation error (LTE), the warping error copes with the error introduced at each time instance accumulating in the process of integration. Warping error is formulated as a multiplication to show how the eigenvalues of the circuit characterized...
by differential equations get shifted from the original ones. Reference [1] showed that the warping error depends on the order of the accuracy of the LMS integration method. It also showed that for a fixed integration time step size, the higher order LMS integration methods introduce smaller warping error. As a result, higher order linear multistep methods are more suitable for circuit simulation in order to limit the warping effects.

Typically, time-domain simulators are expected to be very accurate while requiring limited resources of computation and shorter execution time. However, in most cases, these requirements are in conflict with each other due to the conflict between the order and stability of the integration method used in the process of solving the system of differential equations. Germund Dahlquist proved that the highest order of absolutely stable (i.e., circuits are not stable if the length of the chosen integration time step is too long) implicit LMS method is 2 [2]. In order to avoid the instability issue, most circuit simulators adopt either trapezoidal rule or the gear method of order 2 (a backward differentiation formula [3] [4]).

As stated in the previous paragraph, choosing a higher order integration method is better for circuit simulation in terms of limiting the warping error. Reference [5] addressed the above conflict by developing a new integration method, which is based on the Obreshkov formula [6]. This new integration method can be made of high order while maintaining the desired A-stability (or L-stability) property in solving the DEs. This integration method enables the transient analysis of electronic circuits to take larger step size, leading to shorter execution time compared with the classical low-order integration methods (i.e., TR or BDFs) adopted in most conventional simulators today. Furthermore, recent publications [7] [8] [9] [10] also showed that the improvement of the new A-stable and L-stable high-order method for time-domain transient simulation.
1.2 Thesis Objectives

The first objective of this thesis is to explore whether the new A-stable and L-stable high-order integration method can reduce the warping error compared with the classical low-order methods such as the Backward Euler method, the Trapezoidal Rule method and backward differentiation formulas. More specifically, the thesis seeks to derive the warping error expression of the high order method and compare it with those of classical low-order methods. Theoretical analysis and numerical examples are presented for this objective.

The second objective is to develop a shooting method framework based on the Obreshkov method to compute the steady-state response of nonlinear circuits excited by periodic sources.

1.3 Thesis Contributions

The first contribution of this thesis is showing that the new A-stable and L-stable high-order integration method indeed introduce much less warping error compared with the traditional low-order methods such as BE, TR, Gear method of order 2, which are most commonly adopted in circuit simulator. As a result, adopting the high-order integration method can not only achieve better accuracy but also maintain both the A-stability and L-stability.

The second contribution presents a shooting method framework based on the Obreshkov-based high-order method that achieves superior accuracy while requiring shorter execution time to compute the steady-state response of nonlinear circuits.
1.4 Thesis Organization

This thesis is organized as follows. Chapter 2 presents the numerical solutions of differential equations. Chapter 3 presents the derivation of the warping error for the classical integration methods. Chapter 4 presents the derivation of the warping error for the A-stable and L-stable high-order integration method. Chapter 5 presents derivation of the shooting method based on the A-stable and L-stable high-order integration method. Chapter 6 presents numerical simulations for both low-order and high-order methods adopted in shooting method.
Chapter 2
Numerical Solution of Differential Equations

This chapter presents a general background for both classical integration methods and A-stable and L-stable high-order integration methods in time-domain circuit simulation. In particular, two central concepts of these integration methods, the order and the stability of the method, will be discussed in the chapter as well as some overviews of transient simulations in these methods.

2.1 Introduction

We discuss both the classical and high-order integration methods for solving a system of nonlinear differential equations in the following form

\[ \dot{x} = f(x, t) \]  

(2.1)

where \( x \in \mathbb{R}^N \) is a vector of unknowns and \( f(x, t) : \mathbb{R}^{N+1} \rightarrow \mathbb{R}^N \) is a nonlinear mapping. The main objective in any integration method employed to solve the above system of
differential equations is to approximate the exact solution $x(t)$ at discrete time points $t_0, t_1, t_2, \ldots$ In this thesis, $x_0, x_1, x_2, \ldots$ refer to the approximations generated by the integration method and $x(t_0), x(t_1), x(t_2), \ldots$ denote the exact values of the solution.

## 2.2 Order and Local Truncation Error and Stability

**Order** Order is an important characteristic for a numerical integration method [11] [12]. We call an integration method order of $k$ if

$$x_n = x(t_n) + C h_n^{k+1} \frac{d^{k+1} x(t)}{dt^{k+1}} \bigg|_{t=t_n} + O(h_n^{k+2}).$$

where the coefficient $C$ is called the error constant of the method and its magnitude reflects the accuracy of the integration method [13]. The increment $h_n$ is the time step and $h_n = t_n - t_{n-1}$. $O(h^w)$ denotes the terms that are proportional to powers of $h$ that are larger than or equal to $w$.

**Local Truncation Error** All integration methods introduce errors, to different degree, in the process of finding numerical approximations to the solutions of differential equations. The Local Truncation Error (LTE) [14] is one possible way to measure the error introduced by a given method although we discuss another type of error measure (the warping error) throughout this thesis. LTE is defined as the $(k + 1)^{th}$ term in the above expansion (2.2) as follows

$$\text{LTE} = C h_n^{k+1} \frac{d^{k+1} x(t)}{dt^{k+1}} \bigg|_{t=t_n}. \tag{2.3}$$

LTE describes the difference between the approximation and the exact solution after only one time step when applying an integration method, assuming that no previous
error has been made, i.e., \( x_{n-1} = x(t_{n-1}) \). It can be seen that, for the same step size, an integration method with higher order introduces less LTE and this indicates that higher order methods bring more accurate approximations.

**Stability** Another important characteristic of the numerical integration methods is stability. Testing an integration method for stability is usually via the following scalar test equation [15],

\[
\frac{dx(t)}{dt} = \lambda x(t),
\]

\[\lambda \in \mathbb{C}; \quad \mathfrak{R}(\lambda) \in \mathbb{R}^-;\] 

where \( \lambda \) is a complex parameter and denotes the eigenvalue of a system. \( \mathfrak{R}(\lambda) \) describes the real part of \( \lambda \). The analytical solution to the scalar test equation (2.4) is as follows

\[x(t) = x_0 e^{\lambda t},\] 

(2.5)

where \( x(t_0) = x_0 \) is the initial condition at the time point \( t_0 \). The analytical solution is decaying exponentially if \( \mathfrak{R}(\lambda) < 0 \).

Naturally, we expect an integration method deployed to approximate the solution of the system can also satisfy the following condition (A-stable requirement) for the two successive time points (i.e., \( t_n, t_{n+1} \)),

\[|x_n| \geq |x_{n+1}| \quad n = 1, 2, \ldots\] 

(2.6)

A numerical integration method is called A-stable if its approximations to (2.4) satisfies the absolute stability requirement (2.6).

The stability region of a given integration method refers to a region in the complex \( \lambda h \)-plane where the approximate solutions generated by the method to the scalar test
equation (2.4) satisfy the absolute stability requirement (2.6). In other words, when deploying an integration method to approximate solutions for the above scalar test problem, the step size $h$ must be chosen to ensure that $\lambda h$ lie on or inside the stability region.

2.3 Classical Integration Methods and Their Stability

This section reviews briefly some classical integration methods and their stability characteristics. We focus on the linear multistep (LMS) integration methods, since LMS is an important class of existing integration methods and most commercial circuit simulation softwares are based on them in the time-domain circuit simulation. In particular, we consider the Forward Euler (FE) method, the Backward Euler (BE) method and the Trapezoidal Rule (TR) method as well as the backward differentiation formulas (BDFs, also known as Gear’s methods) [16].

To simplify the discussion of using these integration methods, we will first denote by $x_n$ the approximation obtained by a given method to $x(t)$ at $t = t_n$.

2.3.1 Forward Euler Method and Its Stability Analysis

Let us consider the Forward Euler method first for the sake of simplicity. The FE method is defined by

$$x_{n+1} = x_n + hx'_n$$

(2.7)

where $h$ denotes the time step size and $h = t_{n+1} - t_n$ and $x'_n$ refers to the approximation of $\frac{dx}{dt}$ at $t = t_n$. In other words, FE method approximates $x(t)$ at $t = t_{n+1}$ in terms of the approximation of $x(t)$ and the approximation of its derivative, both obtained at $t = t_n$.

To study the stability characteristics of the FE method, inserting the scalar test equa-
tion (2.4) into the FE formula (2.7) for the derivative term, we have the approximation at $t = t_{n+1}$, i.e. $x_{n+1}$ as follows

$$x_{n+1} = (1 + h\lambda)x_n \quad (2.8)$$

Calculating the values of $x$ at time points from $t_0$ to $t_n$ through (2.8) as follows

$$t_0 = 0 \rightarrow x(t_0) = x_0$$
$$t_1 = h \rightarrow x(t_1) = x_1 = (1 + h\lambda)x_0$$
$$t_2 = 2h \rightarrow x(t_2) = x_2 = (1 + h\lambda)x_1 = (1 + h\lambda)^2x_0 \quad (2.9)$$
$$\vdots$$
$$t_n = nh \rightarrow x(t_n) = x_n = (1 + h\lambda)^nx_0$$

If the following condition is satisfied by the FE scheme

$$|1 + h\lambda| < 1 \quad (2.10)$$

we can have $n \rightarrow \infty \Rightarrow x_n \rightarrow 0$. Considering the definition of the stability region discussed above, it can be seen that (2.10) is the stability condition for the FE method. Introducing a new variable $z = \lambda h$ and substituting $\lambda h$ with the complex polar form, $x + jy$, lead to

$$|1 + x + jy| \leq 1 \quad \text{or} \quad (1 + x)^2 + y^2 \leq 1 \quad (2.11)$$

This relation depicts a region inside a circle with center at $x = -1, y = 0$ passing through the origin in the complex plane and it can be seen in Figure 2.1.

It can be seen from the above figure that the stability region of the FE method is inside the circle and that FE method is stable for some small values of time step size $h$. If the
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Figure 2.1: The shaded area represents the stability region of the FE method.

If the magnitude of $\lambda$ is large, the time step $h$ must be reduced to make $z = \lambda h$ fall inside the unit circle.

2.3.2 Backward Euler Method and Its Stability Analysis

The Backward Euler (BE) formula is based on the following formula [17]

$$x_{n+1} = x_n + hx_{n+1}'$$  \hspace{1cm} (2.12)

to approximate $x(t)$ at $t = t_{n+1}$ given an approximation for $x(t)$ at $t = t_n$, i.e. $x_n$. Here $x_{n+1}'$ refers to the approximation of $\frac{dx}{dt}$ at $t = t_{n+1}$.

Inserting the scalar test equation (2.4) into the BE formula (2.12) for the derivative, we have the approximation $x_{n+1}$ expressed in terms of $x_n$ as follows

$$x_{n+1} = (1 - h\lambda)^{-1}x_n = (1 - z)^{-1}x_n$$ \hspace{1cm} (2.13)

then $x_n$ can be expressed in terms of the initial condition $x_0$

$$x_n = (1 - z)^{-n}x_0$$ \hspace{1cm} (2.14)
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Proceeding in similar steps as with FE method leads to the following stability condition for the BE method

\[ |(1 - z)^{-1}| \leq 1 \]  \hspace{1cm} (2.15)

then substituting \( z \) with the complex polar form, \( x + jy \), leads to

\[ (1 - x)^2 + y^2 \geq 1 \]  \hspace{1cm} (2.16)

The above relation describes a region outside a circle with center at \( x = 1, y = 0 \) passing through the origin in the complex plane as shown in Figure 2.2. It can be seen that the Backward Euler method yields decaying approximations to the test equation (2.4) for all \( \lambda \), regardless of the value of step size \( h \), in the left half plane. Thus, the BE method is an A-stable integration method.

![Figure 2.2: The shaded area represents the stability region of the BE method](image)

2.3.3 Trapezoidal Rule Method and Its Stability Analysis

The Trapezoidal Rule (TR) method is defined by

\[ x_{n+1} = x_n + \frac{h}{2}(x'_n + x'_{n+1}) \]  \hspace{1cm} (2.17)
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Inserting the scalar test equation (2.4) into the TR formula (2.17) for the derivative terms, $x_n'$ and $x_{n+1}'$, we have the approximation $x_{n+1}$ expressed in terms of $x_n$ as follows

$$x_{n+1} = \frac{1 + \frac{h\lambda}{2}}{1 - \frac{h\lambda}{2}} x_n$$

(2.18)

Proceeding in similar steps as with BE method leads to the stability region for the TR method as shown in Figure 2.3. It can be seen that the imaginary axis is the boundary of the stability region for the TR method and that the TR yields decaying approximations to the test equation (2.4) for all values of $\lambda$, regardless of the step size $h$, in the left half plane. In other words, the left half plane of the complex plane is the stability region of the TR method. Therefore the TR is also an A-stable integration method.

![Figure 2.3: The shaded area represents the stability region of the TR method](image)

2.3.4 Backward Differentiation Formulas and Their Stability Analysis

The general form of a linear k-step method [18] can be described as follow

$$\sum_{i=0}^{k} \alpha_i x_{n+k-i} = h \sum_{i=0}^{k} \beta_i x_{n+k-i}$$

(2.19)
where $h$ is fixed time step size, $k$ is the order of the LMS method and $\alpha_i$ and $\beta_i$ are the coefficients that determine the LMS method [16] [3]. Some coefficients may be zero to simplify the method.

The Gear’s methods (also known as the backward differentiation formulas) is a family of linear multistep methods with $\beta_1 = \beta_2 = \cdots = \beta_k = 0$, and Gear’s method of order $k$ can be represented by the following formula

$$
\sum_{i=0}^{k} \alpha_i x_{n+i} = h\beta_0 x_{n+k} \tag{2.20}
$$

where the coefficients $\alpha_i$ and $\beta_0$ are chosen such that the Gear’s method achieves order $k$. The k-step Gear’s method is an order $k$ method.

The simplest Gear’s method is Backward Euler method (Gear’s method of order 1) and the following are some other specific formulas of Gear’s method.

Gear’s method of order 2:

$$
x_{n+2} - \frac{4}{3} x_{n+1} + \frac{1}{3} x_n = \frac{2}{3} hf(x_{n+2}, t_{n+2}) \tag{2.21}
$$

Gear’s method of order 3:

$$
x_{n+3} - \frac{18}{11} x_{n+2} + \frac{9}{11} x_{n+1} - \frac{2}{11} x_n = \frac{6}{11} hf(x_{n+3}, t_{n+3}) \tag{2.22}
$$

Gear’s method of order 4:

$$
x_{n+4} - \frac{48}{25} x_{n+3} + \frac{36}{25} x_{n+2} - \frac{16}{25} x_{n+1} + \frac{3}{25} x_n = \frac{12}{25} hf(x_{n+4}, t_{n+4}) \tag{2.23}
$$

Figure 2.4 shows the stability regions of the Gear’s methods of order 1 to 6, and all curves close in the right half plane of the complex plane. Dahlquist proved that implicit
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LMS methods of order higher than 2, are not A-stable [2] [19], which means that the highest order of A-stable Gear’s methods is 2.

Figure 2.4: Stability regions of Gear’s method of order 1 to 6 are outside the curves and all curves close in the right half plane of the complex plane

2.3.5 A-Stability and L-stability

The A-stability [11] has been discussed above and it is a necessary property for any integration method in circuit simulation, since simulations of a stable circuit needs to be stable [20]. For example, the stability region of FE method in Figure 2.1 shows that in
2.4 OBRESHKOV-BASED HIGH-ORDER METHOD

order to yield decaying approximations to the test function (2.4), the value of \( h\lambda \) must lie in the unit circle. If \( h\lambda \) lies outside the unit circle, the approximations resulting from FE are bound to become unstable. Figure 2.1 shows that the stability region of FE method cannot cover the whole left half plane of the complex plane, so the FE method is not A-stable. Both the BE and TR methods are A-stable since their stability regions (shown in Figures 2.2 and 2.3) cover the entire left half plane.

L-stability [15] [21] is also another important concept of stability in circuit simulation, particularly in the so-called stiff circuits. A stiff system typically has some eigenvalues close to the imaginary axis and some eigenvalues lie very far away from them, all in the left half plane. We still consider the test function (2.4), an integration method is said to be L-stable if the following condition is satisfied by its two successive approximations (i.e., \( x_n \) and \( x_{n+1} \)) [22] [23] [24]

\[
\left| \frac{x_{n+1}}{x_n} \right| \to 0 \quad \text{as} \quad |\lambda| \to \infty
\] (2.24)

For example, the BE method is L-stable, whereas the TR method is not L-stable.

2.4 Obreshkov-based High-Order Method

Reference [5] presented a new integration method based on the Obreshkov formula [6] [25] for time domain circuit simulation. This method is constructed by including information from high-order derivatives. The Obreshkov formulas were first proposed in 1942 [6] as follows

\[
\sum_{i=0}^{k} \alpha_{i,k} (-1)^i h^i x^{(i)}_{n+1} = \sum_{i=0}^{k} \alpha_{i,k} h^i x^{(i)}_n
\] (2.25)

15
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This is a general form of one-step methods and it is used to approximate \( \mathbf{x}_{n+1} \). \( \mathbf{x}_n^{(i)} \) above denotes the approximation to \( \frac{d^i \mathbf{x}(t)}{dt^i} \) at the time point \( t = t_n \),

\[
\mathbf{x}_n^{(i)} \approx \left. \frac{d^i \mathbf{x}(t)}{dt^i} \right|_{t=t_n}
\]  

(2.26)

assuming that \( \mathbf{x}_n^{(i)}, i = 0, 1, \ldots, k \) are known. \( \alpha_{i,k} \) are the constant coefficients.

The above set of formulas were modified in [5][26] as follows,

\[
\sum_{i=0}^{k} \alpha_i h^i \mathbf{x}_{n+1}^{(i)} = \sum_{i=0}^{m} \beta_i h^i \mathbf{x}_n^{(i)}
\]  

(2.27)

where \( m = k - 1 \) or \( m = k - 2 \) and \( \alpha_i \) and \( \beta_i \) are the coefficients of \( \mathbf{x}_{n+1}^{(i)} \) and \( \mathbf{x}_n^{(i)} \) respectively, given by

\[
\alpha_i = (-1)^i \frac{(m + k - i)!}{(m + k)!} \frac{k!}{i!(k - i)!}
\]  

(2.28)

\[
\beta_i = \frac{(m + k - i)!}{(m + k)!} \frac{m!}{i!(m - i)!}
\]  

(2.29)

Our goal is to use this modified Obreshkov formula (2.27) to approximate the unknown vector \( \mathbf{x}(t) \) in (2.31) in the next section at discrete time instances \( t_0, t_1, t_2, \ldots \). In order to accomplish this, the modified Obreshkov formula (2.27) is to be satisfied by the approximations of \( \mathbf{x}(t) \) at two successive time instances (i.e., \( t_n, t_{n+1} \)).

As mentioned above in (2.26), we can see that \( \mathbf{x}_n^{(0)} \approx \mathbf{x}_{|t=t_n} \). So similarly, we can have \( \mathbf{x}_{n+1}^{(0)} \approx \mathbf{x}_{|t=t_{n+1}} \). \( \mathbf{x}_n^{(i)}, i = 0, 1, \ldots, m \) are assumed to be approximated already and \( \mathbf{x}_{n+1}^{(0)} \approx \mathbf{x}_{|t=t_{n+1}} \) is the approximation for the actual value of the waveform in the vector \( \mathbf{x}(t) \) at the time point \( t = t_{n+1} \).

The order and stability characteristics of the Obreshkov-based high-order formula depend on the \( m \) and \( k \) selected. [5] has proved that the Obreshkov-based high-order integration method (2.27) can approximate the solution of the differential equations up
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to the order \((k + m)\), that is

\[
\mathbf{x}_{n+1}^{(0)} - \mathbf{x}(t_{n+1}) \approx O(h^{k+m+1})
\]  

(2.30)

where \(\mathbf{x}(t_{n+1})\) represents the exact value of the waveform in the vector \(\mathbf{x}(t)\) at the time point \(t = t_{n+1}\).

It was shown in [5] [9] that the method can be both A-stable and L-stable under the condition: \(k - 2 \leq m \leq k\). Therefore, this enables the circuit simulations to take larger step sizes without violating the stability, leading to faster simulation compared with the classical low-order methods.

2.5 Application in Circuit Simulation

2.5.1 Mathematical Representation of General Circuits

In circuit simulation, we use differential equations to describe a general linear or nonlinear circuit in the time domain by using Modified Nodal Analysis (MNA) [27]

\[
G\mathbf{x}(t) + C\frac{d\mathbf{x}(t)}{dt} + f(\mathbf{x}(t)) = \mathbf{b}(t)
\]  

(2.31)

In this general equation, the memoryless elements in the circuit are described in \(G \in \mathbb{R}^{N \times N}\) matrix and respectively \(C \in \mathbb{R}^{N \times N}\) matrix is used to describe the energy storage elements. Node voltages, independent voltage sources and currents in inductors are described in the vector \(\mathbf{x}(t) \in \mathbb{R}^{N}\). And the vector \(\mathbf{b}(t) \in \mathbb{R}^{N}\) represents independent stimuli in the circuit. For nonlinear circuit, nonlinear vector \(f(\mathbf{x}(t))\) represents the nonlinear elements, such as the nonlinear inductors and capacitors as well as the currents of nonlinear conductances.
As discussed above, the behavior of the circuit can be described by a formulation of a system of nonlinear differential equations. Since both Backward Euler and Trapezoidal Rule are A-stable, they represent the simple but great integration methods for implementation in time-domain simulation of general nonlinear circuits. In this section, we consider the applications of BE and TR as examples to show how classical integration methods can be applied in transient simulation of nonlinear circuits.

First, let us rearrange the MNA formulation (2.31) into a more convenient form:

\[
\frac{d}{dt}x(t) = -Gx(t) - f(x(t))b(t)
\]  

(2.32)

Our goal here is to compute the vector of unknown waveforms \( x \) at different time instants by using the Backward Euler and Trapezoidal Rule integration methods.

### 2.5.2 Transient Analysis of General Nonlinear Circuits using Backward Euler Method

Let us consider the Backward Euler method first. According to the BE formula (2.12), we can approximate the vector of the values of the MNA waveforms \( x(t_1) \) at the time point \( t_1 \):

\[
x_1 = x_0 + h \left. \frac{dx(t)}{dt} \right|_{t=t_1}
\]  

(2.33)

where

\[
x_0 = x(t_0)
\]  

(2.34)

To approximate \( x_1 \), multiplying both sides of (2.33) by the matrix \( C \), and we can get

\[
Cx_1 = Cx_0 + hC \left. \frac{dx(t)}{dt} \right|_{t=t_1}
\]  

(2.35)
To write the MNA formulation (2.31) at the time point \( t = t_1 \), we can get
\[
C \frac{dx(t)}{dt} \bigg|_{t=t_1} = -Gx(t_1) - f(x(t_1)) + b(t_1)
\] (2.36)

Let us substitute (2.35) into (2.36). In other words, we use the Backward Euler integration formula to eliminate the time derivatives in the system of differential equations. After rearrangement we can get a system of nonlinear algebraic equations as follows
\[
(C + hG)x_1 + hf(x_1) = Cx_0 + hb(t_1)
\] (2.37)

Now, the system of nonlinear equations in \( x_1 \) can be described by the above system of equations. We assume that the right side is already known.

Further, for the generalization of the Backward Euler method, we can use the values of \( x(t) \) at the previous time point \( t = t_{n-1} \) to compute the current values of \( x(t) \) at the current time point \( t = t_n \). Thus, for the general case, we can get the corresponding systems of equations as follows
\[
(C + h_nG)x_n + h_nf(x_n) = Cx_{n-1} + h_nb(t_n)
\] (2.38)

To calculate \( x_n \), we need to solve the system of nonlinear algebraic equations by using some iterative technique such as Newton-Raphson (N-R) method. The Newton-Raphson method compute the \( x(t) \) at various time points with a linear set of equations based on a good initial guess, say \( x_n^{(0)} \). Then, the N-R method proceeds to modify the initial guess \( x_n^{(0)} \) based on the correction term \( \Delta x^{(0)} \) given by
\[
\Delta x^{(0)} = (J|_{x=x_n^{(0)}})^{-1} \left( - \Psi(x_n)|_{x_n=x_n^{(0)}} \right)
\] (2.39)
where the Jacobian matrix $J \in \mathbb{R}^{N \times N}$ is given by

$$J|_{x=x(0)} = C + h_n G + h_n \frac{\partial f}{\partial x}|_{x=x(0)}$$ (2.40)

and $\Psi(x_n)$ is defined as

$$\Psi(x_n) = (C + h_n G)x_n + h_n f(x_n) - Cx_{n-1} - h_n b(t_{n-1})$$ (2.41)

The convergence of N-R iteration at each step is typically fast (few N-R iterations are required) if we take the initial guess from the previous time step (i.e., $x_n^{(0)} = x_{n-1}$).

The Jacobian matrix of the MNA formulation is typically very sparse since its sparsity pattern is identical to the sparsity pattern of the circuit MNA formulation. Thus some sparse factorization techniques can be applied to factorize the Jacobian matrix.

### 2.5.3 Transient Analysis of General Nonlinear Circuits using Trapezoidal Rule Method

Consider the Trapezoidal Rule method (2.17), we can approximate the vector of the values of the MNA waveforms $x(t_1)$ at the time point $t_1$

$$x_1 = x_0 + \frac{1}{2}h \left( \frac{dx(t)}{dt} \bigg|_{t=t_0} + \frac{dx(t)}{dt} \bigg|_{t=t_1} \right)$$ (2.42)

To approximate $x_1$, we apply similar steps as we did above. Using the Trapezoidal Rule to transform the set of nonlinear differential equations, at different time points, into a set of nonlinear algebraic equations by eliminating the time derivatives terms. After the rearrangement we can get the following system of nonlinear algebraic equations

$$(2C + hG)x_1 + hf(x_1) = (2C - hG)x_0 - hf(x(t_0)) + h(b(t_0) + b(t_1))$$ (2.43)
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The system of nonlinear equations in \( \mathbf{x}_1 \) can be described by the above system of equations. We assume that the values of the right side are known.

Similarly, for the generalization of the Trapezoidal Rule, we have the corresponding systems of equations as follows

\[
(2C + h_nG) \mathbf{x}_n + h_n \mathbf{f}(\mathbf{x}_n) = (2C - h_nG) \mathbf{x}_{n-1} - h_n \mathbf{f}(\mathbf{x}(t_{n-1})) + h_n(\mathbf{b}(t_{n-1}) + \mathbf{b}(t_n))
\]

(2.44)

Also the Newton-Raphson method can be used to solve the above system of nonlinear algebraic equations based on a good initial guess.

2.5.4 Transient Analysis of General Nonlinear Circuits using the Obreshkov-based High-Order Method

Reference [5] presented how to apply the Obreshkov-based high-order formula into the system (2.31) to approximate \( \mathbf{x}(t_{n+1}) \) given that the approximations to \( \mathbf{x}(t_n) \) and its high order derivatives are already known. The implementation of the high-order method leads to the augmented system of equations as follows

\[
\tilde{C} \boldsymbol{\xi}_{n+1} + \tilde{G} \boldsymbol{\xi}_{n+1} + \tilde{\rho}_{n+1} = \tilde{b}_{n+1}
\]

(2.45)

where the vector \( \boldsymbol{\xi}_{n+1} \) is constructed as follows

\[
\boldsymbol{\xi}_{n+1} = \left[ \begin{array}{c} \mathbf{x}^{(0)}_{n+1}^\top \\ h \mathbf{x}^{(1)}_{n+1}^\top \\ \cdots \\ h^k \mathbf{x}^{(k)}_{n+1}^\top \end{array} \right]^\top
\]

(2.46)

where \( \top \) denotes the transpose operator, and \( \mathbf{x}^{(i)}_{n+1} = [x^{(i)}_{1,n+1} \ x^{(i)}_{2,n+1} \cdots x^{(i)}_{N,n+1}]^\top \). Here, the vector \( \mathbf{x}(t) \in \mathbb{R}^N \) consists of \( N \) individual components, (i.e., \( x_a(t), a = 1, 2, \ldots, N \)), which may be node voltages, independent voltage sources or currents in inductors and so forth.
The matrix $\tilde{G} \in \mathbb{R}^{(k+1)N \times (k+1)N}$ can be represented from $G$ as follows

$$\tilde{G} = \begin{bmatrix} G & 0 & \ldots & 0 \\ 0 & G & 0 & \ldots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & G \\ \alpha_0 I & \alpha_1 I & \ldots & \alpha_k I \end{bmatrix}$$  \quad (2.47)$$

where $I \in \mathbb{R}^{N \times N}$ is an identity matrix of size $N$.

The matrix $\tilde{C} \in \mathbb{R}^{(k+1)N \times (k+1)N}$ can be represented from $C$ as follows

$$\tilde{C} = \frac{1}{h} \begin{bmatrix} 0 & C & \ldots & 0 \\ 0 & 0 & C & \ldots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & 0 \end{bmatrix}$$  \quad (2.48)$$

The vector $\tilde{\rho}_{n+1}$ is given by

$$\tilde{\rho}_{n+1} = \begin{bmatrix} \rho_{n+1}^{(0)^\top} & \rho_{n+1}^{(1)^\top} & \ldots & \rho_{n+1}^{(k-1)^\top} & 0^\top \end{bmatrix}^\top$$  \quad (2.49)$$

where $\rho_{n+1}^{(i)} = h^i \frac{\partial^n}{\partial t^n} f(x(t))$ computed at the time instance $t_{n+1}$.

The source vector $\tilde{b}_{n+1}$ is constructed from the $h$-scaled derivatives of the independent stimuli to the circuit and the previous state variables at the time point $t = t_n$ as follows

$$\tilde{b}_{n+1} = \begin{bmatrix} b_{n+1}^{(0)^\top} & h b_{n+1}^{(1)^\top} & \ldots & h^{k-1} b_{n+1}^{(k-1)^\top} & \sum_{j=0}^{m} \beta_j h^j x^{(j)^\top} \end{bmatrix}^\top$$  \quad (2.50)$$
where \( b^{(i)}_{n+1} = \frac{d^{i} b(t)}{dt^i} \) computed at the time instance \( t_{n+1} \).

The iterative techniques such as Newton-Raphson (N-R) method can be used to solve the system of nonlinear algebraic equations (2.45). In the N-R method, the Jacobian matrix needs to be factorized at each iteration and the corresponding Jacobian matrix can be given by

\[
\tilde{J} = \begin{bmatrix}
G + J_{0,0} & \frac{1}{h} C + J_{0,1} & J_{0,2} & \cdots & J_{0,k} \\
J_{1,0} & G + J_{1,1} & \frac{1}{h} C + J_{1,2} & \cdots & J_{1,k} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
J_{k−1,0} & J_{k−1,1} & \cdots & \frac{1}{h} C + J_{k−1,k} \\
\alpha_0 I & \alpha_1 I & \cdots & \alpha_k I
\end{bmatrix}
\]  

(2.51)

where \( J_{i,j} = \frac{\partial f^{(i)}{i+1}}{\partial x^{(j)}} h^{i−j} \). It is clear that algebraic nonlinearities can be shown as follows

\[
J_{i,j} = 0 \quad \text{for} \quad i < j
\]  

(2.52)

which leads to the Jacobian matrix becoming a lower block Hessenberg matrix [28].

Comparing the structure of the Jacobian matrix of the Obreshkov-based high-order method shown in (2.51) with that of the classical low-order methods shown in (2.40), it is clear that the Jacobian matrix of the high-order method is \((k + 1)\) times larger than that of the classical low-order methods such as the Backward Euler method. This indicates that computational cost at each time step in the high order method is higher than that in the classical low-order methods.

But the Obreshkov-based high order integration method enables the circuit simulation to take larger step size, which leads to considerable reduction in the number of time steps required by the simulation. Thus, this can offset the computational cost increased due
to the larger size of the Jacobian matrix and can lead to the overall speedup compared to the classical low-order methods.
Chapter 3

Derivation of the Warping Error in Classical Integration Methods

3.1 Introduction to Warping Error

The Local Truncation Error (LTE) is a possible way to estimate the error introduced in a numerical integration method and it is an additive type of error measure. Reference [1] defined a new type of error measure, denoted as the warping error, where the term of the error introduced by the method appears as a multiplication term, in the sense that the exact solution can be recovered by multiplying the approximation, generated by the method, by the derived error term.

The warping error term derived in this chapter is formulated as the exponential function of another error term. The objective of this formulation is to enable investigating the effect of the error term on the eigenvalues of the circuit modeled by the differential equations.

In doing so, one can visualize the approximation to the eigenvalues of the system of DEs representing the circuit to be simulated.
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It was shown in [1] that the order of the accuracy of the linear multistep (LMS) integration methods is related to the warping effect and the higher order LMS integration methods bring smaller warping error for a fixed integration time step size.

The notion of warping error hinges upon the definition of an error function, $\zeta(t)$, such that

$$x(t) = x^{\text{method}}(t)e^{\zeta(t)} \tag{3.1}$$

where $x^{\text{method}}(t)$ is the approximation generated by the integration method to $x(t)$, the exact solution to the differential equation. The derivation of $\zeta(t)$ for various integration methods is the subject of this chapter. It should be noted that the error function defined above is a multiplicative term.

In the following sections, the warping error of several classical integration methods will be discussed and we will derive the warping error expressions for these formulas based on the following test equation

$$\frac{dx}{dt} + \lambda x(t) = 0, \quad \lambda \in \mathbb{C}; \quad \Re(\lambda) \in \mathbb{R}^+; \quad t \geq t_0 \tag{3.2}$$

where $\Re(\lambda)$ is the real part of the eigenvalue $\lambda$ and the analytical solution to the test equation (3.2) is

$$x(t) = x_0 e^{-\lambda t} \tag{3.3}$$

where $x(t_0) = x_0 \in \mathbb{R}$ represents the initial condition at the time point $t_0$. According to (3.3), at the time instant $t_n$, we have

$$x(nh) = x_0 e^{-\lambda nh} \tag{3.4}$$
3.2 Warping Error of the Backward Euler Method

Let us first consider the Backward Euler (BE) formula

\[ x_{n+1}^{BE} = x_n^{BE} + h \left. \frac{dx^{BE}}{dt} \right|_{t=t_{n+1}} \]  

(3.5)

where \( h \) is the fixed time step and \( t_n = nh \).

Applying the BE formula into (3.2), we have

\[ x_{n+1}^{BE} = x_n^{BE} - \lambda h x_{n+1}^{BE} \]

\[ \downarrow \]

\[ x_n^{BE} = x_{n+1}^{BE} (1 + \lambda h) \]

(3.6)

which can lead to the approximation for \( x(t) \) generated by BE method at \( t = t_n \) in terms of the initial condition \( x_0 \) as follows

\[ x_n^{BE} = \frac{1}{(1 + \lambda h)^n} x_0. \]  

(3.7)

According to the definition of error function in (3.1), the error function of the BE method \( \zeta^{BE}(t) \) can be defined as follows

\[ x(t) = x_n^{BE}(t) e^{\zeta^{BE}(t)} \]  

(3.8)

At the time instant \( t_n \), (3.8) can be rewritten as

\[ \ln(x(nh)) = \ln(x_n^{BE}(nh)) + \ln(e^{\zeta^{BE}(nh)}) \]  

(3.9)
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Substituting (3.4) and (3.7) into (3.9), we have

\[ \zeta^{BE}(nh) = -n[\lambda h - \ln(1 + \lambda h)] \]

(3.10)

The Taylor expansion of the function \( \ln(1 + \alpha \beta) \) is known as follows

\[ \ln(1 + \alpha \beta) = \sum_{i=1}^{\infty} \frac{(-1)^{i-1} \alpha \beta^i}{i} \]

(3.11)

According to (3.11), (5.1) can be rewritten as

\[ \zeta^{BE}(t_n) = -n \left( \lambda h - \sum_{i=1}^{\infty} \frac{(-1)^{i-1} \lambda^i h^i}{i} \right) \]

\[ = \sum_{i=2}^{\infty} \frac{(-1)^{i-1} \lambda^i h^{i-1}}{i} (nh) = \psi^{BE}(nh) \]

(3.12)

where \( \psi^{BE} \in \mathbb{C} \) is defined as the warping error of the Backward Euler method. It is a function of \( \lambda \) and \( h \) and is constant in time. \( \psi^{BE} \) does not depend on \( n \). Here, (3.12) describes a linear relation between the error function \( \zeta^{BE}(t_n) \) and the discrete time points \( t_n = nh \).

The above analysis indicates that (3.6) actually solves the following differential equation

\[ \frac{dx}{dt} + (\lambda + \psi^{BE})x(t) = 0, \]

(3.13)

instead of the original system (3.2). We can see from (3.13) that \( \psi^{BE} \) is added to \( \lambda \) and it warps the original eigenvalue \( \lambda \) of the system (3.2).

According to (3.12), \( |\psi^{BE}| \) is monotonic increasing w.r.t. the step size \( h \) and vanishes as a linear function of \( h \)

\[ |\psi^{BE}| \sim \frac{1}{2} |\lambda^2 h|, \quad \text{as} \quad h \to 0. \]

(3.14)
3.3 Warping Error of the Trapezoidal Rule Method

Consider the Trapezoidal Rule (TR) formula as follows

\[
x_{n+1}^{\text{TR}} = x_n^{\text{TR}} + \frac{h}{2} \left( \frac{dx^{\text{TR}}}{dt} \bigg|_{t=t_n} + \frac{dx^{\text{TR}}}{dt} \bigg|_{t=t_{n+1}} \right)
\]  

(3.15)

Applying the TR formula into (3.2), we have

\[
x_{n+1}^{\text{TR}} = x_n^{\text{TR}} - \frac{\lambda}{2} \left( x_{n+1}^{\text{TR}} + x_n^{\text{TR}} \right)
\]

\[
\downarrow
\]

\[
x_{n+1}^{\text{TR}} \left( 1 + \frac{\lambda}{2} \right) = x_n^{\text{TR}} \left( 1 - \frac{\lambda}{2} \right)
\]

(3.16)

which can lead to the TR approximation for \( x(t) \) at \( t = t_n \) in terms of the initial condition \( x_0 \) as follows

\[
x_n^{\text{TR}} = \left( \frac{1 - \lambda \frac{h}{2}}{1 + \lambda \frac{h}{2}} \right)^n x_0
\]

(3.17)

Then, we proceed in the similar steps as with the BE method to obtain the warping error expression for the Trapezoidal Rule Method.

First, rewriting the error function in (3.1) for the TR case leads to the error function \( \zeta^{\text{TR}}(t) \) as follows

\[
x(t) = x^{\text{TR}}(t) e^{\zeta^{\text{TR}}(t)}
\]

(3.18)

At the time instant \( t_n \), (3.18) can be rewritten as

\[
\ln(x(nh)) = \ln(x^{\text{TR}}(nh)) + \ln(e^{\zeta^{\text{TR}}(nh)})
\]

(3.19)
Substituting (3.4) and (3.17) into (3.19), we have

\[
\zeta^{TR}(nh) = n \left[ \lambda h - \ln \left(1 - \lambda \frac{h}{2}\right) + \ln \left(1 + \lambda \frac{h}{2}\right) \right]
\]

(3.20)

and then

\[
\zeta^{TR}(t_n) = n \left( \lambda h - \sum_{i=1}^{\infty} \frac{(-1)^{i-1}(-\lambda \frac{h}{2})^i}{i} + \sum_{i=1}^{\infty} \frac{(-1)^{i-1}(\lambda \frac{h}{2})^i}{i} \right)
\]

(3.21)

and finally we have

\[
\zeta^{TR}(t_n) = \sum_{i=2}^{\infty} \left( \frac{\lambda}{2} \right)^{2i-2} \frac{2h^{2(i-1)}}{2i-1} (nh)
\]

(3.22)

From the above analysis, it can be seen that the warping error \(\psi^{TR}\) vanishes as a quadratic function of \(h\)

\[
|\psi^{TR}| \sim \frac{1}{12} |\lambda^3 h^2|, \quad \text{as} \quad h \to 0.
\]

(3.23)

thus the Trapezoidal rule method introduces smaller warping error compared with that of the Backward Euler method shown in (3.14) [29].

It can be seen from the expression of the TR warping error (3.22) that the exponent term of the eigenvalue \(\lambda\) is always odd, which means that the TR method does not introduce real warping error parts in pure imaginary eigenvalues. By contrast, the warping error of BE has real parts due to the polynomial (3.12).

### 3.4 Warping Error of the General LMS Methods

After demonstrating the warping errors of the BE and TR methods, in the section, the warping error of the general LMS methods will be discussed, in particular we focus on the Gear’s methods.

Reference [1] defined the warping error function of the LMS methods as \(\zeta^{LMS}(t)\) as
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follows

\[ x(t) = x^{\text{LMS}}(t) e^{\lambda^{\text{LMS}}(t)} \]  

(3.24)

Let us consider the general form of the LMS methods [18], which can be described as follows

\[ \sum_{i=0}^{k} \alpha_i x(t_n + (k - i)h) - h \sum_{i=0}^{k} \beta_i \frac{dx}{dt}(t_n + (k - i)h) = 0 \]  

(3.25)

where \( h \) is the fixed time step size, \( k \) is the order of the LMS method and \( \alpha_i \) and \( \beta_i \) are the coefficients that determine the method [16] [3]. Some coefficients may be zero in some LMS methods.

Applying the general LMS formula to (3.2) and the solution to (3.2) at the time point \( t = t_n \) is supposed being affected by the warping error \( \psi^{\text{LMS}} \) as follows

\[ x^{\text{LMS}}(t) = x_0 e^{-(\lambda + \psi^{\text{LMS}})nh} \]  

(3.26)

The substitution of \( x^{\text{LMS}}(t) \) in (3.2) and the implementation of the general LMS methods in (3.2) lead to

\[ x_0 e^{-(\lambda + \psi^{\text{LMS}})(n+k)h} \sum_{i=0}^{k} (\alpha_i - h\lambda\beta_i) e^{(\lambda + \psi^{\text{LMS}})ih} = 0 \]  

(3.27)

where the multiplicative term \( x_0 e^{-(\lambda + \psi^{\text{LMS}})(n+k)h} \neq 0 \), \( \forall (\lambda + \psi^{\text{LMS}}) \in \mathbb{C} \) can be eliminated, and then we have

\[ \sum_{i=0}^{k} (\alpha_i - h\lambda\beta_i) e^{(\lambda + \psi^{\text{LMS}})ih} = 0 \]  

(3.28)

Introducing a new variable \( z(h) \) as follows

\[ z(h) = e^{(\lambda + \psi^{\text{LMS}})h} \]  

(3.29)

So we can simplify (3.28) to

\[ \sum_{i=0}^{k} (\alpha_i - h\lambda\beta_i) z^i(h) = 0 \]  

(3.30)
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which is a polynomial equation of order $k$ in terms of the new variable $z(h)$ and has $k$ roots. It is clear that the warping error is related to the roots of the above equation. Reference [1] proved that the warping error for any LMS method is unique in spite of the $k$ roots that the equation has.

Let us start the derivation of the warping error $\psi^{LMS}$ of the LMS methods.

First considering the following equation

$$z = e^{-(\lambda + \psi^{LMS})h}$$
$$= e^{-\lambda h} e^{-\psi^{LMS}h}$$

After Taylor expansion, we have

$$z = \sum_{m=0}^{\infty} \frac{(-\lambda h)^m}{m!} \cdot \sum_{m=0}^{\infty} \varrho_m \frac{(-\lambda h)^m}{m!}$$
$$= \left(1 - \lambda h + \frac{(\lambda h)^2}{2!} - \frac{(\lambda h)^3}{3!} + \cdots \right)$$
$$\cdot \left(\varrho_0 - \varrho_1 \lambda h + \varrho_2 \frac{(\lambda h)^2}{2!} - \varrho_3 \frac{(\lambda h)^3}{3!} + \cdots \right)$$

$$= \varrho_0 - (\varrho_0 + \varrho_1) \lambda h + \left(\frac{\varrho_0}{2!} + \varrho_1 + \frac{\varrho_2}{2!} \right) (\lambda h)^2$$
$$- \left(\frac{\varrho_0}{3!} + \frac{\varrho_1}{2!} + \frac{\varrho_2}{2!} + \frac{\varrho_3}{3!} \right) (\lambda h)^3 + \cdots$$

(3.32)

where $\varrho_m \in \mathcal{C}$ represents any possible dependence of $\psi^{LMS}$ on $\lambda h$. Assuming $e^{-\psi^{LMS}h}$ is expandable in Taylor series. Reference [1] merged these two series in one by introducing a new variable $\rho_m$ and by appropriately grouping some coefficients,

$$z = \sum_{m=0}^{\infty} (1 + \rho_m) \frac{(-\lambda h)^m}{m!}$$

(3.33)

where the $\rho_m$ terms represent the combinations of the different $\varrho_m$ terms. It can be seen from the above equation that $z(0) = 1$, which means $\rho_0 = 0$. 
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It has been proved that

\[
\rho_m = \begin{cases} 
0 & \text{for } 0 \leq m \leq k \\
-1 - (k + 1) \frac{\sum_{i=0}^{k} \beta_i \alpha_i^{(k+1)}}{\sum_{i=0}^{k} \alpha_i \alpha_i^{(k+1)}} & \text{for } m = k + 1 \\
-1 - (\rho_{m-1} + 1)m \frac{\sum_{i=0}^{k} \beta_i \alpha_i^{m-1}}{\sum_{i=0}^{k} \alpha_i \alpha_i^{m}} & \text{for } m \geq k + 2
\end{cases}
\] (3.34)

and that

\[
\varrho_m = \begin{cases} 
1 & \text{for } m = 0 \\
0 & \text{for } m \in \{1, 2, \ldots, k\} \\
\rho_{k+1} & \text{for } m = k + 1
\end{cases}
\] (3.35)

where \( k \) represents the order the LMS integration method and the above results indicates that \( \psi_{LMS} \) depends on the order of the method.

According to (3.34), examples of value \( \rho_{k+1} \) for some classical integration methods are as follows

- **Backward Euler method**: \( \rho_{BE}^2 = -1 - 2 \frac{0}{-1} = -1 \) (3.36)

- **Trapezoidal Rule method**: \( \rho_{TR}^2 = -1 - 2 \frac{0 + 1}{0 - 2} = 0 \) (3.37)

- **Trapezoidal Rule method**: \( \rho_{TR}^3 = -1 - 3 \frac{0 + 1}{0 - 2} = \frac{1}{2} \) (3.38)

- **Gear’s method of order 2**: \( \rho_{Gear}^2 = -1 - 3 \frac{0 + 0}{0 + 2 - 4} = -1 \) (3.39)

We derive the warping error expressions for Gear’s methods based on the above warping error analysis of the LMS methods.
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Let us consider several warping error examples of the Gear’s method, and the general form of Gear’s method of order $k$ can be represented as follows

$$
\sum_{i=0}^{k} \alpha_i x_{n+i} = h\beta_0 x'_{n+k}
$$

(3.40)

where the coefficients $\alpha_i$ and $\beta_0$ in (3.25) are chosen such that the Gear’s method achieves order $k$.

**Gear’s Method of Order 2** According to (3.31) and (3.32), we have

$$
e^{-\psi_{LMS}h} = \sum_{m=0}^{\infty} \varrho_m \frac{(-\lambda h)^m}{m!}
$$

(3.41)

$$
= \varrho_0 - \varrho_1 \lambda h + \varrho_2 \frac{(\lambda h)^2}{2!} - \varrho_3 \frac{(\lambda h)^3}{3!} + \cdots
$$

For Gear of order 2 case, (3.41) can be rewritten as

$$
e^{-\psi_{GEAR2}h} \approx \varrho_0 - \varrho_1 \lambda h + \varrho_2 \frac{(\lambda h)^2}{2!} - \varrho_3 \frac{(\lambda h)^3}{3!} + \varrho_4 \frac{(\lambda h)^4}{4!} - \varrho_5 \frac{(\lambda h)^5}{5!}
$$

(3.42)

where the terms that are higher than order 5 are very small and can be ignored. Some calculations based on (3.34) and (3.35) can lead to

$$
\varrho_0 = 1
\varrho_1 = \varrho_2 = 0
\varrho_3 = -1
\varrho_4 = 3
\varrho_5 = -6
$$

(3.43)

Substituting (3.43) into (3.42), we have

$$
e^{-\psi_{GEAR2}h} = 1 + \frac{(\lambda h)^3}{6} + \frac{(\lambda h)^4}{8} + \frac{(\lambda h)^5}{20}
$$

(3.44)
then (3.44) can be rewritten as

$$\ln e^{-\psi_{GEAR^2} h} = -\psi_{GEAR^2} h = \ln \left( 1 + \frac{(\lambda h)^3}{6} + \frac{(\lambda h)^4}{8} + \frac{(\lambda h)^5}{20} \right)$$  (3.45)

Proceeding in the similar steps as with BE in (5.1), (3.11) and (3.12) lead to the final warping error expression of the Gear’s method of order 2 as follows

$$\psi_{GEAR^2} = \sum_{i=1}^{\infty} (-1)^{\frac{3}{6}} \left[ \frac{(\lambda h)^3}{6} + \frac{(\lambda h)^4}{8} + \frac{(\lambda h)^5}{20} \right]^{\frac{1}{ih}}$$  (3.46)

**Gear’s Method of Order 3** Proceeding in the same steps as with Gear’s Method of Order 2 ends up with

$$\psi_{GEAR^3} = \sum_{i=1}^{\infty} (-1)^{\frac{1}{24}} \left[ \frac{-1}{24}(\lambda h)^4 + \frac{-1}{30}(\lambda h)^5 \right]^{\frac{1}{ih}}$$  (3.47)

**Gear’s Method of Order 4** Similarly as above, we have

$$\psi_{GEAR^4} = \sum_{i=1}^{\infty} (-1)^{\frac{5}{36}} \left[ \frac{(\lambda h)^5}{3!} + \frac{5}{6}(\lambda h)^6 \right]^{\frac{1}{ih}}$$  (3.48)

### 3.5 Discussion

This chapter presented the derivation of the warping error in numerical integration methods utilized by SPICE-based simulators [30], such as the Backward Euler method, the Trapezoidal Rule method and the Gear’s methods. This new type of error measure copes with the error accumulation at each integration time step in the numerical integration process and the warping error term is formulated as a multiplicative term in order to visualize the perturbation of the eigenvalues of the system of differential equations modelling the circuits to be simulated.
Chapter 4

Derivation of the Warping Error in Obreshkov-based High-Order Integration Methods

Compared with the classical low-order integration methods discussed in the previous chapter, such as the Backward Euler method, the Trapezoidal Rule method and the Gear’s methods, the new A-stable and L-stable Obreshkov-based high-order integration method is constructed by including information from higher-order derivatives. This chapter presents the derivation of the warping error in the Obreshkov-based high-order integration methods.

Recall the Obreshkov-based high-order formula as follows

\[
\sum_{i=0}^{k} \alpha_i h^i x_{n+1}^{(i)} = \sum_{i=0}^{m} \beta_i h^i x_n^{(i)} \tag{4.1}
\]

where \( h \) is the time step size and \( t_n = nh \), and

\[
\alpha_i = (-1)^i \frac{(m + k - i)!}{(m + k)!} \frac{k!}{i!(k - i)!} \tag{4.2}
\]
\[
\beta_i = \frac{(m+k-i)!}{(m+k)!} \frac{m!}{i!(m-i)!} \tag{4.3}
\]

Applying the high-order formula into the test equation \( \frac{dx}{dt} + \lambda x(t) = 0 \) in (3.2) leads to

\[
x_{n+1}^{\text{High}} = \frac{\beta_0 + \beta_1(-\lambda h)^1 + \beta_2(-\lambda h)^2 + \cdots + \beta_m(-\lambda h)^m}{\alpha_0 + \alpha_1(-\lambda h)^1 + \alpha_2(-\lambda h)^2 + \cdots + \alpha_k(-\lambda h)^k} \cdot x_n^{\text{High}} \tag{4.4}
\]

then the approximate solution to the scalar system (3.2) at \( t = t_n \) in terms of the initial condition \( x_0 \) is as follows

\[
x_n^{\text{High}} = \left( \frac{\beta_0 + \beta_1(-\lambda h)^1 + \beta_2(-\lambda h)^2 + \cdots + \beta_m(-\lambda h)^m}{\alpha_0 + \alpha_1(-\lambda h)^1 + \alpha_2(-\lambda h)^2 + \cdots + \alpha_k(-\lambda h)^k} \right)^n \cdot x_0 \tag{4.5}
\]

Let us introduce two new variables \( A \) and \( B \) as follows

\[
B = \beta_0 + \beta_1(-\lambda h)^1 + \beta_2(-\lambda h)^2 + \cdots + \beta_m(-\lambda h)^m \tag{4.6}
\]

and,

\[
A = \alpha_0 + \alpha_1(-\lambda h)^1 + \alpha_2(-\lambda h)^2 + \cdots + \alpha_k(-\lambda h)^k \tag{4.7}
\]

So we can simplify (4.5) to

\[
x_n^{\text{High}} = \left( \frac{B}{A} \right)^n x_0 \tag{4.8}
\]

According to the definition of error function in (3.1), the error function of the modified Obreshkov high-order method \( \zeta^{\text{High}}(t) \) can be defined as follows

\[
x(t) = x^{\text{High}}(t) e^{\zeta^{\text{High}}(t)} \tag{4.9}
\]

At the time instant \( t_n \), by recalling that \( x(nh) = x_0 e^{-\lambda nh} \), and the substitution of \( x_n^{\text{High}} \) in (4.9) lead to

\[
\zeta^{\text{High}}(nh) = -n(\lambda h + \ln B - \ln A) \tag{4.10}
\]
4.1. **HIGH-ORDER METHOD OF ORDER 2 \((K = 1, M = 1)\)**

Expanding \(\ln(A)\) and \(\ln(B)\) in Taylor series similar to BE and TR discussed above, we can have

\[
\zeta_{\text{High}}(nh) = -n \left\{ \lambda h + \sum_{j=1}^{\infty} \frac{(-1)^{j-1}}{j} \left[ (B - 1)^j - (A - 1)^j \right] \right\}
\]

(4.11)

since \(\alpha_0 = 1\) and \(\beta = 1\), (4.11) can be written as

\[
\zeta_{\text{High}}(nh) = -n \left\{ \lambda h + \sum_{j=1}^{\infty} \frac{(-1)^{j-1}}{j} \left[ \sum_{i=1}^{m} \beta_i (-\lambda h)^i \right]^j - \left[ \sum_{i=1}^{k} \alpha_i (-\lambda h)^i \right]^j \right\}
\]

(4.12)

Let us consider several examples of the Obreshkov-based high-order integration formulas.

### 4.1 High-Order Method of Order 2 \((k = 1, m = 1)\)

The substitution of \(k = 1\) and \(m = 1\) in (4.7) and (4.6) respectively lead to

\[
A = 1 + \frac{\lambda h}{2}, \quad B = 1 - \frac{\lambda h}{2}
\]

(4.13)

Substituting (4.13) into (4.11) lead to

\[
\zeta^{\text{High}}(nh) = -n \left\{ \lambda h + \sum_{j=1}^{\infty} \frac{(-1)^{j-1}(-\lambda h)^j}{j} - \sum_{j=1}^{\infty} \frac{(-1)^{j-1}(\lambda h)^j}{j} \right\}
\]

(4.14)

then we have

\[
\zeta^{\text{High}}(nh) = -n \left\{ \lambda h + \sum_{i=2}^{\infty} \left( \frac{\lambda}{2} \right)^{2i-2} \frac{2h^2}{2i-1} (dh) \right\}
\]

(4.15)

which is the same as TR method in (3.22). Thus, the order of the high-order method is \((k + m) = 2\). The error function approximation of the high order method of order 2 (when \(k = 1\) and \(m = 1\)) as follows

\[
\zeta^{\text{High}}(nh) \approx -n \left\{ \frac{1}{12}(-\lambda h)^3 + \frac{1}{80}(-\lambda h)^5 + \frac{1}{448}(-\lambda h)^7 + \frac{1}{2304}(-\lambda h)^9 + \cdots \right\}
\]

(4.16)
where the higher order terms are very small and can be ignored.

### 4.2 High-Order Method of Order 3 \((k = 2, m = 1)\)

Proceeding in the same steps as above, we can have

\[
B = \beta_0 + \beta_1(-\lambda h) = 1 + \frac{1}{3}(-\lambda h)
\]
\[
A = \alpha_0 + \alpha_1(-\lambda h) + \alpha_2(-\lambda h)^2 = 1 + \frac{-2}{3}(-\lambda h) + \frac{1}{6}(-\lambda h)^2
\]

then substituting (4.17) into (4.11) lead to

\[
\zeta^{\text{High}}(nh) = -n \left( \lambda h + \sum_{j=1}^{\infty} \frac{(-1)^{j-1}}{j} \left( \left[ \frac{1}{3}(-\lambda h)^j - \frac{-2}{3}(-\lambda h) + \frac{1}{6}(-\lambda h)^2 \right] \right) \right) = -n \left( \lambda h + \sum_{j=1}^{\infty} \frac{(-1)^{j-1}}{270} \left( \frac{-2}{648}(-\lambda h)^6 - \frac{-1}{6804}(-\lambda h)^7 + \cdots \right) \right)
\]

then we have the error function approximation of the high order method of order 3 (when \(k = 2\) and \(m = 1\)) as follows

\[
\zeta^{\text{High}}(nh) \approx -n \left\{ -\frac{1}{72}(-\lambda h)^4 - \frac{1}{270}(-\lambda h)^5 - \frac{1}{648}(-\lambda h)^6 - \frac{1}{6804}(-\lambda h)^7 + \cdots \right\}
\]

where the higher order terms are very small and can be ignored. It can be seen from (4.19) that the order of the high-order method is \((k + m) = 3\).

### 4.3 High-Order Method of Order 4 \((k = 2, m = 2)\)

Proceeding in the same steps as above, we can have

\[
B = \beta_0 + \beta_1(-\lambda h) + \beta_2(-\lambda h)^2 = 1 + \frac{1}{2}(-\lambda h) + \frac{1}{12}(-\lambda h)^2
\]
\[
A = \alpha_0 + \alpha_1(-\lambda h) + \alpha_2(-\lambda h)^2 = 1 + \frac{-1}{2}(-\lambda h) + \frac{1}{12}(-\lambda h)^2
\]
then substituting (4.20) into (4.11) lead to
\[
\zeta_{\text{High}}(nh) = -n\left(\lambda h + \sum_{j=1}^{\infty} \frac{(-1)^{j-1}}{j} \left(\frac{1}{2}(-\lambda h) + \frac{1}{12}(-\lambda h)^2j - \frac{1}{2}(-\lambda h) + \frac{1}{12}(-\lambda h)^2j\right)\right)
\]
(4.21)

then we have the error function approximation of the high order method of order 4 (when \(k = 2\) and \(m = 2\)) as follows
\[
\zeta_{\text{High}}(nh) \approx -n \left\{ -\frac{1}{720}(-\lambda h)^5 - \frac{1}{12096}(-\lambda h)^7 + \frac{11}{2737152}(-\lambda h)^{11} + \frac{13}{38817792}(-\lambda h)^{13} + \cdots \right\}
\]
(4.22)

where the higher order terms are very small and can be ignored. It can be seen from (4.22) that the order of the high-order method is \((k + m) = 4\).

### 4.4 High-Order Method of Order 5 \((k = 3, m = 2)\)

Proceeding in the same steps as above, we can have
\[
B - 1 = \frac{2}{5}(-\lambda h) + \frac{1}{20}(-\lambda h)^2
\]
\[
A - 1 = \frac{3}{5}(-\lambda h) + \frac{3}{20}(-\lambda h)^2 + \frac{1}{60}(-\lambda h)^3
\]
(4.23)

then substituting (4.23) into (4.11) lead to
\[
\zeta_{\text{High}}(nh) = -n\left(\lambda h + \sum_{j=1}^{\infty} \frac{(-1)^{j-1}}{j} \left(\frac{2}{5}(-\lambda h) + \frac{(-\lambda h)^2}{20}j - \frac{3}{5}(-\lambda h) + \frac{3}{20}(-\lambda h)^2 + \frac{-(\lambda h)^3}{60}j\right)\right)
\]
(4.24)

and finally we can have the error function approximation of the high order method of order 5 (when \(k = 3\) and \(m = 2\)) as follows
\[
\zeta_{\text{High}}(nh) \approx -n \left\{ \frac{1}{7200}(-\lambda h)^6 + \frac{1}{42000}(-\lambda h)^7 + \frac{1}{120000}(-\lambda h)^8 + \frac{1}{1012500}(-\lambda h)^9 + \cdots \right\}
\]
(4.25)
where the higher order terms are very small and can be ignored. It can be seen from (4.25) that the order of the high-order method is \((k + m) = 5\).

### 4.5 High-Order Method of Order 6 \((k = 3, m = 3)\)

Proceeding in the same steps as above, we can have

\[
B - 1 = \beta_1(-\lambda h) + \beta_2(-\lambda h)^2 + \beta_3(-\lambda h)^3 = \frac{1}{2}(-\lambda h) + \frac{1}{10}(-\lambda h)^2 + \frac{1}{120}(-\lambda h)^3
\]

\[
A - 1 = \alpha_1(-\lambda h) + \alpha_2(-\lambda h)^2 + \alpha_3(-\lambda h)^3 = \frac{-1}{2}(-\lambda h) + \frac{1}{10}(-\lambda h)^2 + \frac{-1}{120}(-\lambda h)^3
\]

substituting (4.26) into (4.11) lead to

\[
\zeta_{\text{High}}(nh) = -n \left[ \lambda h + \sum_{j=1}^{\infty} \frac{(-1)^{j-1}}{j} \left( \left[ \frac{(-\lambda h)^2}{2} + \frac{(-\lambda h)^3}{10} + \frac{(-\lambda h)^3}{120} \right]^j \right) 
- \left[ \frac{-(-\lambda h)}{2} + \frac{(-\lambda h)^2}{10} + \frac{(-\lambda h)^3}{120} \right]^j \right] \right] \tag{4.27}
\]

Then we can have the error function approximation of the high order method of order 6 (when \(k = 3\) and \(m = 3\)) as follows

\[
\zeta_{\text{High}}(nh) \approx -n \left\{ \frac{(-\lambda h)^7}{100800} + \frac{(-\lambda h)^9}{2592000} + \frac{(-\lambda h)^{11}}{190080000} + \frac{(-\lambda h)^{13}}{6739200000} + \cdots \right\} \tag{4.28}
\]

where the higher order terms are very small and can be ignored. It can be seen from (4.28) that the order of the high-order method is \((k + m) = 6\).

As mentioned earlier in chapter 3 and in the warping error expression of TR method (is the same as the high-order method of order 2 with \(k = m = 1\)) shown in (4.16) that the exponent term of the eigenvalue \(\lambda\) is always odd. This means that the high-order method of order 2 does not introduce real warping error parts in pure imaginary
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eigenvalues. If looking into (4.22) and (4.28), it can be seen that the high-order method of order 4 (with \( k = m = 2 \)) and the high-order method of order 6 (with \( k = m = 3 \)) also have the same property. In contrast, the real parts of the warping error exist in the high-order method of order 3 (with \( k = 2 \) and \( m = 1 \)) and in the high-order method of order 5 (with \( k = 3 \) and \( m = 2 \)), and this can be shown in (4.19) and (4.25).

4.6 Discussion

This chapter presented the derivation of the warping error in the Obreshkov-based high-order integration methods. The selection of \( k \) and \( m \) in the high-order integration formula determines the order and the stability characteristics of the method itself. Reference [5] proved that this new high-order integration method can approximate the solution of the differential equations up to the order \( (k + m) \) and that the numerical stability condition of the high-order integration method is \( k - 2 \leq m \leq k \). All the cases discussed above are under this numerical stability condition. The numerical results will be presented to compare the warping errors of these high-order methods and the warping errors of the classical low-order methods in the next chapter, such as the Backward Euler, the Trapezoidal Rule and the Gear’s methods.
Chapter 5

Derivation of Shooting Method Based on the High Order Integration Methods

We have derived the warping error expressions for the classical low-order integration methods, such as BE, TR and the Gear’s methods, and the A-stable and L-stable Obreshkov-based high-order integration methods in Chapter 3 and Chapter 4, respectively. This chapter compares the warping error of the high-order methods against the warping error of the classical low-order methods. It will be shown that the warping error of the high-order methods is smaller than that of the low-order methods. In order to inspect how the smaller warping error in the high-order methods can affect the general circuit simulation tasks, say steady state analysis using the shooting method, we will derive the shooting method based on the high-order integration methods later in this chapter.
5.1 Numerical Comparison between Warping Error in High-Order and Low-Order Methods

The main objective of this section is to compare the values of the warping error in different integration methods such as BE, TR, Gear methods of order 2, 3, 4 and high-order methods of order 2, 3, 4, 5, 6, respectively. Note that high-order method of order 2 is actually equivalent to the TR.

As discussed in the previous chapters, \( \psi^{\text{Method}} \in \mathbb{C} \) is the so-called the warping error of an integration method and it is a function of the system eigenvalue \( \lambda \) and time step size \( h \). \( \psi^{\text{Method}} \) is constant in time. The linear test function \( \frac{dx}{dt} + \lambda x(t) = 0 \) in (3.2) has been used to derive the warping error expressions \( \psi^{\text{Method}} \) for the classical low order methods in Chapter 3, such as BE, TR and the Gear’s methods and has been used to derive the warping error function expressions \( \zeta^{\text{Method}} \) for the Obreshkov-based high-order methods, say high-order method of order 2, 3, 4, 5 and 6. It should be noted that the following equation describes a simple linear relation between the warping error \( \psi^{\text{Method}} \) and the warping error function \( \zeta^{\text{Method}}(t_n) \)

\[
\zeta^{\text{Method}}(t_n) = \psi^{\text{Method}} \times (nh)
\]  

(5.1)

where the discrete time points \( t_n = nh \). Therefore, the values of the warping error in the high-order methods can be easily obtained based on the relation above.

As mentioned above, the warping error \( \psi^{\text{Method}} \in \mathbb{C} \) in any integration method is a function of the system eigenvalue \( \lambda \) and time step size \( h \). Let us first consider a system with a purely imaginary eigenvalue case, say \( \lambda = -j \). The imaginary and the real parts of the warping error results in different integration methods are shown in Figure 5.1 and Figure 5.2, respectively. The values of the warping error are computed repeatedly for \( 0.001 \leq h \leq 0.1 \).
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In both figures, the dashed line represents the BE method, the solid lines represent the Gear’s methods of order 2, 3, 4 (GEAR2, GEAR3, GEAR4, respectively), and the dotted lines represent the Obreshkov-based high-order methods of order 2 (same as TR), 3, 4, 5, 6, respectively.

It can be seen in Figure 5.1 that the Obreshkov-based high-order methods of order 3, 4, 5, 6 outperform the Gear’s methods of order 3, 4 and that the Obreshkov-based high-order methods of order 2 (same as TR) outperforms the Gear’s method of order 2. Here outperform is to be understood as producing much lower warping error. In Gear’s methods, the higher order methods introduce smaller warping error. Similarly, in the Obreshkov-based high-order methods, higher order methods always perform better. It shows that the BE method introduces the largest warping error compared with all the other methods.

Figure 5.2 shows that the high-order method of order 2, 4, 6, respectively, do not introduce real warping-error components for the pure imaginary eigenvalue, i.e., \( \lambda = -j \). This is because the exponent of the \( \lambda \) term of the warping error expressions in these methods are always odd, which can be seen in (4.16), (4.22) and (4.28). By contrast, Figure 5.2 shows that the real parts of the warping error exist in the high-order method of order 3 and 5. Because the warping error expressions in these two methods have both odd and even power terms, which are shown in(4.19) and (4.25).

It should be noted that all these methods, except the Gear’s methods of order 3 and 4, are all A-stable.
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Figure 5.1: Imaginary part of warped eigenvalue -j
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Figure 5.2: Real part of warped eigenvalue -j
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Figure 5.3: Real part of warped eigenvalue -1
5.2 IMPLEMENTATION OF SHOOTING METHOD BASED ON THE HIGH-ORDER INTEGRATION METHODS

We also consider a real eigenvalue \( \lambda = -1 \) case to compare the values of the warping error in different integration methods as shown in Figure 5.3 above. In this case, it is obvious that the values of the warping error are real for all the integration methods.

Figure 5.3 shows that the Obreshkov-based high-order methods of order 4, 5 and 6 outperform the Gear’s methods of order 4 and that the Obreshkov-based high-order method of order 3 outperforms the Gear’s method of order 3 as well as that the Obreshkov-based high-order method of order 2 (same as TR) outperforms the Gear’s method of order 2. Within both the Gear’s methods and the Obreshkov-based high-order methods, the higher order methods always introduce less warping error. Again, the BE method is showed to introduce the largest warping error compared with all the other higher order integration methods.

5.2 Implementation of Shooting Method Based on the High-Order Integration Methods

It can be seen from the previous section that the warping error in the Obreshkov-based high-order integration methods is much smaller than the warping error in the classical low-order methods, such as the Backward Euler, the Trapezoidal Rule and the Gear’s methods. In order to take advantage that the warping error in the high-order methods is smaller, this section presents a new way to implement the shooting method by using the Obreshkov-based high-order methods (high-order shooting method).

5.2.1 Introduction to the Shooting Method

The main objective in the shooting method [31] [32] is to search for a suitable set of initial conditions that can bypass the long transient phase in finding the steady-state response in circuit simulation. Reconsider the following system that describes a general
nonlinear linear circuit in the time-domain using the MNA formulation

\[ Gx(t) + C \frac{dx(t)}{dt} + f(x(t)) = b(t) \]  \hspace{1cm} (5.2)

Assume that the vector \( x_0^* \) is the optimum set of initial conditions, which when used as the initial conditions for \( x(t) \) at \( t = t_0 \), there will be no transient phase and the circuit can directly enter into the periodic steady-state. In other words, if transient analysis is carried out with the initial conditions of \( x(0) = x_0^* \), and continued for a period of time up to \( t = T \), where \( T \) represents the common period of the circuit periodic excitation sources, then we can get

\[ x(T) = x(0) = x_0^* \]  \hspace{1cm} (5.3)

Introducing the concept of State-Transition Function (STF), around which the main idea of shooting method is built. The STF is defined for a system described by differential equations as a function that takes as input the values of the system state at certain time point, such as \( t = t_0 \), i.e., \( x(t_0) \), and a period of time \( \Delta T \) and yields its output, the system state at time point \( t = t_0 + \Delta T \), i.e., \( x(t_0 + \Delta T) \). Here, the system state represents the MNA variables.

Figure 5.4 illustrates the concept of the STF.

![Figure 5.4: Graphical description of the notion of STF](image)

The STF can be described by the notation \( \phi(x_0, t_0, \Delta T) \), where \( x_0 = x_0(t_0) \). Based on
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the definition of STF, we have

\[ x(t_0 + \Delta T) = \phi(x_0, t_0, \Delta T) \]  

(5.4)

Employing the definition of STF in (5.4), (5.3) can be rewritten as

\[ \phi(x^*_0, t_0, \Delta T) = x^*_0 \]  

(5.5)

Therefore, the optimum initial condition \( x^*_0 \) can be regarded as the solution vector for \( x_0 \), which satisfies the following nonlinear system of equations,

\[ \psi(x_0) \equiv \phi(x_0, t_0, T) - x_0 = 0 \]  

(5.6)

Solving the above system of nonlinear equations (5.6) can be achieved through using some iterative techniques, such as the Newton-Raphson (N-R) method, and it is called the Newton shooting method.

Then we presents how the new A-stable and L-stable Obreshkov-based high-order integration method can be employed inside the shooting method and inspect whether better accuracy can be achieved by adopting the high-order methods, compared with the low-order shooting methods (the shooting method based on the classical low-order integration methods).

5.2.2 Shooting Method Based on the High-Order Methods

The main goal in the shooting method is to compute the vector \( x_0 \) that satisfies the nonlinear system of equations (5.6).

The staring point in the shooting method is to come up with a suitably chosen initial trial vector, denoted by \( x_0^{(0)} \), for the solution vector \( x_0 \). Typically, it is not likely that this
initial trial vector $x_0^{(0)}$ is the exact solution, so it is not expected to satisfy the nonlinear system in (5.6).

Using the N-R method to solve (5.6) requires the iterative computation of the error function $\psi(x_0^{(j)})$ and its Jacobian matrix at successive trial vector $x_0^{(j)}$. We can obtain the $i^{th}$ trial vector $x_0^{(i)}$ from the $(i-1)^{th}$ vector $x_0^{(i-1)}$ through the Newton-Raphson update rule,

$$x_0^{(i)} = x_0^{(i-1)} - \Delta x_0^{(i-1)} \quad (5.7)$$

where $x_0^{(i-1)}$ is calculated from the previous N-R iteration $(i-1)$ and $\Delta x_0^{(i-1)}$ is the N-R correction term as follows

$$\Delta x_0^{(i-1)} = \left(J(x_0^{(i-1)}) \right)^{-1} \psi(x_0^{(i-1)}) \quad (5.8)$$

where $J(x_0^{(i-1)})$ is the Jacobian matrix of $\psi$ w.r.t $x_0$ computed at $x_0 = x_0^{(i-1)}$, i.e.,

$$J(x_0^{(i-1)}) = \frac{\partial \psi}{\partial x_0} \bigg|_{x_0=x_0^{(i-1)}} = \frac{\partial \phi}{\partial x_0} \bigg|_{x_0=x_0^{(i-1)}} - I \quad (5.9)$$

and where $\left( \cdot \right)^{-1}$ in (5.8) denotes the matrix inversion operation and $\psi(x_0^{(i-1)})$ is given by

$$\psi(x_0^{(i-1)}) = \phi(x_0^{(i-1)}, t_0, T) - x_0^{(i-1)} \quad (5.10)$$

by substituting $x_0 = x_0^{(i-1)}$ in (5.6).

It is usually not possible to obtain an analytical expression for the STF, i.e., $\phi(x_0, t_0, T)$. Thus, we can only use some numerical techniques to calculate the STF and the corresponding Jacobian matrix of the STF, i.e., $J(x_0^{(i-1)})$. The two key issues of the implementation of the Newton Shooting method include both evaluating the STF, $\phi(x_0, t_0, T)$,
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and the Jacobian matrix $\mathbf{J}(x_0)$ at any given trial vector $x_0^{(i)}$. The following part shows how to deal with these two central issues while adopting the new Obreshkov-based high-order integration methods.

**Computation of the STF, $\phi(x_0^{(i)}, t_0, T)$**

Let us assume that $x(0) = x_0^{(i)}$ is the system initial state at $t = 0$. According to the definition of the STF, $\phi(x_0^{(i)}, t_0, T)$ is the numerical value of the system state, i.e., the MNA variables $x(t)$, after a period of time $T$. In other words,

$$\phi(x_0^{(i)}, t_0, T) = x(T) \big|_{x(0)=x_0^{(i)}}$$  \hspace{1cm} (5.11)

It can be seen from (5.11) that the calculation of $\phi(x_0^{(i)}, t_0, T)$ is equivalent to the calculation of $x(T)$ using the initial conditions $x(0) = x_0^{(i)}$, which is an example of a classical initial value problem [33]. Thus, the classical low-order integration methods such as BE and TR discussed in Chapter 2 can be used for this objective. Instead, however, we employ the new Obreshkov-based high-order formula to compute $x(T)$ using the initial conditions $x(0) = x_0^{(i)}$.

Applying the Obreshkov-based high-order formula in (2.27) into the system (5.2) leads to the following augmented system of equations

$$\dot{\mathbf{C}} \xi_{n+1} + \mathbf{G} \xi_{n+1} + \mathbf{P}_{n+1} = \mathbf{b}_{n+1}$$  \hspace{1cm} (5.12)

whose components has been discussed in Chapter 2 and the vector $\xi_{n+1}$ is constructed from the $h$-scaled derivatives of the current state variables at the current time point $t = t_{n+1}$ as follows

$$\xi_{n+1} = \begin{bmatrix} x_{n+1}^{(0)} & h x_{n+1}^{(1)} & \cdots & h^k x_{n+1}^{(k)} \end{bmatrix}^T$$  \hspace{1cm} (5.13)
where $\top$ denotes the transpose operator. $x_{n+1}^{(0)} \approx x(t_{n+1})$ is the approximation for the actual value of the waveform in $x(t)$ at the time point $t = t_{n+1}$. Computing $\xi_{n+1}$ can be achieved by solving the system of nonlinear equations (5.12) given that the approximations to $x(t_n)$ and its high order derivatives at the previous time point $t = t_n$ are already known, from which the vector $\xi_n$ at the previous time point $t = t_n$ is constructed

$$
\xi_n = \begin{bmatrix} x_n^{(0)} & h x_n^{(1)} & \cdots & h^m x_n^{(m)} \end{bmatrix}^\top
$$

Our goal is to approximate $x(t)$ at the time point $t = T$, and that is $x^{(0)}|_{t=T} \approx x(T)$, which can be extracted from the vector $\xi$ at the time point $t = T$ as follows

$$
\xi|_{t=T} = \begin{bmatrix} x_T^{(0)} & h x_T^{(1)} & \cdots & h^k x_T^{(k)} \end{bmatrix}^\top
$$

Computing the vector $\xi|_{t=T}$ starts with the initial condition vector $\xi_0$ based on the system initial state at $t = 0$, i.e., $x(0) = x_0^{(i)}$, and proceeds forward in time for a period of time $T$. Thus, the value of $\phi(x_0^{(i)}, t_0, T)$ can be obtained from the vector $\xi(t)$ reached at $t = T$ in (5.15).

The N-R method can be used to solve the system of nonlinear algebraic equations (5.12) and the Jacobian matrix needs to be factorized at each iteration, which can be
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given by

\[
\tilde{J} = \tilde{C} + \tilde{G} + \frac{\partial \tilde{\rho}_{n+1}}{\partial \xi_{n+1}}
\]

\[
\begin{bmatrix}
G + J_{0,0} & \frac{1}{h} C + J_{0,1} & J_{0,2} & \ldots & J_{0,k} \\
J_{1,0} & G + J_{1,1} & \frac{1}{h} C + J_{1,2} & \ldots & J_{1,k} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
J_{k-1,0} & J_{k-1,1} & \ldots & \frac{1}{h} C + J_{k-1,k} \\
\alpha_0 I & \alpha_1 I & \ldots & \alpha_k I
\end{bmatrix}
\]

\[(5.16)\]

where \( J_{i,j} = \frac{\partial f_{i+1}^{(i)}}{\partial x_{i+1}^{(i)}} h^{i-j} \) and the Jacobian matrix is a lower block Hessenberg matrix [34] because of \( J_{i,j} = 0 \) when \( i < j \) as discussed in Chapter 2.

**Computation of the Jacobian matrix of the STF, \( \partial \phi/\partial x_0 \)**

According to the discussion above and the definition of the STF, we have

\[
\frac{\partial \phi(x_0,0,T)}{\partial x_0} \bigg|_{x_0=x_0^{(i)}} = \left( \frac{\partial x(T)}{\partial x_0} \right) \bigg|_{x_0=x_0^{(i)}}
\]

\[(5.17)\]

The matrix \( \partial x(T)/\partial x_0 \in \mathbb{R}^{N\times N} \) is the so called sensitivity matrix of the final system state \( x(T) \) w.r.t the initial system state \( x_0 \) and it can be easily obtained from the matrix \( \partial \xi(T)/\partial x_0 \in \mathbb{R}^{(k+1)N\times N} \) for the first \( N \times N \) block by neglecting the rest of the high order derivative blocks with the matrix size of \( kN \times N \). Thus, calculating \( \partial \xi(T)/\partial x_0 \) becomes the main goal to calculate the Jacobian matrix of the STF and will be discussed next.

**Computation of \( \partial \xi(T)/\partial x_0 \)** Typically it is difficult to find the connection between the augmented final system state vector \( \xi(T) \) at \( t = T \) and the initial system state \( x_0 \).
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at $t = 0$. However it is always possible to find the relation relating the augmented final system state vector $\xi(T)$ to the augmented system state vector $\xi(T-h)$ at an earlier state at $t = T - h$, for a adequately small time step $h$. As discussed above, the Obreshkov-based high-order formula has been used to reach $\xi(T)$ in the initial value problem phase [35], so we have

$$\tilde{C}\xi(T) + \tilde{G}\xi(T) + \tilde{\rho}(T) = \tilde{b}(T)$$ (5.18)

Note that the vector $\tilde{b}(T) \in \mathbb{R}^{(k+1)N \times N}$ contains the previous state variables at $t = T - h$ and $h$-scaled derivatives of the independent stimuli to the circuit.

According to (5.18), the matrix of partial derivatives of $\xi(T)$ w.r.t. $\xi(T-h)$ can be obtained as the solution to the system as follows

$$\left(\tilde{C} + \tilde{G} + \frac{\partial \tilde{\rho}(T)}{\partial \xi(T)}\right) \frac{\partial \xi(T)}{\partial \xi(T-h)} = \frac{\partial \tilde{b}(T)}{\partial \xi(T-h)}$$ (5.19)

where the size of the matrix $\left(\tilde{C} + \tilde{G} + \frac{\partial \tilde{\rho}(T)}{\partial \xi(T)}\right)$ is $(k+1)N \times (k+1)N$, the size of the matrix $\frac{\partial \xi(T)}{\partial \xi(T-h)}$ is $(k+1)N \times (m+1)N$ and the size of the matrix $\frac{\partial \tilde{b}(T)}{\partial \xi(T-h)}$ is $(k+1)N \times (m+1)N$.

The Jacobian matrix of the augmented system (5.12) in the time-domain can be represented by the term between brackets in (5.19). It should be noted that the LU factors of the Jacobian matrix have been generated during the transient simulation to reach $\xi(T)$ and those factors can be stored and reused to solve the linear system (5.19).

To use the matrix $\frac{\partial \xi(T)}{\partial \xi(T-h)}$ towards calculating $\frac{\partial \xi(T)}{\partial x_0}$, we apply the chain rule of differentiation to obtain

$$\frac{\partial \xi(T)}{\partial x_0} = \left(\frac{\partial \xi(T)}{\partial \xi(T-h)}\right) \left(\frac{\partial \xi(T-h)}{\partial x_0}\right)$$ (5.20)

where $\frac{\partial \xi(T)}{\partial x_0} \in \mathbb{R}^{(k+1)N \times N}$, $\frac{\partial \xi(T)}{\partial \xi(T-h)} \in \mathbb{R}^{(k+1)N \times (m+1)N}$ and $\frac{\partial \xi(T-h)}{\partial x_0} \in \mathbb{R}^{(m+1)N \times N}$.
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Expanding $\frac{\partial \xi(T)}{\partial x_0}$ by repeatedly applying the chain rule of differentiation leads to

$$\frac{\partial \xi(T)}{\partial x_0} = \left( \frac{\partial \xi(T)}{\partial \xi(t_s)} \right) \left( \frac{\partial \xi(t_s)}{\partial \xi(t_{s-1})} \right) \cdots \left( \frac{\partial \xi(t_1)}{\partial \xi(t_0)} \right) \left( \frac{\partial x_0}{\partial x_0} \right)$$

(5.21)

assuming that $t_1, t_2, \ldots, t_s$ is the sequence of the time steps used to reach $\xi(T)$ starting from $\xi(0)$. It is worth noting that the last matrix on the right side of (5.21) is equivalent to the identity matrix, so the matrix $\frac{\partial \xi(T)}{\partial x_0}$ can be reduced to

$$\frac{\partial \xi(T)}{\partial x_0} = \left( \frac{\partial \xi(T)}{\partial \xi(t_s)} \right) \left( \frac{\partial \xi(t_s)}{\partial \xi(t_{s-1})} \right) \cdots \left( \frac{\partial \xi(t_1)}{\partial \xi(t_0)} \right)$$

(5.22)

which is a sequence of $s$ matrix multiplications where the $q^{th}$ matrix, $\frac{\partial \xi(t_{q+1})}{\partial \xi(t_q)}$, is given by the matrix-valued solution to the linear system of equations as follows,

$$\left( \tilde{C} + \tilde{G} + \frac{\partial \rho(t_{q+1})}{\partial \xi(t_{q+1})} \right) \frac{\partial \xi(t_{q+1})}{\partial \xi(t_q)} = \frac{\partial \tilde{b}(t_{q+1})}{\partial \xi(t_q)}$$

(5.23)

since the Obreshkov-based high order integration formula has been used to calculate $\xi(T)$ in the initial value problem phase and $\frac{\partial \tilde{b}(t_{q+1})}{\partial \xi(t_q)}$ in (5.23) is given by

$$\frac{\partial \tilde{b}(t_{q+1})}{\partial \xi(t_q)} = \begin{bmatrix} 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 0 \\ \beta_0 I & \beta_1 I & \beta_2 I & \cdots & \beta_m I \end{bmatrix}$$

(5.24)
5.3 Summary

Algorithm 1 and Algorithm 2 illustrate the procedure to implement the shooting method based on the Obreshkov-base high-order integration methods. Algorithm 1 is the main body of the high-order shooting method and Algorithm 2 illustrates the two central issues in high-order shooting method including the computation of STF $\phi(x_0^{(j)}, t_0, T)$ and its Jacobian matrix $\frac{\partial \phi(x_0^{(j)}, t_0, T)}{\partial x_0^{(j)}}$.

Algorithm 1: Shooting method based on Obreshkov-based high-order methods (Main body)

Input: Nonlinear MNA equation: $Gx(t) + C \frac{dx(t)}{dt} + f(x(t)) = b(t)$

Output: A solution vector $x_0^*$ satisfying $\psi(x_0) = \phi(x_0, t_0, T) - x_0 = 0$

1 Initial guess trial vector: $x_0^{(0)} (j = 0)$;
2 $\epsilon \leftarrow$ some small positive number ; \hspace{1cm} // an acceptable error threshold
3 Form the nonlinear error function: $\psi(x_0) = \phi(x_0, t_0, T) - x_0 = 0$;
4 Form Jacobian of $\psi(x_0)$: $J(x_0) = \frac{\partial \psi}{\partial x_0} = \frac{\partial \phi(x_0, t_0, T)}{\partial x_0} - I$;
5 while $||\psi(x_0^{(j)})|| > \epsilon$ do
   /* Detailed calculation of $\phi(x_0^{(j)}, t_0, T)$ and $\frac{\partial \phi(x_0^{(j)}, t_0, T)}{\partial x_0^{(j)}}$ are shown in Algorithm 2 */
6 Compute $\psi(x_0^{(j)}) = \phi(x_0^{(j)}, t_0, T) - x_0^{(j)}$;
7 Compute $J(x_0^{(j)}) = \frac{\partial \phi(x_0^{(j)}, t_0, T)}{\partial x_0^{(j)}} - I$;
8 Solve $J(x_0^{(j)}) \Delta x_0^{(j)} = -\psi(x_0^{(j)})$;
9 Find $x_0^{(j+1)} = x_0^{(j)} + \Delta x_0^{(j)}$;
10 $j = j + 1$;
11 $x_0^* = x_0^{(j)}$;
12 return $x_0^*$;
Algorithm 2: Procedure in calculating \( \phi(x_0^{(j)}, t_0, T) \) and \( \frac{\partial \phi(x_0^{(j)}, t_0, T)}{\partial x_0^{(j)}} \) using Obreshkov-based high-order methods

**Input:** The augmented system of DEs: \( \tilde{C}\xi_{n+1} + \tilde{G}\xi_{n+1} + \tilde{\rho}_{n+1} - \tilde{b}_{n+1} = 0 \), after applying high order formula

**Output:** STF \( \phi(x_0^{(j)}, t_0, T) \) and Jacobian matrix of STF \( \frac{\partial \phi(x_0^{(j)}, t_0, T)}{\partial x_0^{(j)}} \)

/* This shows \( q^{th} \) time step only and \( \xi_{q-1} \) is the result from previous time step. */

1. for time-step = q do

   /* Solve a nonlinear Eqs \( \tilde{C}\xi_q + \tilde{G}\xi_q + \tilde{\rho}_q - \tilde{b}_q = 0 \) using NR method to obtain \( \xi_q \). */

   /* This shows \( i^{th} \) NR iteration only and \( \xi_q^{(i-1)} \) is the result from previous NR iteration */

   while \( ||\tilde{\psi}(\xi_q^{(i)})|| > \epsilon \) do

      Compute \( \tilde{\psi}(\xi_q^{(i-1)}) = \tilde{C}\xi_q^{(i-1)} + \tilde{G}\xi_q^{(i-1)} + \tilde{\rho}_q^{(i-1)} - \tilde{b}_q^{(i-1)} \);

      Compute \( \tilde{J}(\xi_q^{(i-1)}) = \tilde{C} + \tilde{G} + \frac{\partial \tilde{\rho}_q^{(i-1)}}{\partial \xi_q^{(i-1)}} \);

      Solve \( \tilde{J}(\xi_q^{(i-1)})\Delta \xi_q^{(i-1)} = -\tilde{\psi}(\xi_q^{(i-1)}) \);

      Find \( \xi_q^{(i)} = \xi_q^{(i-1)} + \Delta \xi_q^{(i-1)} \);

      \( i = i + 1 \);

   /* At the end of NR iterations, we have \( \xi(t_q) = \xi_q \), which is the augmented system state vector at time \( t_{q+1} \). */

   Solve \( (\tilde{C} + \tilde{G} + \frac{\partial \tilde{\rho}_q(t_q)}{\partial \xi_q(t_q)}) \frac{\partial \xi(t_q)}{\partial \xi(t_{q-1})} = \frac{\partial \tilde{b}_q(t_q)}{\partial \xi(t_{q-1})} \) /* \( \frac{\partial \xi(t_q)}{\partial \xi(t_{q-1})} \) is stored and used as the \( q^{th} \) multiplicative term in calculating \( \frac{\partial \xi(T)}{\partial x_0(T)} \), which is a sequence of \( s \) matrix multiplications. */

2. \( q = q + 1 \); // Continue to the next time step

/* Assume that \( t_1, t_2, \cdots, t_s \) is the sequence of the time steps used to reach \( \xi(T) \) starting from \( \xi(0) \) and \( h \) is the fixed time step size. */

10. \( \phi(x_0^{(j)}, t_0, T) = x_T^{(0)} \) can be obtained from \( \xi(T) \) after reaching \( t = T \); // See (5.15)

11. Compute \( \frac{\partial \xi(T)}{\partial x_0} = (\frac{\partial \xi(t_1)}{\partial x_0}(\frac{\partial \xi(t_1)}{\partial \xi(t_{s-1})}) \cdots (\frac{\partial \xi(t_1)}{\partial x_0}) \); // Multiplicative terms have been obtained already

12. \( \frac{\partial \phi(x_0^{(j)}, t_0, T)}{\partial x_0^{(j)}} \) can be obtained from \( \frac{\partial \xi(T)}{\partial x_0} \).
5.4 Discussion

This chapter compared the warping error of the high-order methods with the warping error of the classical low-order methods and it showed that the warping error of the high-order methods is much smaller. To inspect the impact of the smaller warping error in the high-order methods on the steady state analysis using the shooting method, the high-order shooting method has been derived in this chapter.

The high-order method is constructed by including information from higher-order derivatives compared with the low-order methods for transient analysis of circuits and allows circuit simulation to take larger step sizes without violating stability. This leads to considerable savings in the number of time point solutions for waveform evaluations and therefore accelerate time-domain simulation. Some high-order shooting method numerical results based on certain circuits will be presented in the next chapter.
Chapter 6

Numerical results

In the previous chapter, we have developed the shooting method using the high-order methods to inspect the difference in the performance between the high-order methods and the low-order methods adopted in the shooting method (SM). Some numerical examples are presented in this chapter. Results were computed by employing the high-order shooting method (developed in the previous chapter) and the low-order shooting method with different numbers of time steps. Next, we compare the results of these two methods with the results computed by Harmonic Balance (HB) method [36] [37] [38], since HB does not introduce warping errors. However, it should be noted that HB performs well only if the circuits are mildly nonlinear with multi-tone excitations. In general, if circuits are strongly nonlinear, then time-domain approaches, such as shooting method, can perform better than HB. For highly nonlinear circuits, HB analysis would require a huge number of harmonics to account for the effects of nonlinearities, which may even cause convergence problems. The circuits used in this chapter are mildly nonlinear circuits.

Our purpose, by comparing the results of the above three methods, is to demonstrate the basic advantages of the high-order methods by showing that they introduce much lower warping error compared to the low-order methods.
6.1. Example 1: Voltage Multiplier

The first circuit considered is the voltage multiplier shown in Figure 6.1 and the values of its parameters are also reported in Figure 6.1. We have calculated the behavior of the voltage multiplier at steady state by using the three methods mentioned above. In this case, the Trapezoidal Rule (TR) and high order method of order 6 (with k=m=3) were adopted in the shooting method. The Vout output voltage waveforms at steady state, computed by three methods, are shown in Figure 6.2 and Figure 6.3.

It can be seen from Figure 6.2 that the Vout voltage waveforms computed by high order (order 6) shooting method using 60 time steps are in very good agreement with the results from HB, but the waveforms computed by TR using the same number (60) of time steps shows an erroneous behavior of the voltage multiplier.

Figure 6.3 shows that after increasing the number of time steps up to 400, the results computed by low-order (TR) shooting method show good agreement with the results of HB. On the other hand, the high order shooting methods only requires 60 time steps for the same accuracy.

Figure 6.1: Voltage multiplier circuit diagram: $e(t) = 10\sin(100\pi t)V$, $R = 470k\Omega$, $C_1 = C_2 = C_3 = 1\mu F$, $C_4 = 4.7\mu F$; Diode model parameters: $r_s = 10m$, $i_s = 10f$, $t_t = 100u$, $c_{jo} = 10n$. 
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Figure 6.2: Vout voltage waveforms at steady state calculated by high-order SM, low-order SM and HB

Figure 6.3: Vout voltage waveforms at steady state calculated by high-order SM, low-order SM and HB
6.2 Example 2: Tuned Amplifier

Another example considered is the tuned amplifier circuit shown in Figure 6.4 and the values of its parameters are also reported in Figure 6.4. The model of the crystal in the tuned amplifier and the values of its parameters are shown in Figure 6.5.

![Tuned Amplifier Circuit Diagram](image)

Figure 6.4: Tuned amplifier circuit diagram: $C_1 = 33nF$, $C_2 = 3.3nF$, $R_1 = 8.2K\Omega$, $R_2 = 4.7K\Omega$, $R_3 = R_4 = 750\Omega$, $L_e = 220\mu H$, $V_{dd} = 20V$, $v_i = 100mV$, $f_o = 5MHz$, $Vin = v_i sin(2\pi f_o t)$.

In this example both TR and high-order method of order 5 (with $k = 3$, $m = 2$) were employed in the shooting method to simulate the tuned amplifier circuit as well as the HB as the third method, whose results are accurate. The Vo output voltage waveforms computed at steady state by the mentioned three methods are shown in Figure 6.6, Figure 6.7, Figure 6.8, Figure 6.9 and Figure 6.10, respectively. In each of these figures, the same number of time steps (step size $h$ fixed) were used in both low-order and high-order shooting methods to simulate the circuit and then comparing the results of the
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Figure 6.5: The equivalent model of the crystal in the tuned amplifier circuit: $R_m = 120\Omega$, $C_m = 0.165786399F$, $C_0 = 5pF$, $L_m = 6.11154981H$

low-order and high-order shooting methods with the HB results to inspect the difference in the performance between the low-order shooting methods and the high-order shooting methods.

It can be seen in Figure 6.6 that the Vo voltage waveforms computed by the low-order (TR) shooting method using 90 time steps shows an erroneous behavior of the tuned amplifier circuit, on the other hand, the results of the high-order shooting method using the same number (90) of time steps are closer to the HB results.

Then, increasing the number of time steps up to 250 in Figure 6.7, the results of HB and the high-order shooting method are in very good agreement, however, the results computed by the low-order shooting method still shows an erroneous behavior of the tuned amplifier.

We increased the number of time steps up to 1000 in Figure 6.8, the results of the low-order shooting method shows a slightly change compared with the previous figure but it is still erroneous. In contrast, the results of HB and the high-order shooting method are in very good agreement again.

After increasing the number of time steps up to 5000 in Figure 6.9, the waveforms computed by the low-order shooting method began to become closer to the results of HB and again the results of the high-order shooting method are in good agreement with the
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HB results.

Finally, after we increased the number of time steps up to 20,000, the Vo voltage waveforms at steady state computed by all three methods are in good agreement, which are shown in Figure 6.10.

It can be seen from all these figures that to obtain the results that are in good agreement with HB results, the low order (TR) shooting methods needs 20,000 time steps, whereas the high order shooting methods only requires 250 time steps for the same accuracy.

![Figure 6.6: Vo voltage waveforms at steady state computed by high-order SM, low-order SM and HB](image)

Figure 6.6: Vo voltage waveforms at steady state computed by high-order SM, low-order SM and HB
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Figure 6.7: Vo voltage waveforms at steady state computed by high-order SM, low-order SM and HB

Figure 6.8: Vo voltage waveforms at steady state computed by high-order SM, low-order SM and HB
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Figure 6.9: Vo voltage waveforms at steady state computed by high-order SM, low-order SM and HB

Figure 6.10: Vo voltage waveforms at steady state computed by high-order SM, low-order SM and HB
6.3 Summary

As can be observed above, the shooting method based on the high-order methods can achieve better accuracy while requiring shorter execution time when compared with the low-order shooting methods (Trapezoidal Rule in our case). This is because the Obreshkov-based high-order methods introduce much smaller warping error compared with the classical low-order methods discussed in Chapter 5. The Obreshkov-based high-order integration methods constructed with higher order derivatives allow circuit simulation to take larger step size without violating the stability, under the condition: \( k - 2 \leq m \leq k \). This leads to considerable reduction in the number of time steps and therefore provides an overall speedup compared with the low-order methods.
Chapter 7

Summary and Future Work

7.1 Summary

This thesis first develops the derivation of the warping error of the Obreshkov-based high-order methods and then shows that the warping error introduced by high-order methods is much lower than the classical low-order methods adopted in SPICE engine, that is BE, TR and the Gear’s methods. Next, in order to take the advantage that the high-order methods introduce much less warping errors compared to the classical low-order methods, this thesis develops a shooting method based on the high-order methods to compute the steady-state behaviour of nonlinear circuits excited by periodical sources. This new developed high-order shooting method shows that the steady-state response of nonlinear circuits can be constructed with a much smaller number of time steps compared to the number of time steps required by the low-order shooting method.

7.2 Future Work

The shooting method based on high-order integration methods developed in this thesis can compute the steady-state response of nonlinear circuits excited by periodical sources
7.2. FUTURE WORK

with a much smaller number of time steps than the shooting method adopting the classical low-order methods. There is possibly some room to improve the implementation of shooting method. The shooting method considered in this thesis is single shooting method. One possible way to achieve improvement is combining the multiple shooting method [40] [41] with the Obreshkov-based high-order methods. We expect to develop the multiple shooting method based on high-order integration methods to inspect whether this can achieve better performance compared with the high-order single shooting method.
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