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Abstract

Detecting bugs plays a significant role in software development. Bugs may lead to unexpected behaviors. An attacker can gain control over a system by exploiting its bugs. Usually, an attack can be triggered by user’s input. Unchecked user input can cause serious problems in a program. In order to prevent this situation, user’s input must be checked carefully before it can be used. To provide the information of where user’s input can affect a program, the taint dataflow analysis is being considered.

In this thesis, we introduce a concurrent solution to perform static taint dataflow analysis. The goal is to find the statements of the program dependent on user input and inform the developers to validate those. We provides a method for the static concurrent taint dataflow analysis based on sequential static taint dataflow analysis.

Static dataflow analysis is time consuming. This research addresses the challenge of efficiently analyzing the dataflow. Our experimental shows that our concurrent taint dataflow analysis improves the speed of analyzing complex programs.
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Chapter 1

Introduction

In recent years, complexity and scale of software development has increased tremendously compared to the early days of computing. As software gets larger and more complex, ensuring its reliability and security only get more difficult [9,36]. A vulnerable software is software that does not protect resources available to it the way it should. In this context, a security vulnerability is a weakness that allows the user or attacker to intentionally or unintentionally bypass granted privileges.

A common example of a security vulnerability is buffer overflow. A software that is vulnerable to buffer overflow attacks can potentially allow an attacker to run arbitrary code on the machine that runs the vulnerable software [7,15,21]. In this attack, the attacker inserts and runs code through the input chain of software. Another well-known example of software vulnerability is called SQL injection [10,25,44]. Vulnerable software in this case, can possibly allow the attacker to run arbitrary SQL commands, and by-pass the intended access control.

Detecting software vulnerabilities such as buffer overflow and SQL injection manually is not a trivial task. There have been extensive studies in the literature of computer science dedicated to the detection of software vulnerabilities automatically [14,20,27].
Program analysis is a powerful tool to detect software vulnerabilities. This field addresses automated process of analyzing the behavior of a program. This technology is widely used for validation, correctness, optimization and vulnerability detection of programs.

Program analysis has two aspects:

- **Dynamic analysis** is the analysis that is done at runtime given a set of inputs.
- **Static analysis**, is the analysis that is done on the source code, without executing the application.

Dynamic analysis is able to find run-time information while it is often hard to cover all possible states of the program. On the other hand, static analysis is done without executing the code and can consider all possible states of the program. However, static analysis is not able to detect dynamic behaviours such as *pointer-function* and *pointers*. In practice, static analysis is more likely to be used to understand the behaviours of a program.

*User-input dependencies analysis*, also known as *Taint analysis*, is one of the static analysis approaches that can efficiently and effectively detect many security vulnerabilities. Unfortunately, taint analysis is complex and time consuming for a large application. In this thesis, we address this problem and aim at improving the speed of taint analysis by running the algorithm on several cores on the given computer concurrently.

The rest of this chapter is organized as follow:

- In Section I.1, I review the history of program analysis and the challenges faced.
- In Section I.2, I briefly describe the motivations of the project from the security point of view.
In Section 1.3, I summarize the contributions we made in this thesis.

Finally, in Section 1.4, we provide the organization of the whole thesis.

1.1 Program Analysis

In order for the compiler to produce correct and efficient code, it had to optimize the program. To be able to optimize the program, compiler must understand the behaviours of the program. The field of program analysis, and more specifically static analysis, was thus born.

Program analysis studies automatic analysis of the behaviour of the program. The analysis is widely used for many purposes, such as security validation, compiler optimization and circuit design. The two most widely used method of program analysis are: dynamic analysis and static analysis.

Dynamic analysis is the understanding of the program’s behaviour by executing it [5][6]. This analysis relies on a set of inputs. The algorithm checks the output without knowing how it was produced. Thus, dynamic analysis is more often used for detecting bugs, and it often can not ensure that all bugs are found. The performance of dynamic analysis is largely contingent on the quality of the input set. In practice, it is very hard to generate a good input set, and different test cases may need different sets.

Unlike dynamic analysis, static analysis [2][6][8] is performed on the source code, without executing the program. This analysis is used to understand the control flow and the dataflow of given program. The static analysis is capable of considering all possible states of a program and, therefore, it is more help for developers to find potential bugs in their program. 1

---

1 Dynamic analysis is also required to find run-time bugs as the static analysis can not provide any run-time information.
1.2 Motivation

This research project aims at performing taint dataflow analysis for large programs using concurrent threads - thus improving performance. As part of dataflow analysis, taint dataflow analysis tracks all possible points of a given program where the user’s input can be used. User’s input can cause unexpected behaviours of a program if it is not properly validated. The objective of taint dataflow analysis is to tell which variables in the program requires validation.

1.2.1 An example of buffer overflow

```c
#include<stdio.h>

int main(int argc,char **argv){
    char buf[10];
    strcpy(buf,argv[1]);
    printf("buf’s 0x%8x\n",&buf);
    return 0;
}
```

As mentioned above, buffer overflow is a common vulnerability. In this section, we show an example of this vulnerability and demonstrate how the attack can be triggered by the user input. Listing 1.1 shows a sample C code with a buffer overflow attack vulnerability. The code copies the user input string to an array and prints it out. The array `buf` is assigned 10 elements initially. Before the `strcpy` function is called, memory space of 10 characters will be allocated to the buffer. If the function `strcpy` copies more than 10 characters to `buf`, then the buffer is overflowed.
Due to the lack of any sanity checks, if the user’s input string has more than 10 elements, the stack will overflow. In such situation, some parts of memory will be overwritten by the user input. A malicious user often tries to take advantage of this scenario and overwrite the return address of the function. The malicious user, intentionally forces the program to return to a place where the intended executable code is stored. The malicious user can then control the program and potentially gain access the compromised computer. Fortunately, these kind of bugs can be detected based on the taint dataflow analysis. Taint dataflow analysis indicates whether a variable uses the user’s input or not. Based on the information provided by taint dataflow, developers know which variables need to be checked before use.

1.2.2 Reducing the Cost

A major challenge in detecting such bugs is performance. To understand where the user’s input can be used, knowing the dataflow information in a single procedure is not enough. Further, in *object-oriented* software dataflow analysis must be performed globally [11, 26, 28, 38]. Global dataflow analysis is also called *Interprocedural dataflow analysis*.

Interprocedural dataflow analysis is very time consuming due to its iterative nature which re-analyzes parts of the program many times before it finds all the traces of variables. Our goal is to address the challenge of analyzing complex programs by introducing *concurrent taint dataflow analysis*. Concurrent taint dataflow analysis parallelizes the task of analysis by breaking it down into independent tasks and performing the analysis concurrently with multiple threads.
1.3 Contributions

The main contributions of this thesis can be summarized as:

- A concurrent algorithm for performing static taint analysis. The concurrent algorithm is performed on multiple threads and each thread analyzes one call path. The result of analysis is merged at the end of the analysis.

- A methodology of sharing pointer-based global data between threads. The global data is shared with all threads which reduces the memory usage in the program.

- Implement concurrent static taint dataflow analysis based on a given sequential static taint dataflow analysis program. The given program is optimized to reduce memory usage. For instance, all objects used in the given program are not able to be duplicated. We implement a concurrent approach that duplicates smallest information to support multiple threading.

- Improvement of the speed of performing static taint analysis. The given program analysis the call paths one by one. Our approach analysis the call paths separately and simultaneously.

1.4 Thesis Organization

The rest of this thesis is organized as follows:

- in Chapter 2 we describe the basic concepts of concurrency in general and we also discuss the basic steps to perform the taint dataflow analysis. An idea of concurrent dataflow analysis is provided as well.
• in Chapter 3, we give a detailed description of the static taint analysis, its assumptions and difficulties. We discuss what the static taint analysis is and how to perform static taint analysis for complex source program.

• in Chapter 4, we describe the basic concepts and detailed steps of concurrent taint dataflow analysis program, as well as the difficulties involved.

• in Chapter 5, we provide our implementation based on IBM AppScan Source. This chapter also describes the experiment and results of our project.

• Finally, in Chapter 6 we provide conclusion and possible future directions for this research project.
Chapter 2

Literature Review

In this chapter, we briefly survey parts of computer science literature relevant to concurrency, taint dataflow analysis and concurrent taint data flow analysis.

The rest of the chapter is organized as follow:

- In Section 2.1, we talk about concurrency in computer science.
- In Section 2.2, we describe what is taint dataflow analysis in general.
- In Section 2.3, concurrent dataflow analysis is discussed.

2.1 Concurrency

In computer science, concurrency refers to multiple processes or threads that are running at the same time and may interact with each other. Multiple Threading is one of many ways to achieve concurrency. Multiple Threading can be achieved by distributing the tasks among several threads running simultaneously.
2.1.1 Multiple Threading

A *Process* in an operating system is the execution of a program [42]. A *process* is made up of at least one or multiple threads. A *Thread* is a basic unit of CPU utilization which has the smallest set of statements, a stack and a set of registers that can be managed by the operating system [42] scheduler. A thread is the minimum executable unit inside a process. Inside the process, one thread is called the *main thread*.

Threads in one process share the same virtual memory space. Threads can use their hosting process and resources. This includes system resources, global variables and direct communication between threads within the same process. Different threads of the same process can access global variables of the process. Therefore, communication between threads is easier than communication between process.

The higher overhead of communication between two processes compared to threads, makes multithreading a more appealing paradigm in the field of concurrent programming. This is particularly the case if computation happens on a single computer. Modern computers often have multiple cores, and sometimes multiple processors within each processor. Availability of multiple cores, allows multiple threads to run simultaneously, without scheduling and time-sharing.

Switching between threads consumes far fewer resources of the operating system, compared to switching between processes. To switch two processes, memory contexts need to be swapped. However, since threads share the resources of the process, to switch between two threads, only part of the memory contexts need to be swapped. For instance, local variables of the outgoing thread need to be stored, and the local variables of the incoming thread need to be read [37]. Therefore, switching between threads is more efficient than switch between processes.

Multi-threading is considered one of the best approaches to implement concurrency on a single computer. Ideally, the programmer breaks the tasks into several jobs, distributes
the jobs equally to threads, and runs all threads in parallel. A popular paradigm in multi-threading is to have all threads have the same functionality, with different data sets.

### 2.1.2 Mutual Exclusion

Multi-threading can increase the speed of the program, but it can also present the programmer with some challenges. Multiple running threads share process memory space and can access common objects. In this context, a *critical section* refers to a set of statements that access the shared resource, but multiple access to the resource at the same time is not allowed [4]. The critical section should not be entered by multiple threads concurrently. *Mutual exclusion* refers to the following requirement: There should be no more than one thread that accesses the same resources at the same time [4].

A popular solution to ensure mutual exclusion is to restrict threads such that only one thread at a time can access the shared resource. Using *locks* is a mechanism to enforce this policy [32]. A thread is required to acquire the lock before it is cleared to access the critical section. The thread gets the lock if and only if there are no other threads that are currently holding the lock. When a thread acquires the lock, it is required to relinquish the lock as soon as its interaction with the critical section is over.

Mutual exclusion may only be required for writing. Multiple readers may be allowed to read concurrently if no threads write to the resources. The mechanism to enforce mutual exclusion for writing is called *reader/writer lock*. The reader/writer lock can be set to work differently depending on the requirements of the system [31]:

- One approach is to give a high priority to readers. This can cause a long wait for the writer.

- Another approach is to give a higher priority to writers. High priority for writer is usually set to a system that need to update the information as soon as possible.
This can cause readers to wait a long time.

2.1.3 Deadlock Prevention

Enforcing mutual-exclusion properly is crucial to reliable multi-threading. Nevertheless, mutual exclusion is not the only challenge in multi-threading. Enforcing a mutual-exclusion policy can lead to a new problem called deadlock. A deadlock refers to a scenario where multiple processes or threads are waiting indefinitely for each other to release a resource before they can continue their operation.

As explained earlier, when multiple threads or processes are running simultaneously, it is not unusual that they can acquire locks. If an operation requires multiple locks to be acquired, threads or processes may fall into a deadlock. This happens when two threads or processes acquire locks, then wait for a lock to be freed to continue their operation and relinquish the locks that they currently hold. This can lead to a situation where none of the processes can release the resource, and neither can get a resource. In other words, deadlock refers to a situation where two or more processes or threads are waiting for a condition that will never be satisfied, and this makes the system stop working.

The necessary conditions for a deadlock are described below [37]:

1. Mutual exclusion: avoid the use the same resource simultaneously.

2. Hold and wait: a process or thread try to acquire a new resource before release the current resource it is holding.

3. No preemption: when a resource is held by a process or a thread that cannot be released before the process or thread finishes using the resource.

4. Circular wait: this is a situation where processes or threads are waiting for each other to release the resources.
For a deadlock to appear, all of the four conditions must be met. In other words, to avoid deadlock, it is sufficient to ensure at least one of the above conditions is not satisfied. Therefore, deadlock prevention is trying to avoid any of the four necessary conditions:

- The **mutual exclusion** condition can be removed if the resource is allowed to be accessed by multiple processes or threads concurrently. For instance, if a variable is shared in the memory, one approach to remove the exclusion condition is by making a copy of the variable before reading it so that the variable can be accessed concurrently [13].

- Removing the **hold and wait** condition can be accomplished by making a thread release all its resource when it cannot get a resource [16].

- To avoid **no preemption** condition, we can assign all required resources before processing starts. In this case, the thread will not ask for new resource before it finishes. However, in most cases, it is hard to foresee what resource are going to be required ahead of time, before running and assigning some of the required resources [13,16].

- To avoid **circular wait**, a unique number can be given to each resource. A process or a thread can only access the resource with number $x$ if it doesn’t already have access to resource with number $y > x$. In this case, we can say that for each thread all the lower number resources are not possessed if the thread already have a greater number resource [13,16].
2.2 Taint Analysis

In computer science, **Input Validation** is required to ensure that a program runs on correct data. To be able to detect which data requires validation, several approaches can be used. One of these approaches is called taint analysis. Any variables modified by an untrusted source (generally speaking, it is user’s input) are considered as tainted variables. The taint analysis tracks the use of tainted variables and propagates tainted information in the program. After the analysis, the result tells the programmer where (which statement) and how (trace of propagation) a variable becomes tainted. Taint analysis is able to tell which variables in the program need to be validated.

Taint analysis is performed in two ways: dynamic and static. A dynamic taint analysis labels untrusted sources and tracks them in the memory. Dynamic analysis is performed during the execution of the program. However, dynamic taint analysis has some weakness. Dynamic analysis only provides taint information of the current execution path instead of **Meet-Over-All-Paths**. Meet-Over-All-Paths is that all execution paths are considered instead of considering only the current execution path. On a call graph, meet-over-all-paths provides dataflow information of all possible paths from the entry node to any other node [29]. This gives false negative taint information. Static analysis, on the other hand, is able to provide **Meet-Over-All-Paths** taint information. The basic idea behind static taint dataflow analysis is to construct a call graph and then simulate the use of variables on all paths.

A call graph is a directed graph. A node in the graph represents a function in the source code and an edge represents a function call in the source code [30]. After the call graph is constructed, the propagation starts from the entry node of the call graph. An entry in the graph is a function that can be called from outside of the program. For instance, a main() function is a entry node, and any exported functions are also entry nodes in the graph.
The rule of taint propagation is simple. Each statement (instruction of the source code) is examined. If a variable stores a value from a tainted variable, it becomes tainted. After all paths are examined, and no taint information are changed, the taint propagation finishes. If the taint information is changed and those are the parameters passed to a function, then these functions are required to re-analyze. After that, we can tell at each statement of the program, which variables are tainted and how they become tainted (tainted by which variable).

Listing 2.1 shows an example code.

Listing 2.1: Example C Code

```c
void main() {
    char buf[100];
    fgets(buf, sizeof(buf), stdin);
    fputs(buf, stdout);
}
```

Firstly, the call graph is constructed as shown in Figure 2.1.

Figure 2.1: Call Graph: Example of C Code

We define that any user’s input is untrusted source and thus it is a tainted source. After the taint analysis, we can get:
1. The variable $buf$ in function $main$ is tainted by function $fget$.

2. The variable $buf$ in function $fget$ is tainted by user’s input.

3. The variable $buf$ in function $fput$ is a tainted variable which is passed from function $main$.

2.3 Concurrent Dataflow analysis

Dataflow analysis was originally designed for compiler optimization. Dataflow analysis involves three basic stages: transformation into intermediate representation, control-flow analysis and data propagation. In general, the transformation into intermediate representation transforms the source code into an intermediate representation for further analysis. The control-flow analysis produces hierarchical flow of control within procedures and between procedures. The dataflow analysis uses the result of control-flow analysis to analyze the use of data.

The dataflow analysis is time consuming due to its nature of re-analyze. In order to improve the speed of analysis, concurrency has been considered. To perform a concurrent dataflow analysis, there are two different approaches. The first approach uses pipeline concurrency. Each stage of the analysis is performed by multiple processes/threads [3]. However, this approach has its limitations. As it is a pipeline, the speed of the analysis is limited by the slowest stage [34]. The second approach is to split the source code at the beginning of the analysis and performs an analysis on each code segment concurrently [35]. This approach gives rise to some difficulties in the implementation. The largest difficulty is that multiple analysis processes need to share some resource (e.g. symbol tables) and communicate with each other to update the necessary information.

In this thesis, we only work on the data propagation stage. To apply concurrency to data propagation, we choose the second approach to split tasks at the beginning of data
propagation and perform data propagation concurrently on multiple threads.
Chapter 3

Taint Dataflow Analysis

In this chapter, we provide an overview of taint dataflow analysis. A tainted variable is a variable that stores user’s input. A taint dataflow analysis tells whether a variable is tainted after the execution of a sequence of statements.

The rest of this chapter is organized as follow:

- In Section 3.1, we briefly describe the assumption about taint dataflow analysis.
- In Section 3.2, we briefly introduce the basic concepts of taint dataflow analysis.
- In Section 3.3, we delve into more details of the taint dataflow analysis algorithm.
- In Section 3.4, we show two examples on how to perform the taint analysis. The first example is an intraprocedural analysis performed. The second example shows an interprocedural analysis.
- Finally, in Section 3.5 we conclude this chapter.
3.1 Assumption

Taint dataflow analysis attempts to track any untrusted source in the system. The result can be used to perform a security analysis which tells whether there are security problems caused by untrusted source in a system. In this thesis, user’s input is the only untrusted source. A variable is called tainted if and only if this variable is assigned by a untrusted source (user’s input) or a tainted variable.

Some issues involved in the taint dataflow analysis are **Alias analysis** and **Availability analysis**. Alias analysis tells if several variables refer to the same memory location in memory. Availability analysis tells if two variables that have the same name are referring to the same memory location in memory. For instance, in a C++ program, we have $a = C(); a = B()$, the two $a$ are not the same as the first $a$ is destroyed after the second $a$ is constructed.

The alias analysis and availability analysis have already been done when transforming source code into intermediate representation. In this thesis, we assume that those variables that are the same are replaced with the same name, and those variables which have the same name but do not refer to the same memory location are replaced with different names.

3.1.1 Terms

All terms used later in this thesis are defined below.

- **Procedure** and **Routine**: Procedure or routine are functions in a program. We use these terms interchangeably through this thesis.

- **Formals** and **Arguments**: The parameters $i$ are called **Formals**. The parameters which are used when call a function are called **arguments**.
ValueProperties: ValueProperties is a property of Variables which indicate whether this Variable is tainted or not. It also contains a trace of tainting. The trace shows where it is tainted and where this tainted variable is used.

Root: Root is a node on the call graph which does not have any incoming edges or all incoming edges are originally from itself.

Link: Two or more ValueProperties can be linked together. The link has its direction. When a is said to be linked to b, that means the taint value changed in b will affect the taint value of a. However, the taint value changed in a will not affect the taint value of b. For instance, if a function call is passed by value, then we say that formals are linked to arguments. If the parameters are passed by reference/pointer, then we say the formals and arguments are linked to each other.

3.2 Problem Statement

There are two kinds of taint dataflow analysis. One is known as intraprocedural taint dataflow analysis. The intraprocedural taint dataflow analysis indicates which variables become tainted within a procedure. In other words, intraprocedural taint dataflow analysis gives the taint values of variables before and after being used in a procedure. This includes parameter variables passed and local variables used in a procedure. The second one is known as interprocedural taint dataflow analysis. The interprocedural taint dataflow analysis tells which variables become tainted after one or more function calls.

Listing 3.1 shows an example of source code. Table 3.1 shows the result of intraprocedural taint dataflow analysis of the example code. Before the intraprocedural taint dataflow analysis is performed, all variables are defined as untainted. After the intraprocedural analysis, the variable buf becomes tainted and the result also shows that
buf becomes tainted at statement S2 where buf get an input from user.

Listing 3.1: Example of Intra-Code

```
Procedure main(){
  S1: char *buf;
  S2: fgets(buf);
  S3: fputs(buf);
}
```

<table>
<thead>
<tr>
<th>Variables</th>
<th>Before Analysis</th>
<th>After Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>buf</td>
<td>Untainted</td>
<td>Tainted (at S2 by user’s input)</td>
</tr>
</tbody>
</table>

Table 3.1: Intraprocedural Taint Dataflow Analysis Result

Listing 3.2 shows an example of source code. Table 3.2 shows the result of interprocedural taint dataflow analysis of the example code of Listing 3.2. In Table 3.2, a variable M.N means that N is a local variable of procedure M. For instance, main.buf means the local variable buf that is defined and used in procedure main.

In the example below, all variables main.buf, input.x and output.x are all initially defined as untainted before the analysis. After the analysis, the results show that main.buf becomes tainted in procedure input, then returns back to main and later is used in output. input.x becomes tainted as it gets an input from user in input and returns to main. output.x also becomes tainted because it uses the value of a tainted variable passed from main.

Listing 3.2: Example of Inter-Code

```
Procedure main(){
  S1: char *buf;
  S2: input(buf);
```
S3:output(buf);
}

Procedure input(char *x){
    S4:fgets(x);
}

Procedure output(char *x){
    S5:fputs(x)
}

<table>
<thead>
<tr>
<th>Variables</th>
<th>Before Analysis</th>
<th>After Analysis</th>
<th>Tainting Trace</th>
</tr>
</thead>
<tbody>
<tr>
<td>main.buf</td>
<td>Untainted</td>
<td>Tainted</td>
<td>input-main-output</td>
</tr>
<tr>
<td>input.x</td>
<td>Untainted</td>
<td>Tainted</td>
<td>input-main</td>
</tr>
<tr>
<td>output.x</td>
<td>Untainted</td>
<td>Tainted</td>
<td>main-output</td>
</tr>
</tbody>
</table>

Table 3.2: Interprocedural Taint Dataflow Analysis Result

3.2.1 Taint Dataflow Analysis: Basic Steps

Taint dataflow analysis consists of three basic steps as was discussed in the previous chapter. The first step is transformation into intermediate representation. This step reads the source code and transforms the source code into a language-independent representation. After transformation is done, control flow analysis is performed to generate flow graphs for each procedure as well as a call graph to represent relationship between procedures. Propagation analysis is performed to propagate taint values on the call graph.

Taint analysis in its core relies on tainting any untrusted source used by the system.\(^1\)

\(^1\)In this thesis we focus on user input as the only source of untrusted input. Any variables contain
After performing taint dataflow analysis, all tainted variables and their *tainting trace* in the program are produced. The tainting trace indicates that for a particular tainted variable, in which procedure it became tainted and in which procedures it was used. Formally, a variable is set to be tainted if and only if that variable is on the left-side of an assignment statement and a tainted source (tainted variables or user’s input) is used in the expression on the right-side of the same assign statement. An exception to that are pointer variables. Pointer variables allow two or more variables to share the same memory space. In this case, if one of the variables becomes tainted then all variables that share the same memory location become tainted.

### 3.2.2 Background

Dataflow analysis includes two different types of analysis: *intraprocedural analysis* and *interprocedural analysis* [22]. Intraprocedural analysis is performed within a procedure. It determines how data is used in a procedure. Interprocedural analysis is performed between procedures. It determines how a variable is used when passing between procedures (procedure calls). The interprocedural analysis is capable of providing how the data is used among the entire program while the intraprocedural analysis only provides dataflow information in individual procedures.

Interprocedural analysis can be performed in two ways: *flow-insensitive* and *flow-sensitive*. Flow-insensitive analysis is the analysis that does not consider the control flow in a program while the flow-sensitive analysis cares about control flow. For instance, a flow-sensitive analysis can tell that routine $B$ is always executed after routine $A$. A flow-insensitive analysis may analyze routine $A$ first even though routine $A$ is called only after routine $B$ is called in the program.

In this thesis, we only consider the flow-sensitive analysis as the flow-insensitive anal-
ysis produces false positive/negative results.

### 3.2.3 Definition of Tainted Values

The data propagation analysis gathers the information whether variables in a procedure become tainted after execution. For a single variable \( var \), in the following, we assume that a boolean variable \( var^* \) represents the taint values of that variable. The boolean value \( false \) represents untainted and \( true \) represents tainted.

We define a taint assignment function \( TA : V \rightarrow Boolean \), which tells the taint values of a set of variables \( V \). We then define a taint transmission function \( TT_s : TA \rightarrow TA \) which tells the taint values of the variables \( V \) after the execution of a sequence of statements \( s \).

The detailed definition of a \( TA \) and \( TT \) is given in Table 3.3.
<table>
<thead>
<tr>
<th>Name</th>
<th>Taint Values</th>
<th>Statements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial taint values</td>
<td>$TA(v) = \text{false}$, for all $v \in V$</td>
<td></td>
</tr>
<tr>
<td>User’s input</td>
<td>$TA(v) = \text{true}$</td>
<td>$v = \text{getchar()}$</td>
</tr>
<tr>
<td>Assignment</td>
<td>$TT_s(TA)(x) = \begin{cases} \lor_{i=1}^{n} TA(v_i), &amp; \text{if } x = v \ TA(x), &amp; \text{if otherwise} \end{cases}$</td>
<td>$S: v = v_1 + .. + v_n$</td>
</tr>
<tr>
<td>Multiple Statements</td>
<td>$TT_S(TA)(v) = TT_{S2}(TT_{S1}(TA)(v))$, where $S$ is a sequence of statements, $s_1$ is the first statement of $S$, $S_2$ is the remaining statements of $S$</td>
<td>$S: {s_1: {S_2: {} }}$</td>
</tr>
<tr>
<td>IF-statement</td>
<td>$TT_S(TA)(v) = TT_{S1}(TA)(v) \lor TT_{S2}(TA)(v)$</td>
<td>$S: \text{if } (c_1) \text{ then: } S_1 \text{ else: } S_2$</td>
</tr>
</tbody>
</table>

Table 3.3: Taint Dataflow Analysis Result

- **Initial taint values**: At the beginning of taint dataflow analysis, all variables are considered untainted. In other words, the initial taint values of any variable is false.

- **User’s Input**: When a user’s input is assigned to a variable, that variable becomes tainted.

- **Assignment**: When a statement is an assignment, the taint values of the right-side variables propagate to the left-side variable. If one of right-side variables is tainted, then the left-side variable becomes tainted.

- **Multiple Statements**: When $TT$ is applied on a sequence of statements, $TT$ is applied to the each statement in the same sequence. The output of each $TT$
function is the input of next $TT$ function.

- **IF-statement**: When the statement is an if-statement, the taint value is the disjunction of the $TT_{S1}(TA)(v)$ and $TT_{S2}(TA)(v)$.

### Loop

Loop statements can be seen as a combination of **if-statements** and **jump** statements. To analyze loop statements, it is necessary to determine when the loop terminates. This also indicates when the analysis of a loop is finished. There are two approaches to determine when a static analysis of a loop is finished. Sometimes, a loop statement has an integer-valued variable that tells how many iterations are needed for this loop \[22\]. This variable is called the **induction-variable**. The first approach analyzes the loop body several times until the loop counter reaches the upper bound value of the induction-variable.

However, there are some loops that do not have an induction-variable. Listing 3.3 shows an example of an infinite loop that does not have an induction-variable.

**Listing 3.3: Infinite Loop**

```plaintext
S1: while(true){
    S2: a = b;
    S3: b = c;
    S4: c = a;
}
```

As we can see in Listing 3.3, the first approach is not able to tell when the analysis is finished as there is no such induction-variable.

To address this issue, a second approach uses the idea of **fixed-point**. $x$ is a fixed-
point of function $f$ if $f(x) = x$. In taint dataflow analysis, a fixed-point taint assignment of a loop is $TT_{S_{loop-body}}(TA)(v) = TA(v)$ where $v$ is any variables used in the body of the loop. In a analysis of a loop, a variable can become tainted if the loop may taint this variable.

As the example code shows in Listing 3.3, we show a detailed analysis using $TT$ and $TA$ functions defined before. The detailed analysis can also apply to a more common loop in which $S1$ is: for (int $i=0$; $i<123$;$i++$). The fixed-point approach simply ignores the induction-variable.

- 1st Iteration:
  
  $TA_{S1_{body}}(a, b, c) = 0, 0, 1$
  
  $TT_{S1_{body}}(TA)(a, b, c) = 0, 1, 0$

  At this point, we know that $b$ can become tainted.

- 2nd Iteration:

  $TA_{S1_{body}}(a, b, c) = 0, 1, 0$
  
  $TT_{S1_{body}}(TA)(a, b, c) = 1, 1, 1$

  At this point, we know that $a$ and $c$ can become tainted as well. Like the if-statement, we consider all possible tainted executions so we get $a$, $b$ and $c$ can become tainted.

- 3rd Iteration:

  in: $TA_{S1_{body}}(a, b, c) = 1, 1, 1$
  
  out: $TT_{S1_{body}}(TA)(a, b, c) = TA_{S1}(a, b, c) = 1, 1, 1$

  At this point, we have $TT_{S_{loop-body}}(TA)(v) = TA(v)$. In other words, we reach the fixed point.
The fixed-point approach also has its weaknesses. In general, a function may have more than one fixed point depending on the input; this approach only gives the result of one fixed point. And, the fixed-point approach ignores the **induction-variable** which may lead to a loop being analyzed more than its maximum number of iterations. In taint dataflow analysis, this may lead a false negative and/or positive result. The reason is that loop termination is a dynamic behaviour which can not be perfectly determined by static analysis.

The result of analyzing Listing 3.3 shows above, we can only find that if the variables may become tainted as we have no idea how many iterations are needed. In this case, all variables may be tainted. A dynamic analysis is required to correctly analyze a loop.

### 3.2.4 Interprocedural Taint Dataflow Analysis

We have given the definitions of $TA$ and $TT$ in a procedure. An issues that remains is how to apply $TA$ and $TT$ when there is a function call. In this section, we give detailed ideas of how to apply $TA$ and $TT$ depending on different type of function calls.

**Non-Recursive Function Call**

Listing 3.4: Example of Non-recursive Function Call

```plaintext
Procedure p(F,R){
    S: {
        ...
        S2: return k
    }
}

Procedure main(){

```
In Listing 3.4, procedure \( p \) is shown as a generally defined procedure. \( F \) is a set of variables which are passed by value. \( R \) is a set of variables which are passed by reference (or pointer). \( S_2 \) is a return statement in \( p \) which returns the value of \( k \) to the calling procedure.

In procedure \( \text{main} \), procedure \( p \) is called. \( A_F \) is a set of argument variables which are passed to procedure \( p \) by value. \( A_R \) is a set of argument variables which are passed to procedure \( p \) by reference (or pointer). \( a \) is assigned to the returned value of procedure call of \( p \).

The \( TA \) and \( TT \) functions of \( S_1 \) can be defined as follows:

\[
TA(F) = TA(A_F) \\
TA(R) = TA(A_R) \\
TT_{S_1}(TA)(x) = \begin{cases} 
TT_{S_1}(TA)(x), & \text{if } x \in A_R \\
TT_{S_0}(TA)(x), & \text{if } x \in A_F \\
TT_{S_2}(TA)(k), & \text{if } x = a 
\end{cases}
\]

### Recursive Function Call

A recursive call leads to an infinite analysis in the static dataflow analysis. This problem is similar to an infinite loop. The fixed point solution can be applied to address this issue.

In this thesis, we use a different approach. We only analyze a recursive call once. The reason is that, in practice, analysis of a function is memory consuming. Every
local variable used in the function needs memory space when the function is called. If
the fixed-point approach is applied, the memory usage is going to exceed the memory
limitation of the system. Instead, a call stack is constructed, and we skip a call if it has
been already in the call stack.

In other words, when analyzing a function call, which has already been in the call
stack, our strategy is to simply skip this function call and continue to analyze the next
statement.

**Pointer Functions**

Pointer functions are considered as dynamic properties of the program. The static anal-
ysis can not provide runtime information of these functions and variables. A dynamic
dataflow analysis is needed to address this issue.

### 3.3 Algorithm Elaboration

In this section, an algorithm for building the control flow graph is presented first and
an algorithm of constructing call graph is discussed as well. After that, an algorithm
of propagating taint dataflow information on control flow graph (intraprocedure taint
dataflow analysis) and call graph (interprocedure taint dataflow analysis) is provided.

**Build Control Flow Graph**

As discussed earlier, the control flow graph of each procedure is constructed first. The
control flow graph of a procedure can be seen as a flowchart of a procedure. The idea of
building a control flow graph is that each statement is analyzed and based on the type of
a statement, a flowchart is applied accordingly [1]. For instance, the control flow graph
of a **if-then-else** statement of Listing 3.5 shows in Figure 3.1 below.
Listing 3.5: Example of if-then-else

```
{  
    S0: if (condition) then  
        S1: {  
        }  
    else:  
        S2: {  
        }  
    S3: ...  
    
    Figure 3.1: Control Flow graph
```
Loop statements can be more complicated. However, in this thesis we only focus on dataflow analysis, we assume that the control flow analysis is done before the dataflow analysis is performed.

**Build Call Graph**

In this step, each procedure is analyzed. Based on each function calls being called in each procedure, a breadth-first algorithm is used to build the call graph of the entire program. A call graph is a multiple rooted graph. Each node represents a procedure of the source program. Edges are directed edges which represent a call from one procedure to another. Figure 3.2 shows an example of call graph.

A root node represents a procedure which has an external caller. An external caller means that this procedure can be called from outside of the program. A common example would be the *main* function in a program or any exported function.

**Propagate taint values**

The propagation of taint values is performed on the call graph. The propagation starts from a root node on the graph. The basic idea is that all the procedures (nodes) on the
graph are recursively visited, and taint values are propagated through these visits.

**Intraprocedural** To analyze each procedure, an intraprocedural taint analysis is performed first. Each statement is analyzed using depth-first-search based on the control flow graph of this particular procedure. The $TT$ and $TA$ functions are applied for each statements unless that statement is a call statement. Eventually, the analysis tells which variables of this procedure are tainted.

**Interprocedural** If a statement is a function call or procedure call, the propagation between procedures is performed (interprocedure analysis). When a procedure $p_i$ is called by $p_j$, the arguments in $p_j$ are linked to the formals in $p_i$. As a result, the procedure $p_i$’s formals have inherited all tainted information from its calling $p_j$’s arguments. Any taint values updates to the $p_j$’s arguments have effects on $p_i$’s formals. $p_i$ must be analyzed again if the taint values passed to $p_i$ have changed.

The analysis continues until no taint values of formals are changing. This is similar to the fixed-point approach when dealing with loops.

The algorithm of propagating the tainted information is given below:

1. Recursion Check
   
   (a) If this procedure has already been in the callStack, do not analyze this procedure. Go to step 4.
   
   (b) Otherwise, push this procedure into callStack. Go to step 2.

2. Analyze each statement based on the control flow graph using depth-first-search.
   
   (a) If the statement is not a return statement nor a function call, $TT$ and $TA$ functions are applied. All variables involved change their tainted information accordingly. **Continue** to the next statement.
(b) If the statement is a return statement, return the tainted value of the returning variable to its callsite as well as all parameter variables passed by reference or passed by pointer. Go to step 4.

(c) If the statement is a function call, Go to step 3.

3. Propagate among procedures

(a) Link arguments to formals of the called procedure (if the arguments are passed by reference or pointer, link the formals to arguments as well).

(b) Propagate taint values on the called procedure

(c) Unlink arguments from formals from the called procedure. Go to step 2 and analyze next statement.

4. If any taint values of formals changed during this analysis, go back to Step 2 and re-analyze this procedure until taint values of formals do not change (fixed-point).

5. Pop this procedure out of the callstack

3.4 Examples

In this section, we give an example of performing intraprocedural taint dataflow analysis as well as an interprocedural taint dataflow analysis. The sample codes are provided in Listing 3.6 and Listing 3.7 below.

Listing 3.6: Sample Code 1

```c
void main() {
    char buf[100];
    fgets(buf, sizeof(buf), stdin);
    fputs(buf, stdout);
}
```
3.4.1 Intraprocedural Example

The intraprocedural taint dataflow analysis is using the sample code in Listing 3.6. This example is intend to show how analysis will take place within a single procedure.

The first step involved is transforming source code to a intermediate representation. The high-level intermediate representation looks something like:
Procedure: **main**

Formals:

Variables: **buf**, blocksize=100

Operation:

Call: **fgets**

Argument 1: **buf**
Argument 2: 100
Argument 3: stdin

Call: **fputs**

Argument 1: **buf**
Argument 2: stdout

Table 3.4: Intermediate Representaion

The second step produces a control graph shown below in Figure 3.6

![Figure 3.3: Control Flow Graph](image)

After that, taint values are propagated on the control flow graph. The *fgets* is analyzed first. As we can see, this function reads user’s input and stores the value to first argument. As the first argument is passed by pointer in this case, *buf* becomes tainted. Following the control flow graph, *fputs* is analyzed. As *buf* has already become
tainted, we can say *fputs* use a tainted variable.

Finally, we can say that, in procedure *main* the local variable *buf* is tainted by *fgets* and later used by *fputs*.

### 3.4.2 Interprocedural Example

The interprocedural taint dataflow analysis is using the sample code in Listing 3.7. This example is intend to show how analysis will take place between different procedures.

The first step and second step are the same as intraprocedural. Intermediate representation and control flow graphs are generated for each procedure. The tables and figures below show the result of intermediate representation transformation and control flow analysis.

<table>
<thead>
<tr>
<th>Procedure: <strong>main</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Formals:</td>
</tr>
<tr>
<td>Variables: <strong>buf</strong>, blocksize=100</td>
</tr>
<tr>
<td>Operation:</td>
</tr>
<tr>
<td>Call: <strong>input</strong></td>
</tr>
<tr>
<td>Argument 1: <strong>buf</strong></td>
</tr>
<tr>
<td>Argument 2: 100</td>
</tr>
<tr>
<td>Call: <strong>output</strong></td>
</tr>
<tr>
<td>Argument 1: <strong>buf</strong></td>
</tr>
</tbody>
</table>

Table 3.5: Intermediate Representation (main)
Procedure: **input**

Formals: \(x, \text{len}\)

Variables:

Call: **fgets**

  Argument 1: \(x\)

  Argument 2: \text{len}

  Argument 3: stdin

Table 3.6: Intermediate Representation (input)

Procedure: **output**

Formals: \(y\)

Variables:

Call: **fputs**

  Argument 1: \(y\)

  Argument 2: stdout

Table 3.7: Intermediate Representation (output)

Figure 3.4: Control Flow Graph (main) and Call Graph
After that, taint values are propagating between procedures on the call graph.

1. The \textit{main} procedure is analyzed first as it is the only root node in the call graph.

2. Check recursion and push \textit{main} into call stack

3. The intraprocedure taint dataflow analysis is perform on \textit{main}. The \textit{input} is being analyzed first

   (a) \textbf{buf} and \textbf{x} are linked to each other as the parameter is passed by pointer

   (b) Check recursion and push \textit{input} onto call stack

   (c) Analyze \textit{fgets} and we find that \textbf{x} and \textbf{buf} become tainted

   (d) The parameter passed to \textit{input} has been changed its taint value. Re-analyze is required of \textit{input}.

   (e) Analyze \textit{input} again until reaching fixed-point

   (f) pop \textit{input} out of the call stack
4. The intraprocedure taint dataflow analysis continues on *main*. The *output* is being analyzed.

(a) **buf** is linked to *y*

(b) Check recursion and push *output* onto the call stack

(c) Analyze *fputs* and we find that a tainted variable is used

(d) The parameter passed to *output* has not been changed its taint value. Re-analysis is not required of *output*.

(e) pop *output* off of the call stack

5. No parameters passed to *main* have been changed its taint value. Re-analyze is not required of *main*.

6. pop *main* out of the call stack

7. finished

Finally, we can say that the variable **buf** of *main* is tainted in *input* by *fgets* and then later is used in *output* by *fputs*.

### 3.5 Conclusion

In this chapter, we described the problem of taint flow analysis in detail. The definition of taint analysis, and a solution to solve the taint dataflow problem on a call graph were presented. Based on these algorithms, we then presented algorithms to propagate taint values within and between procedures. Finally, we introduced two examples to show how taint values are propagating within and between procedures.
Chapter 4

Introducing Concurrency into Taint Dataflow Analysis

4.1 Introduction

In Chapter 3, we showed how to perform taint dataflow analysis by traversing the call graph, and propagating the taint information. In this chapter, we describe how to parallelize the algorithm, and perform the taint dataflow analysis concurrently. This chapter is organized as follows:

- In Section 4.2, we describe the basic ideas to perform taint dataflow analysis concurrently.
- In Section 4.3, we give needed data structures before discussing the algorithm.
- In Section 4.4, we describe an architecture to perform taint dataflow analysis concurrently.
- In Section 4.5, we describe our concurrent taint dataflow analysis algorithm.
In Section 4.5.3, two different approaches for sharing information between threads are provided. We also discuss the reason we chose one approach instead of the other.

In Section 4.5.4, we explain the merging process of results among the threads.

Finally, in Section 4.6, we conclude this chapter.

### 4.2 Static Taint Concurrency

As discussed in Chapter 3, we have shown that taint dataflow analysis is started from the root node in a call graph. During an analysis, an intraprocedure analysis is performed for each procedure and when a function call is made, an interprocedure analysis is involved. Eventually, the analysis can tell which variables become tainted and how they become tainted (in which procedure).

In Chapter 3, we only give an example which has only one root node in the call graph. The root node is either the main function of the program, or a function that can be called externally from an external caller. For example, in Windows Operating System, a library usually has a field called export table. The table contains functions that are able to be called by other programs. These functions are considered as roots. In a program, there are usually more than one root nodes. Therefore, each root node is going to be analyzed until all root nodes are analyzed. In a sequential analysis, the root nodes are analyzed one by one.

To parallelize taint dataflow analysis, we simply start from different root nodes simultaneously. We split the call graph into several sub-graphs and analyze each sub-graph concurrently. After splitting the graph into sub-graphs, each sub-graph has only one root node. The root node is considered to be the starting point of each analysis.
Figure 4.1 shows an example of call graphs. As we can see in the figure, the $extC_1$, $extC_2$ and the $extC_3$ functions are the root nodes.

Figure 4.2 shows the sub-graphs after splitting the call graph. As the figure shows, each sub-graph has only one root node. Theses sub-graphs can be analyzed concurrently. Also, these sub-graphs usually have some overlaps and the overlaps are analyzed serveral times once, for each root.

To analyze a sub-graph, the algorithm introduced in Chapter 3 can be applied. In a concurrent analysis, each sub-graph is analyzed separately using the algorithm discussed
However, issues like deadlock and sharing information between each analysis have not been taken into consideration. The details of such issues is going to be discussed in the later sections.

### 4.3 Background

#### 4.3.1 ValueProperties

During taint dataflow analysis, a ValueProperties is a container to represent tainted values of a variable. It also stores memory size, data size, and the data type contained (e.g. heap, stack, static or constant) of the variable. Instead of operating on a variable, any operation on a variable is modelled as an operation on the ValueProperties of that variable. By the end of the operation, the ValueProperties has the properly tainted value of the variable.

ValueProperties of different variables can be linked and unlinked from each other. By linking a ValueProperties A to ValueProperties B, operations on A will effect B. For example, a caller procedure $p_1$ has a variable $v_1$ which is passed to the called procedure $p_2$ by value. $p_2$ uses $v_1$ and assigns $v_1$ to its own variable $v_2$. When the taint information in $v_1$ is changed in $p_1$, $v_2$ in $p_2$ also changes as they are linked. This enables propagating taint information across calls and variables.

ValueProperties can also store trace taint propagation. Figure 4.3 shows the structure of trace information in a ValueProperties. As the figure shows, $a$ is a variable in the routine $A$, $b$ is a variable in the routine $B$ and $d$ is a variable in the routine $D$. Routine $A$ calls routine $B$ and routine $B$ calls routine $D$. $a$ is assigned to $b$ and $b$ is assigned to $d$. The ValueProperties of $d$ is linked to the ValueProperties of $a$ and $b$. If $a$ is tainted, then the tainting trace of $d$ is ABD.
Figure 4.3: Tainting Trace Information in a ValueProperties

Figure 4.4: Call Graph
4.3.2 Routine

In our concurrent taint dataflow analysis approach, a routine data structure is used to represent a call in the program. On the call graph, each call is represented by a node. A routine contains several objects that are used for the analysis. Figure 4.5 shows the class diagram of a routine.

<table>
<thead>
<tr>
<th>Routine</th>
</tr>
</thead>
<tbody>
<tr>
<td>+ Name: String</td>
</tr>
<tr>
<td>+ visit_number: int</td>
</tr>
<tr>
<td>+ LocalVariables: ValueProperties []</td>
</tr>
<tr>
<td>+ FormalVariables: ValueProperties []</td>
</tr>
<tr>
<td>+ Callers: Routine []</td>
</tr>
<tr>
<td>+ op: Operation []</td>
</tr>
</tbody>
</table>

Figure 4.5: Class Diagram of Routine

The attributes of the routine object are explained below.

- **Name**: the function name of the routine.

- **visit_number**: A time stamp that stores the last time any *ValueProperties* in the routine was modified.

- **LocalVariables** stores the local variables used in this routine.

- **FormalVariables** are variables that are passed to this routine.
• *Callers* lists all the routines call to this routine.

• *op* lists all operations in a routine. An operation can be a call statement, a return statement or an assign statement in the source code.

## 4.4 Architecture

This thesis is a study based on a given taint dataflow analysis program. The concurrent taint dataflow analysis we provide is more complex to adapt to the given program. However, the idea of introducing concurrency into taint dataflow analysis can still apply to any other cases. In this section, a basic architecture needed to perform a concurrent taint dataflow analysis is introduced.

The concurrent taint dataflow analysis consists three basic components: *Intraprocedural analysis*, *Taint Analysis* and *Post Analysis*. Figure 4.6 shows the overall architecture of our concurrent dataflow analysis.
The **intraprocedural analysis** starts by reading the source code. An intermediate representation of the source code is produced. An intraprocedural dataflow analysis is performed on the intermediate representation. The intraprocedural analysis analyze all procedures individually. It produces a control flow graph of each procedure as well as a call graph. The control flow analysis produces the order in which the individual statements are executed in a procedure. The call graph provides the order in which each function is called.

The **taint analysis** starts with creating a thread manager object. The thread manager object creates a master thread and working threads. The master thread is responsible for splitting the call graph, and assigning tasks to working threads. The working threads

---

<table>
<thead>
<tr>
<th>Intraprocedural Analysis</th>
<th>Taint Analysis</th>
<th>Post Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Code</td>
<td>Start</td>
<td>Sub Result</td>
</tr>
<tr>
<td>Common Intermediate Representation</td>
<td>Analysis a sub call graph</td>
<td>Merging Result</td>
</tr>
<tr>
<td>Intraprocedural Analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Call Graph</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Routine Information</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4.6: Overview of Concurrent Taint Dataflow Analysis**
are responsible for performing the analysis on a given sub-graph.

Ideally, the same number of working threads as the number of sub-graphs are created, each thread gets a sub-graph and performs analysis on it. When the analysis is done, working threads merge the results of each sub-graph by using the union operation to get the result of the entire call graph.

4.5 Algorithm

The concurrent taint dataflow analysis algorithm consists of three steps. The first step is to split the call graph and assign tasks to some threads. This is done by the thread manager. The thread manager splits the tasks and creates some working threads. Each working thread will be assigned with the task of analyzing one sub-graph. In the second step, the working threads perform the analysis concurrently. Finally, in the third step, results are merged together, and the analysis is complete.

The rest of this section is organized as follow:

- In Section 4.5.1, we describe algorithm of splitting call graph and managing threads in the thread manager.
- In Section 4.5.2, we describe a detailed algorithm for propagating taint values on a sub-call graph.
- In Section 4.5.3, we discuss two different approaches to exchange information between threads.
- In Section 4.5.4, we give an algorithm to merge the result from different threads.
4.5.1 Splitting Graph

In this stage, the call graph is split into several sub-graphs. As discussed before, the call graph is a graph which has multiple root nodes. Each sub-graph is rooted by one of those root nodes. In other words, a sub-graph has only one root node and each sub-graph has a different root node.

This process is called *split graph*. A breadth first traversal on the original call graph is performed and sub-graphs are built at the same time. Listing 4.1 shows the algorithm to split the graph.

---

**Listing 4.1: Algorithm of Split Call Graph**

```
Procedure splitCallGraph (callGraph)
    //returns value, list of sub-graphs
    subGraphs = [];
    //list of all root nodes in callGraph
    rootList = callGraph.getRoots();
    //start to build sub-graph for each root node,
    //until all root nodes are visited
    while ( (root=rootList.getNext()) != NULL)
        //initialize this sub-graph as empty
        subGraph = {}
        //add root node to this sub-graph
        subGraph.addRoot(root)
        //start BFS to construct this sub-graph
        while ( (r = subGraph.getNextNode()) != NULL)
            //add a new node to this sub-graph
            subGraph.addNode(r.Calls[i])
            //add a new edge to this sub-graph
```

---
subGraph.addEdge(r, r.Calls[i])

end while

//add this sub-graph to return list
subGraphs.add(subGraph)
end while

//return all sub-graphs
return subGraphs

In Listing 4.1:

- callGraph is the original call graph.
- subGraphs is the set of sub-graphs.
- callGraph.getRoots() returns all root nodes in callGraph.
- rootList.getNext() returns the next root node in the list
- r.numOfCalls() returns the number of called procedures of a node (routine)

4.5.2 Concurrent taint dataflow analysis

After the sub-graphs are built, each sub-graph is analyzed separately and concurrently. The analysis is performed by traversing the sub-graph. The analysis starts from the root node of the sub-graph.

To traverse a graph, there are many options. For instance, depth first or breadth first traversals. In this thesis, depth first is chosen because it is capable of maintaining the order of calls in the analyzed program. The next node to visit is always the node called by the current node. A call path is a path from a root node to a node on the sub-graph.

Listing 4.2 shows the overview of the traversal algorithm. The term routine also refers to node on the sub-graph.
Listing 4.2: Overview of Traversal Algorithm

Procedure ProcessRoutine(Routine r, int VisitNumber)

    if r is on the call stack
        // if r has already been on the call stack, it means this r has been
        // analyzed. In other words, it is a recursion call to r
        Return
    push r on the call stack
    r->visit_number = starting_visit_number = VisitNumber
    do
        starting_visit_number = r->visit_number
        for each Operation op in r
            ++global_visit_number;
            if op->isNotACall
                // if this op is not a call, simply applied TT and TA functions
                PropagateTaint(op,global_visit_number)
            else if op->isCall
                subr = op->routine;
                if (op->modified_number > op->visited_number OR
                    op->isNotVisited)
                    linkArgToFormal(op)
                    if op->isNotVisted
                        for each Formal f in op
                            Propagate_Upward(f, global_visit_number);
                            op->isNotVisited = FALSE;
                            ProcessRoutine(subr, global_visit_time);
                            unlinkArgFromFormal(op)
                op->visited_number = ++global_visit_number;
        while(r->visit_number != starting_visit_number) //if re-visit needed, keep
On entry to analyzing a routine, a unique number $VisitNumber$ is given. This number is used as a flag to tell whether a routine needs to be re-analyzed or not. Then, this routine is checked whether it has been analyzed for this call path or not. This is intended to avoid processing a recursively called routine twice as was discussed in Chapter 3.

After the recursion check, this routine is pushed onto the call stack for further recursion check. $r$’s current visit number and this analysis’s starting visit number are set to $VisitNumber$.

A do-while loop is entered to examine all operations of $r$ until there is no re-analyze flag raised. A re-analyze flag is raised if and only if the taint values of parameters passed to $r$ are changed. When entering the do-while loop, the starting visit number is set to $r$’s current visit number. In other words, we assume that taint values of parameters passed to $r$ are not being changed at the beginning of the analysis. Then the analysis loops through every operation of $r$ and analyzes each operation in turn.

The steps involved to analyze each operation are the following:

1. Increase the global visit number $global\_visit\_number$. This generates a new unique visit number.

2. If this operation $op$ is not a function call, $TA$ and $TT$ are applied to propagate the taint value accordingly. If the tainted value of a variable is changed to tainted, then all variables it links to are changed to tainted. In addition, this $op$’s $modified\_number$ is set to the current $global\_visit\_number$.

3. If this operation $op$ is a function call, then the interprocedure propagation is involved.
(a) If \( op \) has been analyzed and \( op \) uses data that has not changed its tainted value, then an analysis is not needed. This makes sure that a routine is not analyzed unnecessarily twice.

(b) If \( op \) has not been analyzed or \( op \) uses the data that has changed, then an analysis of this \( op \) is required.

i. The argument variables are linked to the formal variables.

ii. If this is the first visit of this \( op \), then a process called \( Propagate_{Upward} \) is performed to notify all upper nodes on the call path. This tells all upper nodes that there are new formal variables that are linked to argument variables. Details of \( Propagate_{Upward} \) are given in next paragraph.

iii. This \( op \) is analyzed as a common routine \( subr \) by calling

\[ ProcessRoutine(subr, global\_visit\_number) \]

The current \( global\_visit\_number \) is passed as a starting visit number for processing \( subr \).

iv. The argument variables are unlinked from the formal variables.

(c) This \( op \)’s visited number is set to a new global visit number

4. If this routine uses data that has changed its taint value during this analysis, a re-analysis is required.

After all necessary re-analysis is performed, the analysis of this routine is done. This routine is popped from the call stack

**Propagate Upward** The upward propagation propagates taint information from a called routine to the caller routine and upper routines on the sub-graph. The upward propagation happens when a routine is analyzed for the first time. This tells its upper nodes that all linked variables’ taint value may have been changed by the called routine.

Listing 4.3 shows a sample source code.
In the sample source code, the parameter passed to function `input` is passed by reference. Before analyzing the `input` function, all variables linked to the argument `f` need to be linked to the formal parameter `x` as well. A upward propagation is necessary.

As described in Listing 4.2, the function `Propagate_Upward` is called to inform a routine’s upper nodes that some variables’ taint value may have been changed by this routine.

The algorithm to propagate tainted information upward is shown below in Listing 4.4.

```
Listing 4.4: Propagate Upward

bool Propagate_Upward(ValueProperties vp, int VisitNumber)
{
    if vp is not associated with a variable or formal
        return False
    ValueProperties arg_vp := vp->argument;
    if arg_vp is not associated with an argument in the caller
        return false
    ValueProperties vf_vp := arg_vp->formal;
    if vf vp is not from root
        status := Propagate_Upward(vf_vp, VisitNumber);
    else if vf_vp is variable
```
link(vf_vp, vp)

Status := (vf_vp is changed by link) ? true : false;

else  //vfvp is a formal
    Status := false;

if (!Status)
    return false

// update the visit number for everything involved
vf := vf_vp->variable;
vf->visit_number := VisitNumber;
r := vf->routine;
r ->visit_number := VisitNumber;
op := arg_vp->argument->operation;
op->modified_number := VisitNumber;
r := op->routine;
r ->visit_number := VisitNumber;
return true;

The first step to propagate upward is to check if this variable is associated with any local variables or formal variables. For instance, if this variable is a constant value, then there is no need to propagate upward. Besides, if vp is in the root routine then there is also no need to propagate upward. After that, all argument variables and formal variables associate with this vp are detected. If the associated formal variables are still associated with any other variables in an upper caller, then the Propagate_Upward notifies the upper callers until it reaches the top caller.

When the propagation reaches the top caller, it checks what kind of variable is reached. A formal variable is not propagated because the formal variable is only used by
the top caller as a local variable. If it reaches a non-formal variable, then the propagation
should reach this variable as well. The propagate is done by linking the \( vp \) to the variable
\( vf, vp \). If this linking changes the taint value of \( vf, vp \), then a reset of \( modified \_number \)
and \( visit \_number \) for everything involved is required. As the \textit{Propagate \_Upward} is re-
cursively called, eventually, all routines that have variables associate with the \( vp \) are
updated.

All variables involved are linked to upper callers. If a taint value has changed, all the
routines involved mark their last modified number as current visit number.

\textbf{Example}

In Listing 4.5 a sample source code is shown. We show now an example of performing
taint dataflow analysis on this sample in a working thread.

\begin{verbatim}
Listing 4.5: Sample Code

void main() {
    char buf[100];
    input(buf, sizeof(buf));
}

static void input(char *x, int len) {
    fgets(x, len, stdin);
}
\end{verbatim}

After per analysis of this sample code, the routine information is listed below in Table
\ref{table:4.1} and Table \ref{table:4.2}
### Table 4.1: Routine Main

<table>
<thead>
<tr>
<th>Variables</th>
<th>v1.1 buf – vp1.1 buf vp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operations</td>
<td>op1.1 call: <strong>input</strong></td>
</tr>
<tr>
<td></td>
<td>arg.1.1.1: buf – vp1.2 – vp1.1</td>
</tr>
<tr>
<td></td>
<td>arg.1.1.2: 100 – vp1.3</td>
</tr>
</tbody>
</table>

### Table 4.2: Routine input

<table>
<thead>
<tr>
<th>Formals</th>
<th>f2.1 X – vp2.1 X</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>f2.2 len – vp2.2 len</td>
</tr>
<tr>
<td>Operations</td>
<td>op2.1 call: <strong>fgets</strong></td>
</tr>
<tr>
<td></td>
<td>arg.2.1.1: x – vp2.3 – vp2.1</td>
</tr>
<tr>
<td></td>
<td>arg.2.1.2: len – vp2.4 – vp2.2</td>
</tr>
<tr>
<td></td>
<td>arg.2.1.3: stdin – vp2.5</td>
</tr>
</tbody>
</table>

The taint dataflow analysis of this sample code is shown below in Table 4.3.
<table>
<thead>
<tr>
<th>Step</th>
<th>Action (routine’s time stamp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><code>global_visit_number := 1</code></td>
</tr>
<tr>
<td></td>
<td>Process Routine <code>main</code> (1)</td>
</tr>
<tr>
<td></td>
<td>Routine <code>main.visit_number := 1</code></td>
</tr>
<tr>
<td>2</td>
<td><code>global_visit_number := 2</code></td>
</tr>
<tr>
<td></td>
<td>process op1.1 Call: <code>input</code></td>
</tr>
<tr>
<td></td>
<td>link vp2.1 – vp1.2 – vp1.1 for <code>buf</code> link vp2.2 – vp1.3</td>
</tr>
<tr>
<td>3</td>
<td>Process Routine <code>input</code> (2)</td>
</tr>
<tr>
<td></td>
<td><code>push</code> Routine <code>input</code> (2) on the callstack</td>
</tr>
<tr>
<td></td>
<td>Routine <code>input.visit_number := 2</code></td>
</tr>
<tr>
<td>4</td>
<td><code>global_visit_number := 3</code></td>
</tr>
<tr>
<td></td>
<td>process op2.1 Call: <code>fgets</code></td>
</tr>
<tr>
<td></td>
<td>Propagate Upward: vp2.3 – vp2.1 – vp1.2 – vp1.1</td>
</tr>
<tr>
<td></td>
<td>Routine <code>input.visit_number(2) != starting_visit_number(3): Re-visit</code></td>
</tr>
<tr>
<td>5</td>
<td><code>starting_visit_number = global_visit_number (3)</code></td>
</tr>
<tr>
<td></td>
<td><code>input.visit_number = global_visit_number (3)</code></td>
</tr>
<tr>
<td></td>
<td><code>global_visit_number := 4</code></td>
</tr>
<tr>
<td></td>
<td>process op2.1 Call: <code>fgets</code></td>
</tr>
<tr>
<td></td>
<td>op2.1 Call: modified_visit_number (3) ≤ visited_visit_number (3): No re-visit</td>
</tr>
<tr>
<td>6</td>
<td><code>pop</code> Routine <code>input</code> (2) off the callstack</td>
</tr>
<tr>
<td>7</td>
<td>unlink vp2.1 – vp1.2 – vp1.1 unlink vp2.2 – vp1.3</td>
</tr>
<tr>
<td></td>
<td><code>global_visit_number := 5</code></td>
</tr>
<tr>
<td>8</td>
<td><code>main.visit_number(3) = starting_visit_number (1), we loop</code></td>
</tr>
<tr>
<td></td>
<td><code>main.visit_number = global_visit_number (3)</code></td>
</tr>
<tr>
<td></td>
<td><code>global_visit_number := 6</code></td>
</tr>
<tr>
<td></td>
<td>op1.1 Call: modified_visit_number (3) ≤ visit_number (5): No re-visit</td>
</tr>
<tr>
<td>9</td>
<td><code>main.visit_number(3) == starting_visit_number (3), finished</code></td>
</tr>
</tbody>
</table>

Table 4.3: Routine input
4.5.3 Exploration Phase

We have shown before that the propagation happens on the call graph simultaneously with different threads. Multiple threads can perform the analysis either on the same graph or their own copy of the graphs. The first approach is called *shared memory* and the second one is called *duplicated memory*. The steps of concurrent taint dataflow analysis are the same and only the use of data (call graph, variables, routines and ValueProperties) is different in these two approaches.

**Shared Memory**

The shared memory approach starts by assigning root routines to threads. However, instead of splitting the call graph into several sub-graphs, the analysis in each thread is performed on the same call graph. Figure 4.7 shows this concept.

![Figure 4.7: Call Graph](image)

In the example of Figure 4.7, it is assumed that there are two threads, called \( th_1 \) and \( th_2 \). The root routine \( extC3 \) is assigned to \( th_1 \), and the root routine \( extC2 \) is assigned to \( th_2 \). These two threads perform analysis simultaneously on the same call graph.

As the example shows, when \( th_1 \) and \( th_2 \) visit the same node 5, they both need to link some *ValueProperties* to node 5’s *ValueProperties*. As the analysis is performed
on the same call graph, if those ValueProperties of node 5 are linked to both threads’ ValueProperties, when a ValueProperties changes in \( th_1 \), it will also have an effect on the linked ValueProperties in \( th_2 \). To avoid this scenario, a lock can be applied.

The lock is set to ensure that only one thread can access the data of a given node. When a thread wants to visit a node, it checks if the node is locked. If the node is not locked, the thread locks the node. This prevents other threads from reading or writing to the node. By utilizing locks, when multiple threads visit a node, only one of them can gain access to the node, and other threads wait until the lock is released.

While a thread locks a node, other threads continue to perform the analysis. A lock list is maintained by each thread. This list stores the nodes locked by the current thread. After finishing analysis, the current thread releases all its locks.

However, this approach is not applicable in many situations. For instance, the shared concurrent taint dataflow analysis may fail to achieve multi-threading when the program to be analyzed is a web application. The reason is that web applications usually have a database function to connect to the database. If we build the call graph, almost all the paths go through the database connection procedure. By applying the shared concurrent taint dataflow analysis, only one thread can perform the analysis because all other threads are blocked by the lock setting to this procedure. Figure 4.8 shows an example. In this example, if one thread has blocked the node 3, then all other threads have to wait until the node 3 is released. This makes only one thread perform the analysis.
Duplicated Memory

To address the issue of blocked by one node and deadlock, the duplicated memory approach is taken into consideration. To avoid using locks during the analysis, each working thread works on its own copy of the graph. An example is shown below in 4.1 and 4.2.

We assume that we have three threads: $th_1$, $th_2$ and $th_3$. The root routine $extC1$ is assigned to $th_1$ with a copy of the sub-graph of $extC1$. The root routine $extC2$ is assigned to $th_2$ with a copy of the sub-graph of $extC2$. The root routine $main$ is assigned to $th_3$ with a copy of the sub-graph of $main$.

These three threads perform the analysis simultaneously on their own sub-graphs. As the example shows, when $th_2$ and $th_3$ visit the same node 5, two different copies of node 5 are used in different threads. With duplication of memory, there is no need to take mutual exclusion into consideration. The propagating phase is done independently in each thread.

After the analysis in each thread is done, each thread contains its own result. A merging phase puts the result from each thread together to produce the global result of
the taint dataflow analysis.

4.5.4 Merging Phase

In this thesis, we chose the duplicated memory approach to achieve multithreading. However, for all threads, when they finish the analysis, each thread has only the result of its own sub-graph. It is necessary to merge the results so that the concurrent taint dataflow analysis provides exactly the same result as the sequential taint dataflow analysis does.

When we duplicated memory, one node on the callGraph may have two different instances on two different sub-graph. Figure 4.2 shows that the node 3 has two different instances on sub-graph rooted by extC1 and sub-graph rooted by extC3. If there is a variable var used in node (routine) 3, two different instances of var are created.

When a thread analyzes the sub-graph rooted by extC1, the taint trace is appended to the ValueProperties of var. Similarly, another thread inserts another taint trace of var on extC3. At the end of analysis, as var is independent in two threads, the analysis is not able to know that var has two taint trace. The merging phase is needed to perform this work.

A thread goes back to its own sub-graph to find all the variables involved after finishing analyzing a sub-graph. This thread then starts to merge the taint information of all involved variables back to the original call graph (it is a union operation). The taint trace information of each variable is appended to the variables’ ValueProperties on the original call graph. The details of the algorithm of merging the result is shown below in Listing 4.6.

Listing 4.6: Algorithm of Merging Result

Procedure MergeResult()
for each variable var used in this analysis

//find the ValueProperties of 'var' from the original call graph
ValueProperties vp = callGraph.node[var].ValueProperties
// ask and wait until we can read
vp->acquireReadLock();
//read again to make sure we have the latest information of this
ValueProperties
vp = callGraph.node[var].ValueProperties
//check if the trace is all ready inserted by other thread
if (vp->traceInfo->find(var->ValueProperties->traceInfo))
    vp->releaseReadLock();
    Continue;
else
    //wait until we can write
    vp->acquireWriteLock();
    vp->traceInfo->append(var->ValueProperties->traceInfo);
    //release the locker
    vp->releaseWriteLock();

Each variable analyzed by this thread is checked iteratively. The merging of results consists of 4 steps:

1. Find the reference of the ValueProperties of a analyzed variable var on the original call graph.

2. Check if there is another thread merging result to this ValueProperties. This is done by using the reader/writer lock. When acquireReadLock() is called, the working thread waits until no writer lock is set to this ValueProperties. Then the working thread gains access to this ValueProperties. The working thread sets a
reader lock to this ValueProperties to prevent other working thread writing.

3. Checks if the same taint trace of var has already been merged into this ValueProperties. If so, there is no need to insert the same trace again. The reader locker of this vp is released, and this thread continues processing the next analyzed variable. If the taint trace of var does not exist in vp, the merging starts.

4. A writer lock is set to vp. After that, this thread appends the taint trace of var to vp's trace field. The writer lock of vp is released after the appending finished and this thread continues to process the next used variable.

After all threads finish merging, all variables on the original call graph will have the final results.

4.6 Conclusion

In this chapter, we have shown that taint dataflow analysis can be solved concurrently by traversing the call graph and propagating the taint information simultaneously. Algorithms for constructing the call graph, propagating taint information among routines and propagating taint information within a routine are studied. Two approaches of sharing information between threads are introduced. Then we explained why duplicated memory approach takes better advantages of the multithreading in our study.
Chapter 5

Implementation and Performance

In this chapter we describe in detail an implementation of concurrent taint dataflow analysis. We also provide experimental results to show the performance improvement of our approach. The chapter is organized as follows:

- In Section 5.1, we provide some background of our prototype which is a sequential program for taint data flow analysis. We also describe how we changed this program to integrate our approach to concurrency.

- In Section 5.3, we provide the methodology we are using during the implementation. Two methods are introduced to help implement multiple threading and memory sharing.

- In Section 5.4, we describes the difficulties encountered during our implementation. We also explain why we are not able to deal with some of these difficulties.

- In Section 5.5, we provide the experiment of two test cases. We show the performance improvement and explain the result as well.
5.1 IBM AppScan Source

IBM Security AppScan Source is a tool written in C/C++ to identify and to help dealing with the vulnerabilities in web, desktop and mobile applications. This tool is integrated into the developing process of the lifecycle by analyzing the source code of the software. It provides a cross platform and language independent analysis for the source code. The tool is also able to provide the trace information of the vulnerabilities and the type of threat. The analysis is done by using the taint dataflow analysis which tracks user’s input and validates whether there is a risk of using it. Our prototype is implemented based on IBM Security AppScan Source and intends to improve the performance of the analysis.

![Figure 5.1: Assessment Summary of AppScan](image)

5.1.1 Architecture

To perform the analysis, there are four stages involved in our concurrent dataflow analysis prototype. The architecture is shown in Figure 5.2.
In **Pre-processor**, the source codes are translated into intermediate representation. This stage provides language independence. After the intermediate representation is generated, all function procedures are examined to construct the data structures for all routines.

After the routine information is constructed, the **Intraprocedural Analysis** is performed. The intraprocedural analysis is a combination of control flow analysis and data flow analysis. The control flow analysis builds control flow graph for each routine which indicates the order of execution of statements in a procure. The dataflow analysis is performed by transforming all functions to static single assignment (SSA) \[12\] form. In SSA form, variables are renamed and \textbf{phi} functions are applied. When the value of a variable can be assigned by more than one source, and it is impossible to tell at the compile time which source has assigned that variable, the dataflow analysis creates a artificial definition of that variable named \emph{phi} to indicate that the variable can be assigned by
different sources. An example of SSA form transformation is showing below in Figure 5.3.

![SSA Diagram](image_url)

Figure 5.3: SSA

After that, the completed data structure of each routine is generated. Listing 5.1 shows definition of completed routine representation.

```
Listing 5.1: Definition of Routine Representation

class Routine
{
    String name;
    int visit_number;
    Variable localVariables[];
    Variable formalsVariables[];
    Routine callers[]
    Operation op[];
}

class Variable
{
    String name;
```
ValueProperties vp;
Routine routine;

class ValueProperties
{
    Routine routine;
    int visit_number;
    int modified_visit_number;

    ValueProperties arguments;
    Operation op;
    ValueProperties formal;
    ValueProperties variable;
}

class Operation
{
    boolean isCall;
    boolean isReturn;
    boolean isAssign;

    boolean isNotVisited;

    Routine routine;
    int modified_visit_number;
    int visited_number;
• **Routine**: This object contains the name of a procedure, last visit_number, a list of all local variables localVariables, a list of all formals formalVariables, a list of callers of this procedure callers and a list of op representing all statements in this procedure.

• **Variable**: This object contains the name of a variable, associated ValueProperties and a reference to its routine.

• **ValueProperties**: This object contains a reference to its routine, last visit_number, last modified_visit_number which indicates the visit number of the last tainted value changing and three reference to its linked variables. If its linked variable is an argument, then arguments is a reference to that variable and op is a reference to the function call. If its linked variable is a formal variable, then formal is the reference to the formal variable. If its linked variable is not a formal or an argument, then variable is the reference to that variable.

• **Operation**: This object contains three flags: isCall, isReturn and isAssign which indicate the type of this operation. Another flag isNotVisited is used to mark whether this operation has never been analyzed. A reference to this operation’s routine routine is also stored. modified_visit_number and visited_number are used to indicate when this operation changes some tainted value and when this operation is analyzed.

The third stage uses the completed routine data structure to perform the **interprocedural taint dataflow analysis**. The interprocedural taint dataflow analysis first builds a call graph and starts analyzing from each root node of the call graph. A tainting trace is generated for each tainted variable.
The last stage in our prototype is to use the tainting traces of variables to perform the **Vulnerability Analysis (VA)**. The VA tells whether a user’s input is going to cause security issues. For instance, using a user’s input directly in a SQL query is considered as insecure because a potential SQL injection can be launched.

### 5.1.2 Original Flow

Our approach focuses on the Interprocedural Taint Dataflow Analysis (ITDA) stage of the prototype. The ITDA process consists of two phases. The first phase is to build the call graph. The second phase is to iterate over the call graph from each root node and to propagate the taint information while visiting the nodes on the graph.

Our concurrent analysis is introduced into the second phase. The original implementation of the second phase is using a single thread and analyze each sub-graph (rooted by a root node) at a time. The work flow of the original implementation is shown below in Figure 5.4.
The original work flow starts with getting a root routine \( r \) from the \textit{Root Routine List}. The \textit{Root Routine List} is a list contains all root nodes on the call graph. Then it takes root routine \( r \) as an entry point of analysis. The routine \( r \) and its rooted sub-graph are analyzed. After this analysis is finished, it continues to analysis the next root routine until all the root routines and their sub-graphs are analyzed.

### 5.1.3 Concurrent Flow

As discussed in Chapter 4, instead of analyzing each sub-graph one by one, a concurrent analysis creates multiple threads to analyze sub-graphs at the same time. Applying the idea, we modify the original flow as shown in Figure 5.5 below.
The concurrency is achieved by multiple threading. In our approach, there are two kinds of threads.

- **Master Thread**: The master thread is responsible for getting the next root routine from the root list and create a copy the associated sub-graph. Then the master thread assigns the task to a working thread. The master thread goes back to create a new job and assigns it to a new working thread until all root routines and their sub-graphs are handled by working thread.

- **Working Thread**: The working threads start analyzing the given job independently. The analysis flow of each working thread remains the same. After a working thread finishes a analysis, it merges its result back to the global result.
5.2 Implementation

The implementation is based on the algorithm described in Chapter 4. The implementation is separated into two tasks. In Section 5.2.1, a detailed implementation of the master thread is provided. In Section 5.2.2, details of performing the analysis and solving race conditions are discussed.

5.2.1 Master Thread

The master creates jobs for each working thread. It also manages shared resources, synchronization of the work threads, communication among the work threads and takes the merged result.

The master thread is created at the beginning of the ITDA stage. It initializes all the resources needed for the analysis. The initialization includes creating a thread pool with some working threads. After all necessary resources are prepared, the master thread goes to the iteration step and works as a thread manager. The iteration step runs within a loop. In the loop, the master thread gets the next root routine from the root list and copies the associated sub-graph from the call graph. Then it finds an idle working thread in the thread pool and assigns the job (root routine and its sub-graph) to the working thread to perform the analysis of the routine.

Thread Pool

Multiple threads running concurrently can improve the performance. However, it does not mean that one can create unlimited threads to improve the speed. Too many threads will led to a performance degradation. There are three reasons that the performance can be effected negatively by too many threads:

- **System Limitation**: Modern computers are not able to support too many threads.
running concurrently. For example an i7 dual core may only support up to 4 threads running concurrently. That means even there are more threads being created only 4 of them can run simultaneously.

- **Thread Switching**: If there are too many threads running, thread switching happens more frequently. Thread switching is computationally intensive. To switch between threads, a certain amount of time is required for saving and loading registers and memory \[39\]. With too many threads the switching consumes more time than the time saved by multiple threads.

- **Thread Initialization**: When a thread is created, the system needs to initialize the stack, heap, copy global variables and initialize the local variables. To create too many threads, the initialization of threads takes a certain amount of time. Therefore, the master thread should be able to control the number of threads running in the system and to avoid creating threads frequently. In our implementation, a thread pool is used to address these issues.

  The thread pool is created by the master thread with a certain number of threads at the beginning. Each thread is called a working thread. A job, which is an infinite loop, is assigned to each working thread. This job is simulated as an idle job. The master thread works as a manager of the thread pool. When a working thread is required, the master thread gets an idle working thread and replaces the idle job with a actual job. After the working thread finishes its job, the master thread assigns the idle job again to that working thread.

  In this case, we can maintain the number of threads running in our system while creating them only once, thus to achieve the best performance of multiple threading.
Job Distribution

After the thread pool is created, the master thread starts to create and assign jobs to working threads. Before a job is assigned, the master thread goes to the thread pool to find a working thread running an idle job. If there exist an idle working threads, a job is created and assigned to this idle working thread. If there is no idle working thread, the master thread waits until an working thread finishes its work and becomes idle.

Listing 5.2 shows the implementation of job distribution.

---

Listing 5.2: Algorithm of Master Thread

```c
Procedure Master_Thread(Routine[] root_list)
    for each root in root_list
        if isExceededMemoryLimitation()
            MemoryManager->cleanUp();
        while(true)
            threadId := threadManager.acquireThreadIndex();
            // calling a win32 API, wait for a working thread’s release event
            if (threadId == -1)
                WaitForSingleObject(wReleseEvent, INFINITE);
                continue;
            else
                break;

        // build the sub-graph which is rooted by this root routine
        subGraph = buildSubGraphRootedBy(root);
        getThreadById(threadId).threadRun(subGraph, root);

    While(threadManager.haveJobs())
End while
```
There are 6 steps to distribute a job:

- **Step 1**: The master thread iteratively gets an unprocessed root routine root from the root list. If all roots are processed, then go to **Step 6**.

- **Step 2**: The master thread checks the memory space to ensure there is enough memory space for this analysis. A *cleanup* function is called to make more space for this job if necessary. The *cleanup* function simply copies some random data in memory to disk. The reason is that the duplicated approach requires large amount of memory space to duplicate information for each working thread.

- **Step 3**: The master thread enters the spinlock to acquire an idle working thread. The spinlock is a loop which makes the master thread keep trying to get a working thread until it succeeds. A non negative *threadId* is returned to represent an idle working thread and a negative *threadId* means that there is no idle working thread at the moment.

- **Step 4**: The master thread constructs the sub-graph *subGraph* which is rooted by root.

- **Step 5**: The master thread assigns the *subGraph* and root to a working thread with id equals *threadId*. After that, the working thread starts to perform the analysis and the master thread goes back to **Step 1** to create the next job.

- **Step 6**: The master thread terminates when all working threads are finished. When a working thread finishes its task, it modifies a idle counter in the thread manager. If the value of idle counter equals the number of working thread, then that means all working threads are finished. In other words, the analysis of a program is finished.
5.2.2 Working Thread

The working thread is in charge of performing the analysis. The task is assigned by the master thread. The task contains the sub-graph and the root of the sub-graph. A number is also given as the index of the resource container.

Resource Container

The resource container is shared among all working threads and the master thread as discussed above. A resource container is created by the master thread. This is intended to provide the ability of communication between threads. The container is implemented as a vector. The number of the elements in the vector is the same as the number of the working threads. There is a one-to-one relationship between the container and the working thread.

Instead of copying the data into a working thread’s local memory, the master thread copies data to the container. An index is assigned to each working thread, when a working thread need to access its data, it uses the index to access the element of the container. The index is the same as threadId.

Perform Analysis

The analysis starts from the root routine of the sub-graph. The root routine is different from other routines because the root routine doesn’t have an actual caller. Therefore, for the root routine a process called “generate the external context” is called before the root routine is analyzed. The “external context” is generated such that the root routine can be analyzed as a common routine. In other words, the root routine will also have some arguments passed.

When the analysis starts, the routine is pushed onto a call stack which is used to deal with the recursions as discussed in Chapter 4. For each routine to be analyzed,
its last modified visit number is used as a new starting visit number to indicate a new visit. Figure 5.3 and Figure 5.4 show the detailed algorithms of the working thread. The algorithm contains two parts: process a root and process a routine.

Listing 5.3: Algorithm of Processing Root Routine

Procedure Process_root(Routine root, int ThreadId)

   // no need to analyze if there is no operations(statements) in this root routine
   if (root->numberOfOperations == 0)
      return

   // generate the external call context
   root->generateExternalCallContext()

   // set the start visit number to the root’s last modified visit number
   resetStartingVisitNumber(threadId)

   // clear the call stack
   clearCallStack(threadId)

   // process the root routine as a common routine
   Process_Routine(root, incrGlobalVisitNumber(), threadId)

   // merge the result
   MergeResult()

   // clear the external context
   root->clearExternalCallingContext()

To process a root routine, there are 7 steps:

- **Step 1**: Check if there is any operations in this routine. If there are no operations, then there is no need to perform the analysis of this routine because no taint information will be changed by calling this routine in the program.

- **Step 2**: If this root routine has some operations, the external context is generated
such that the working thread can process this root routine as it is a common routine.

- **Step 3**: The start visit number is set to this routine’s last modified visit number. This resets the starting visit number of this routine. The threadId is used so that the working thread knows which element in the container should be used.

- **Step 4**: The call stack is cleared to provide a fresh environment for the current analysis.

- **Step 5**: This root routine is analyzed as a common routine.

- **Step 6**: The result is merged after this sub-graph is analyzed.

- **Step 7**: The external context is cleared.

---

**Listing 5.4: Algorithm of Processing Routine**

```plaintext
Procedure Process_Routine(Routine r, VisitNumber visit_number, int threadId)
  pushCall(r, visit_number, threadId)
  do
    for each Operation op in r
      incrGlobalVisitNumber()
      if (op->lastModifiedVisitNumber > op->lastVisitedNumber)
        Switch(op->kind)
          Case simple_call:
            called_Routine = op->getCalledRoutine()
            call = op->getCall()
            //recursive call to process the called
            //routine, the following function links
            //necessary arguments and formals
            //and then analysis the call as a routine
```
Process_Call(call, called_Routine, threadId)
break

Case virtual_call:
// process all possible actual calls as
// Process_Call()
Process_Virtual_Call(op->getVirtualCall(), threadId)
break

Case return:
// merge the return values tainted
// information into the formals
// tainted information
op->mergeReturnToFormal()
// if the result is a reference we
// need to merge the referenced object
// as well
if op->return_Val->isReference()
    op->mergeReferencedToFormal()
break;

Case assignment:

if ( op->dst->isLocalVariable() || op->dst->isFormal)
    // as this tainted information
    // will not propagate upward to a
    // higher routine, we mark it to
    // restore after this routine is
    // analyzed
    Op->dst->markToRestoreTaint(r)

op->setOperationLastVisitedNumber()
while(r->lastModifiedNumber != starting_visit_number)
    popCall(r, threadId)

To perform the analysis of each routine, the routine is pushed into the call stack at the beginning. Each operation is analyzed by applying the \( TT \) and \( TA \) functions discussed in Chapter 3. The routine is analyzed recursively until nothing is changed. This is indicated by the last modified number of this routine. Whenever any taint information changes during a analysis of this routine, the last modified number will be different from the start visit number. After the analysis of this routine is finished, this routine is popped off the call stack.

### 5.3 Methodology

This implementation is based on the prototype which has already implemented the taint dataflow analysis with a single thread in C++. The taint dataflow analysis is an intermediate component of the software. To transform the existing sequential program to a concurrent program some methodologies that we used are explained in this section.

#### 5.3.1 Moving Locks

The first methodology to introduce concurrency into the sequential program is called *moving locks*. Moving locks enable the program to be partially concurrent and by moving the locks we eventually make the whole dataflow analysis work concurrently.

To transform a sequential program into a concurrent program, the basic idea is to find an entry point and duplicate all the calls after that point in multiple threads. For instance, a sequential program which deletes all files in a folder can be simply written as:
Listing 5.5: Sample Code: Sequential Delete Files

```fortran
Procedure deleteFiles(Folder fo)
    For each File f in fo
        Delete(f)
    End For
End Procedure
```

To transform the example above to a concurrent program, we simply duplicate the `delete()` function in multiple threads as shown in Listing 5.6.

Listing 5.6: Sample Code: Concurrent Delete Files

```fortran
Procedure deleteFiles(Folder fo)
    For each File f in fo
        thread.run(Delete(f))
    End For
End Procedure
```

Listing 5.7 shows a more complex example.

Listing 5.7: Sample Code: Delete Files

```fortran
Procedure deleteFiles(Folder fo)
    For each File f in fo
        Delete(f)
    End For

Procedure delete(File f)
    Switch f->type
        Case image:
            deleteImage(f)
        Case document:
            deleteDoc(f)
    End Switch
End Procedure
```
When we duplicate the delete() function, deleteImage(), deleteDoc() and deleteVideo() are also duplicated. In other words, all functions called by the duplicated function are duplicated as well. In our implementation, there are several functions that are called by the duplicated function. To be able to validate each of them, moving locks is introduced.

The moving lock is implemented using EnterCriticalSection() and LeaveCriticalSection(). The EnterCriticalSection() and LeaveCriticalSection() make sure that only one thread runs the code between them. An example is shown below using the code in Listing 5.7.

We assume there are two threads th1 and th2. The delete() is duplicated. So th1 and th2 have the same code:

Listing 5.8: Sample Code: Delete Files In Each Thread

```
Procedure delete(File f)

    Switch f->type

    Case image:
        deleteImage(f)

    Case document:
        deleteDoc(f)

    Case video:
        deleteVideo(f)
```

Apply the moving locks, we have:

Listing 5.9: Sample Code: Delete Files With Moving Locks 1

```
Procedure delete(File f)

    EnterCriticalSection()
```
Switch f->type
  Case image:
    deleteImage(f)
  Case document:
    deleteDoc(f)
  Case video:
    deleteVideo(f)
LeaveCriticalSection()

In this case, when \( th1 \) and \( th2 \) are running, only one of them can run the “switch” statement. By moving the locks down, we have:

Listing 5.10: Sample Code: Delete Files With Moving Locks 2

Procedure delete(File f)
  Switch f->type
    Case image:
      deleteImage(f)
  EnterCriticalSection()
    Case document:
      deleteDoc(f)
    Case video:
      deleteVideo(f)
  LeaveCriticalSection()

In this case, \( deleteImage() \) can run concurrently in \( th1 \) and \( th2 \). \( deleteDoc() \) and \( deleteVideo \) are allowed to run in only one thread.

By moving the locks down, we can parallelize the program function by function. Thus, we can validate one function at a time. If there exists an error after moving the
locks by one function, we know where the error happens. This is useful to debug and validate complex concurrent programs.

The moving locks mechanism can also be applied to variables. It also helps us to understand which variables are shared between working threads and may cause a race condition so that we can duplicate these variables in each working thread. When the moving locks finally moves to the `LeaveCriticalSection()`, the program is running fully concurrently.

5.3.2 Shared Container

The original implementation of the prototype is highly optimized to minimize duplicate objects. This is done by using smart pointers to make sure when we call the copy constructor of an object only the counter of that instance increases instead of making a new instance in the memory. When we duplicated the analysis function in multiple working threads, the master thread duplicates all necessary information in each thread independently. To be able to copy an object, there are two options:

1. **Overwrite the Constructor**

   One option is that we can overwrite the constructor of those objects and call the overwritten constructors to copy them in memory.

   This is hard to do due to inheritance. For instance, if we want to modify the copy constructor of `Class A` and `A` contains some pointers pointing to an object from `Class B` then we have to modify the copy constructor of `B` as well. Failing to do so will leave the instance of `B` in `A` not duplicated.

   When we use the information of the `B` object in `A` in different working threads, the instances of `A` is independent but the information of `B` remains the same in all working threads.
2. Shared Container

The second option is called shared container. The container is constructed by
the master. When the master thread constructs the container, it simply asks
for memory space without assigning any information. When a working thread is
initializing, the threadId is assigned as the identifier to the container to access the
memory area that belongs to this working thread. Also, instead of modifying the
copy constructors, the master simply copies the whole memory into the working
thread’s container space.

In our implementation, we chose the shared container to duplicate the memory for
each working thread. This is more efficient to implement. To avoid consuming too much
memory, we only duplicated the dependency graph and its associated data. All other
data used by working threads is not duplicated.

5.4 Challenges

During our implementation, there were several challenges. Some of them prevented us
from implementing the existing taint dataflow analysis concurrently. We had no choices
but to disable some features of the original implementation.

5.4.1 Memory management

The memory management component is always used in the program. As this product
is very memory consuming and to avoid potential memory leaks in C++ with pointers,
the memory management is implemented as a fundamental component of the program.
Every single instance created in the program, no matter whether it is belongs to the taint
dataflow component or not, is controlled by the memory management component.
The memory management monitors the memory usage and always attempts to release memory space. For example, if the memory management finds that the program is reaching the memory limitation it automatically tries to clear the memory.

By using the smart pointer, the memory management knows which instances are not in use. When the memory management does the cleaning, all the instances that have no reference will be released. Additionally, the instances that are not recently used are also swapped to the disk instead of staying in the memory.

The memory management in the taint dataflow analysis checks the memory usage before any function is called. It also tries to clean the memory after any processes are finished. As our duplicated approach still keeps some pointers, when a working thread finishes one process of analysis, some data may be removed by the memory management. To address these issues in our implementation, we first chose to modify the memory management for the taint dataflow analysis.

Unfortunately, all data types except the basic data types are defined in the memory management. In other words, to modify the memory management function for the dataflow analysis turns out to rewrite the memory management component. As our primary goal is to make a concurrent taint dataflow analysis instead of making a concurrent memory management component, we decided to disable the memory management by setting the memory limit to unlimited.

5.4.2 Race Condition

A race condition is an important issue to be solved in concurrent programming. With the moving locks, we can restrict the race condition to occur within a certain scope. Also, by duplicating the memory, we ideally avoid the shared resources altogether. But in practice, during implementation, it is impossible to make everything correct at once. For instance, when we deal with the shared resources, because we want to duplicate only
the needed information, we don’t copy all the information. With the moving locks, we can tell which resource should be duplicated to avoid a race condition. If we find some resources facing a race condition, we duplicate them and validate before moving the locks down.

In practice, the error cannot be reproduced easily so that we were not able to find some bugs during the implementation. In other words, when we believed that all the race conditions has been solved before the locks there may be still some bugs hiding. This situation required us to go back to check something we previously thought was correct.

5.4.3 Exception Handling

The original implementation we got was a beta version under development. There are some bugs existing in the code. As an enterprise product, the exception handling is a major concern of the code.

During our implementation, we found that it is very hard to debug our code with the exception handling. The original implementation of exception cleans the memory at the very beginning. In this way, all debug information such as stack information, variable’s values, pointers are cleared out in the memory.

To Disable the exception handling is also impossible. Due to the limitation of the program, there are some cases it can not analyze. These cases throw an exception.

5.5 Performance

In this section, we compared the performance of concurrent taint dataflow analysis to the original taint dataflow analysis prototype. The sub-sections below are organized as follows:

- in Section 5.5.1 we provide the details of how we measure the performance and
how we compare the performance between the original program and our approach.

- In Section 5.5.2, we discuss the test cases we are using in our experiment.

- Finally, in Section 5.5.3, we give the result of the comparison and summaries our experiment.

### 5.5.1 Performance Measurements

The performance of the program is compared according to different criteria. We compare the total cost of the whole analysis and the cost in each thread. We ran each experiment three times and the presented results are the average of the three runs. The aspects are discussed below:

- **Cost of Total Analysis**

  The most important performance is the total time of the analysis. As our goal is to reduce the time to perform the analysis, this cost is our main concern.

  We get the timestamp when the taint dataflow analysis starts and finishes. We calculate the duration of the entire analysis.

- **Average number of processed routines**

  This cost aims to tell how much extra work load is given to the overall analysis.

  We count the number of visiting to routines, including re-visiting, in each working thread. The cost is the sum of the number in each thread.

  Our experiment is running on an i7 CPU which has 2 cores and supports 4 threads running concurrently. As we explained before, only up to 4 threads are necessary on this test computer. In other words, we are running with 1 master thread and up to 3 working threads during the experiment.
5.5.2 Test Cases

Altoro Mutual

The first test case we are using is a test application built by IBM AppScan team as a mock website for security testing. This application is a demo of a fictional bank website [17].

This application contains 463 routines.
WebGoat

Figure 5.7: WebGoat Website

The second application is a real application called WebGoat. This application is written in Java and aims to teach web application security lessons.

This application contains 12,219 routines.
5.5.3 Results

Altoro Mutual

- Cost of Total Analysis

The total analysis time cost is shown in Table 5.1 and Figure 5.8.

With only one working thread running, the total time of the analysis is 6.61 seconds. The time goes down to 3.95 seconds when we run the experiment with two working threads. The time decreases a little when we increase the number of working threads to three.

![Total Cost of Analysis](image)

Figure 5.8: Total Cost of Analysis (Altoro Mutual)

The variances are 0.0049, 0.0024 and 0.0013 for one thread, two threads and three threads, respectively. The confidence interval is difficult to show in the graph. For
one thread, the 90% confidence interval is $[6.56, 6.65]$. For two threads and three threads, they are $[3.91, 3.98]$ and $[3.24, 3.29]$, respectively.

<table>
<thead>
<tr>
<th>Number of Threads</th>
<th>Total time cost in each thread</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Thread</td>
<td>6.61</td>
</tr>
<tr>
<td>2 Thread</td>
<td>3.95</td>
</tr>
<tr>
<td>3 Thread</td>
<td>3.27</td>
</tr>
</tbody>
</table>

Table 5.1: Total cost of analysis (Altoro Mutual)

The reason is that as this test case is small, the master thread becomes the bottleneck. The working thread finishes its analysis faster than the master thread prepares new tasks. In other words, most of the time, there are only two working threads running concurrently and the third one is waiting for the master thread to assign a new task.

- **Average number of processed routines**

The result of average number of processed routines is shown in Table 5.2 and Figure 5.9.

As we can see, the average number of processed routines increases a little when the number of working threads increases.

In the sequential approach, some routines and its sub routines may not need to be re-visited because the previous analysis has already provided the result. This is called result reuse. However, in a concurrent approach, the result may not be able to be reused. In concurrent taint dataflow analysis, two working threads may analyze the same routine at the same time. Neither of them is aware of the other’s result. This may cause unnecessary duplicate analysis of same routines and increase
the average number of processed routines. This is a side effect of our concurrent
taint dataflow algorithm.

![Total number of processed routines](image)

**Figure 5.9: Average number of processed routines (Altoro Mutual)**

<table>
<thead>
<tr>
<th>Number of Threads</th>
<th>Total Number of Processed Routines</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Thread</td>
<td>463</td>
</tr>
<tr>
<td>2 Thread</td>
<td>470.67</td>
</tr>
<tr>
<td>3 Thread</td>
<td>480.67</td>
</tr>
</tbody>
</table>

**Table 5.2: Average Number of Processed Routines (Altoro Mutual)**

**WebGoat**

- Cost of Total Analysis
The total analysis time cost is shown in Table 5.3 and Figure 5.10.

With only one working thread running, the total time cost of the analysis is 214.2 seconds. The time cost goes down to 152.6 seconds when we run the experiment with two working threads. The time cost decrease to 117.7 seconds when we increase the number of working threads to three.

The variances are 10.66, 4.69 and 5.95 for one thread, two threads and three threads, respectively. The confidence interval is difficult to show in the graph. For one thread, the 90% confidence interval is [212.09, 216.28]. For two threads and three threads, they are [151.23, 154.00] and [116.16, 119.29], respectively.

The result also shows that the master thread is not a bottleneck when analyzing
Table 5.3: Total cost of analysis (Altoro Mutual)

<table>
<thead>
<tr>
<th>Number of Threads</th>
<th>Total time cost in each thread</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Thread</td>
<td>214.2</td>
</tr>
<tr>
<td>2 Thread</td>
<td>152.6</td>
</tr>
<tr>
<td>3 Thread</td>
<td>117.7</td>
</tr>
</tbody>
</table>

a large program. To analyze a call path in a working thread takes more time than creating a new task in the master thread. However, a larger application means longer call paths. As we duplicated the call graph, the memory usage is significantly increased when dealing with a larger application. In this case, the memory limitation of the test computer becomes the bottleneck.

- **Total number of processed routines**

The result of the total number of processed routines is shown in Table 5.4 and Figure 5.11.

As we can see, the increase in the total number of processed routines is very similar to the small test case. Compared to the result in Figure 5.9, we can conclude that the increase in total number of processed routines is small even when analyzing a large program.
Figure 5.11: Average number of processed routines (Web Goat)

<table>
<thead>
<tr>
<th>Number of Threads</th>
<th>Total Number of Processed Routines</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Thread</td>
<td>12219</td>
</tr>
<tr>
<td>2 Thread</td>
<td>12413.33</td>
</tr>
<tr>
<td>3 Thread</td>
<td>12476.33</td>
</tr>
</tbody>
</table>

Table 5.4: Average Number of Processed Routines (Web Goat)
Chapter 6

Conclusions and Future Directions

This thesis provides algorithms and implementations for concurrent taint dataflow analysis. By integrating our concurrent analysis into a IBM product AppSacn Source, we have successfully improved the performance of the analysis by reduce the time of analysis.

The contributions of this thesis are discussed in the first part of this chapter.

The work may be enhanced in several ways in future work. Both the enhancement of concurrency and support of other features are discussed as the final section of this document.

6.1 Summary of Contributions

- Improvement of the performance of static taint analysis: As shown in Chapter 5, the performance of the concurrent taint dataflow analysis is improved by multi-threading.

- A concurrent taint dataflow analysis algorithm: The algorithm of concurrent taint dataflow analysis is introduced and implemented.

- A Methodology for sharing pointer type data between threads without modifying
6.2 Future Work

6.2.1 Static and Global Variables

Static variables are not tainted and tracked by the current implementation. This is because tracking the value for a static variable across the call graph, and associating the value with every routine and every call, rapidly becomes expensive unless a mechanism for pruning the information is available. The same applies to global variables.

To address this issue, a fixed-point approach can be taken into consideration. The fixed-point would be reached when analyzing all call paths in all orders, the tainted values of this kind of variables do not change.

6.2.2 Pointer-based Calls

Future work might involve supporting passing of addresses of routines as arguments, with the corresponding propagation to the call sites and hence context-specific enlargement of the call graph.

6.2.3 Memory Management

Future work might also involve memory management. A fully multithreading supported memory management is required. The memory management should be able to allow duplication of all objects and capable to clean memory within a thread.
6.2.4 Duplication

In our current implementation, some data is unnecessarily duplicated in every working thread. The duplication is very memory consuming. To avoid copying unnecessary data, future study of the original implementation is necessary. With more understanding of the original implementation, unnecessarily duplicated data could be avoided.

6.2.5 Scalability

In our current experiment setup, we were not able to test the scalability of this concurrent program for larger number of concurrent threads. The bottleneck in our system was the memory. In the future, we would like to test the scalability of our approach, using a larger number of CPU cores and much larger memory, in order to determine whether the performance is essentially proportional to the number of concurrently running threads.
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