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Abstract

In this thesis a new framework is proposed for obtaining the spongy bone, cortical bone, muscle and adipose tissue from MRI data. The method focuses on the accurate extraction of the edges of the target tissues, which is the main drawback of previous works. In this framework six new methods, as listed in section 1.3, are utilized together for improving the result of the segmentation by detecting the relational position of the tissues, acquiring the best possible contribution from the operator in terms of time and efficiency, forward and backward transfer of the segmented tissues at the seed slice and using the newly proposed Deformable Kernel Fuzzy-C Mean (DKFCM) method for improving the result of segmentation on the edges. This method first limits the searching area for the voxels of the target tissue from the whole data to a small strip around the edges of the target tissue. Then, it applies a very accurate segmentation on the searching area, using a deformable kernel, which is capable of adapting itself with the shape of the edge. Comparing the results of this work with some popular MRI segmentation methods like active contour, watershed, FCM and also some heuristic methods, which are proposed in literature for segmenting the MRI to four tissues, demonstrates the superiority of the proposed method especially on the edges.

Keywords—MRI; Segmentation; Fuzzy C-Means; Spongy bone; Cortical bone;
CHAPTER 1

Introduction

1.1. Motivation and Purposes

Magnetic resonance imaging (MRI) is currently a useful method for exploring body’s organs [152]. MRI gives us a 3D image of the body's internal organs, which can be used for 3D modeling of the organs after segmentation. 3D modeling of organs has various applications like surgery assistance [141], simulating the surgery [153], designing the implants [154], diagnosing the cartilage degradation [133, 137] and diagnosing the musculoskeletal disorders [128], like the Femoroacetabular impingement (FAI), in a specific patient.

There are several problems associated with MRI: Intensity inhomogeneity (IIH) [4] can result in same tissues with different intensity levels even in one slice. Partial volume effect (PVE) [156] affects the characteristics of one pixel by more than one tissue types. High volume of noise can eliminates the visible edge between different tissues. As a result of these problems, segmenting the MRI data and extracting the target tissue is the most challenging step for exploiting the MRI data, in order to model body’s internal organs. So, robustness against the noise, correct detection of the tissues and accurate segmentation of the edges of each tissue are the most challenging tasks for any MRI segmentation method. So far, some different methods have been developed for segmenting the MRI data. Deformable models [132, 149], active contours [21 - 24], graph cut [139], watershed [26 - 34] and Fuzzy C-Means (FCM) [131, 140, 147&145] are some of the most popular ones. However, it seems that none of them is capable of accurate segmentation of the tissues especially on the edges, which is very important in using the acquired models from the segmentation in various medical purposes. As an example, in diagnosing the Femoroacetabular impingement by modeling, it is very important to have accurate segmentation on the edges of the
femur and acetabulum because the purpose of the modeling is pinpointing the area that causes the impingement, which is usually a small area at the femur and acetabulum meeting point.

In the case of designing medical implants, it is also very important to have an accurate segmentation as well in order to design the implant based on the specific shape of each patient’s internal organs, which could be slightly different from the others.

So, one of the goals of this thesis is improving the quality of the segmentation of MRI, especially on the edges, compare to the available methods, in order to make it more reliable for some applications that needs an accurate modeling of body’s organs.

Moreover, because of the high quantity of noise and intensity inhomogeneity (IIH) on the MRI data, the participation of a skilled operator could be very helpful in the segmentation process and this is the reason that the quality of the semi-automatic segmentation methods is usually higher than the automatic ones but since the MRI data is a 3D data, which usually consists of multiple slices for a region of the body, the participation from the operator is usually very time consuming because this participation has to be done on each slice individually. So, the other motivation of this work is decreasing the participation time by the operator and increase the efficiency of it as much as possible. Therefore backward and forward transfer of the segmentation at the seed slice is proposed in chapter four.

Finally, the majority of the research efforts on MRI segmentation are done on brain MRIs. Between those which are targeting the other areas of the body, most of them are designed for extracting the bone and there are only few methods which are capable of segmenting the MRI to the cortical bone, spongy bone, muscle and the adipose tissue. While in some applications like simulating the surgery for a specific patient, it is very important to have a complete model of the patient’s body in order to have an accurate anticipation from the possible obstacles and problems during the surgery. So, another goal of this thesis is having an accurate segmentation to 4 tissues (cortical bone, spongy bone, muscle and the adipose tissue) at the same time.

To address the problem of musculoskeletal segmentation, H. Kang et al. [129] proposed a framework for considering expert knowledge about the placement of different tissues in
segmenting the MRI of thigh to muscle, adipose tissue, spongy bone and cortical bone. Implementing this method and testing it with our dataset in Chapter 5 for extracting the cortical and spongy bones showed that although this method could correct many of the missegmented parts in comparison with the segmentation by the FCM but the results still contain some misclassified parts of the other tissues and the result of the segmentation on the edges is not accurate. In another effort for the musculoskeletal segmentation of the MRI Benjamin Gilles et al. [132] made use of simplex meshes discrete model. This method doesn't have the misclassification problem on the main body of the tissues but it is still not accurate on the edges and it can't separate the cortical bone from the spongy bone.

FCM was proposed by J. C. Bezdek [115], as a clustering method and proves to be efficient in image segmentation. The main drawback of this method is that it only considers the intensity of the pixels for clustering them. To address this deficiency, some methods [130, 131, 148] added the spatial information to the objective function of the FCM. So, the cluster of each pixel is decided based on the main pixel and the neighboring pixels around it. This extension of FCM, which is known as spatial FCM or SFCM improves the robustness of the FCM against the noise. However, it doesn't improve the segmentation results on the edges of the tissues. The other problem is the misclassification of some parts on the main body of one tissue as another tissue because of the intensity overlapping between the tissues. To overcome the above-mentioned problems in this thesis, we propose a framework that limits the segmentation area from the whole slice to a strip around the contour of the specific tissue. As a result, most of the unwanted pixels which have intensity overlap with the pixels of the target tissue are omitted. For increasing the segmentation accuracy on the edges of target tissues, we propose the DKFCM method. In this method by deforming a 3 dimensional kernel around the main pixel, which shows the neighboring pixels, in an iterative mode the quality of the segmentation on the edges is improved.

Considering the relative position of the tissues in respect to each other is another useful method which is proposed for increasing the robustness of the method against the noise and Intensity inhomogeneity.
1.2. Structure of the Thesis

The thesis is organized in 6 chapters. In Chapter 2, we present some general information about the MR imaging, the physiology of the hip and some problems that can be solved by segmenting and modeling MRI data. In Chapter 3, the available segmentation methods, which are commonly used for segmenting MRI data, are explained. In Chapter 4, the proposed method is explained. In Chapter 5, the evaluation methods and validation results of the proposed method are presented and finally in Chapter 6, the conclusion is provided and some possible feature research methods are proposed.

1.3. Contributions

Six new contributions are proposed, implemented and evaluated in this thesis as listed

1- Deformable Kernel Fuzzy-C Mean (DKFCM) which is a newly developed method that is proposed in this thesis. This method is specifically designed for improving the segmentation results on the edges.

2- The proposed method for employing the operator in the segmentation process. This method is designed for getting the list time consuming and most useful cooperation from the operator.

3- Forward and backward transfer of the segmented tissues, which takes advantage of the close connection between the tissues in successive MRI slices for restricting the searching region for the target tissue and improving the segmentation result.

4- Relative position detection of the spongy bone

5- Relative position detection of the cortical bone

6- Relative position detection of the adipose tissue

The last three contributions improve the segmentation by detecting the position of the target tissue in respect to the other tissues and using expert knowledge about the place of each tissue.
CHAPTER 2

Background and applications of MRI segmentation

2.1. Magnetic Resonance Imaging (MRI)
Magnetic resonance imaging is a medical imaging method applied in order to obtain images of body structure taking benefit from a combination of radiology, magnetic fields and algorithms. The scanner is constructed from a tube located inside a big round magnet (Figure 2.1). Magnetic resonance imaging was built based on the fact that more than 70% of the human body is composed of water. So, by magnetizing the water molecules of a patient, it is possible to magnetize his body. At the magnetizing process the water molecules first absorb the radio wave energy and then emit it. The emitted radio waves from the patient body can be used for forming a 3D image from the internal organ. Afterwards, a preprocessing and post processing is applied on the image information exploiting various algorithms, such as un-noising, inhomogeneity correction and image segmentation algorithms.

Figure 2.1. MRI device [142]
Figure 2.2 shows the hardware block diagram of the MRI system. In contrast to X-ray imaging, that uses the X-ray frequency range, magnetic resonance imaging needs the absorption and emission of the radio frequency, which makes it a safe imaging method for the human body. [158]

![Block diagram of the MRI hardware system](image)

**Figure 2.2.** Block diagram of the MRI hardware system [1]

### 2.1.1. Contrast in Magnetic Resonance Images

The water protons in various tissues inside the body have various relaxation times. This difference for two tissues shows itself as the contrast. For example in figure 2.3, which shows a MR image of brain, the contrast between different tissues can be observed.

This contrast can be changed with the change in the water rate in different tissues which can cause a big problem for any type of image segmentation algorithm.

### 2.1.2. Intensity Change in MRI

Intensity change or intensity inhomogeneity (IIH) is one of the main problems occurring in magnetic resonance imaging. It happens when a smooth intensity change is observed for the same tissue which actually should have the same intensity values.
IHH may be caused by some reasons such as unfixed patient, static field inhomogeneity, radio-frequency problems, metal implants, etc. [2 -4] Some studies for different inhomogeneity correction methods have been performed in literature. [5- 8]

Figure 2.3 shows the inhomogeneity field and the corrected image in the MRI of the brain

![Figure 2.3. Intensity inhomogeneity correction [5]](image)

### 2.2. Physiology of the Hip

Since the final result of this research is tested on the MRI of the hip, some basic knowledge about the hip is presented in this section in order to familiarize the readers with the physiology of this part of the body. The most vulnerable part of the hip is the hip joint, which can be easily affected by various diseases. Hip joint is the place where femur connects to pelvis. A hip joint consists from these main tissues: [127]

- Ligaments
- Bones
- Muscle
- Cartilage
In addition to these four tissues, there are some other tissues like the adipose tissue, blood vessels and nerves at the hip area. Figure 2.4 shows a horizontal cross section of the hip area.

![Figure 2.4. Full horizontal cross section of the hip (female) [143]](image)

### 2.2.1. Hip Ligaments

The arrangement of ligaments that establishes a connection between femur and the pelvis are needed for stability and keeping the hip from going outside from its general position. Figure 2.5 shows the ligaments at the posterior hip area.
2.2.2. Hip Bones

Hip joint consists of a ball and also a socket, connecting two bones, the femur with the pelvis. The femur head locates inside the acetabulum, and shapes the hip joint. Due to this, the leg can move simply in every direction. Figure 2.6 shows the hip joint bones.
Every bone inside the body is made of cortical bone and spongy bone tissues. Cortical bone (compact bone) is the hard tissue which wraps the outside of the bone and the spongy bone also called the trabecular or cancellous bone is the softer part that exists inside the bones. Spongy bone is more responsible for absorbing the shocks. [146] Figure 2.7 shows the spongy and cortical bone at the femur head and their microscopic structure.

![Figure 2.7. Spongy (trabecular) and cortical (compact) bone tissues at the femur head and their different microarchitecture and porosity shown at the microscopic view](image)

### 2.2.3. Hip Muscles

Hip muscles have two functionalities; fixing the whole lower extremity in time of movements as well as powering the hip joint to move freely in different situations. There are several different muscles at the hip area to enable the hip joint to move in different directions. Figures 2.8 and 2.9 show the deep and superficial hip muscles respectively.
2.2.4. Hip Cartilage

The cartilage acts as a substructure for the bones when performing activities. It lets the joint to turn freely in every direction and therefore supports the bones with low friction. The most
important cartilage at the hip area is located at the femur and acetabulum meeting point. Any damage to this cartilage could result in serious problems in moving the thigh. Figure 2.10 shows a healthy cartilage between the femoral head and acetabulum.

![Figure 2.10. Cartilage between the femoral head and acetabulum [138]](image)

**2.3 Femur Bone**

The upper leg has just one bone named Femur. Femur is the tallest bone inside the human body. This bone connects many muscles and ligaments in the body. Actually, it is acting like an origin point and its principal functionality is transferring the forces from tibia to the hip joint.

Femur is constructed from 3 main areas: [10]

- Proximal
- Shaft
- Distal

The whole femur bone is shown in Figure 2.11.

Since the hip region only covers the proximal area of the femur, this part is explained in detail in the following
2.3.1 Proximal
As mentioned previously, the Hip joint consists from proximal area of femur together with the pelvis. Proximal consists from three following parts:

- Neck
- Head
- Trochanters

Neck is the cylindrical area which establishes a junction between the shaft and the femur head. It can project in a medial and superior orientation. Due to this wide projection ability, hip joint is able to obtain multi-dimensional movement [150].
The femoral head is shown from the anterior and posterior views in Figures 2.12 and 2.13 respectively. A ligament is connected to the head of femur, where there is a level surface with a concavity on the medial area. Acetabulum articulates with the femur head at the hip joint.

Greater trochanter is a projection of bone starting from the anterior shaft. It is transversal to the connecting point of the neck. It is located on the anterior and posterior sides of the femur and is angled superiorly and posteriorly. The abductor and lateral rotator muscles of the leg are also connected at this place.

Lesser trochanter is located in the lower region of the neck-shaft junction where the Psoas major and Iliacus muscles are connected. This part is tinier than the greater trochanter.

Intertrochanteric line attaches the two trochanters to each other. The Iliofemoral ligament, which is a very strong ligament of the hip joint, is connected in this region. When Intertrochanteric line passes the lesser trochanter on the posterior surface, it is called the pectineal line.

Intertrochanteric crest is a ridge of bone placed on the posterior surface of the femur and analogous to the intertrochanteric line. This is a ridge of bone that attaches the two trochanters together. It is located on the posterior surface of the femur.

![Figure 2.12. Anterior, proximal femur.][12]
2.4 Impingement Disease at the Hip Joint

Femoroacetabular impingement (FAI) is a reason for hip pain and dysfunction. The disease was explained in the 1990s for the first time. Ganz et al. [13] mentioned iterative abutment of a morphologically abnormal proximal femur and/or acetabulum in hip terminal range-of-motion period as the reason for Femoroacetabular impingement. This will finally result in damage to the labrum and Acetabular cartilage. This damage is also associated to the region where osseous abnormally has happened [13].

The osseous abnormalities reasoning in the FAI are customarily categorized in two types;
- Loss of the normal femoral head-neck offset
- Acetabular over-coverage

The first type causes cam impingement and the second type causes pincer impingement. Also there is a third type which occurs when the 2 first types are merged together.

2.4.1. Cam Impingement

Cam Impingement is known as the most popular FAI which is usually occurring in young men in ages between 20 and 30 [13 - 18].
In cam Impingement Normal femoral head-neck contour is lost because of an abnormal extension of the proximal femoral epiphysis, short or long femoral neck or residual deformity from femoral neck fracture.

2.4.2. Pincer Impingement

Pincer Impingement is usual in women in ages between 30 and 40 [19, 20]. It causes because of an extra growth in the upper lip of the acetabulum.

The reasons for acetabular over coverage are determined as:

- Relative anterior over coverage (acetabular retroversion)
- Focal over coverage at the anterosuperior acetabular rim
- Global over coverage (coxaprofunda, protrusioacetabuli)

Cam and pincer impingements are both depicted in Figure 2.14. The effected region by each disease is shown in red in this figure.

Figure 2.14. Pincer impingement (left) and cam impingement (right) [155]
CHAPTER 3

A Review on Available MRI Segmentation Methods

The applications of Medical image processing have increased in recent years. So far, several methods have been developed and exploited in order to perform Magnetic Resonance Image segmentation. Delicate segmentation of medical images is a very important and hard step because images are mostly suffering from inhomogeneity, noise and some deviations.

In this chapter a review on various image segmentation techniques which are commonly used in MRI segmentation is presented. As these methods also incorporate some drawbacks, some modifications to each approach is also proposed. In some cases a combination of different methods may be used to take advantage of various benefits and reduce the problems with each method.

3.1 Snake

Kass et al. [21] developed the snake method in 1987, which is also called as active contour. This algorithm is popular in image processing and segmentation tasks particularly when it comes to identifying boundaries of the object. [22]

Snakes are splines guided by external forces and influenced by image forces used in order to minimize the energy function by deforming a deformable model to the contour of a target object in a process which will lead to a convergence to the minimum of the energy function of the active contour. [21]
Equation 3.1 shows the parametric curve which represents the classical snake

\[ v(s) = (x(s), y(s)) \]  \hspace{1cm} (3.1)

where \( x \) and \( y \) denote the coordinates on the contour and \( S \) is a normalized parameter. The equation of the snake’s energy can be written as

\[ E_{snake} = \int_0^1 [E_{snake}(v(s))] ds \]  \hspace{1cm} (3.2)

\[ = \int_0^1 [E_{constraints}(v(s)) + E_{image}(v(s)) + E_{internal}(v(s))] ds \]

where \( E_{constraints} \) denotes the energy of constraints which enforces the snake to or from the objects. \( E_{internal} \) denotes the internal snake energy and \( E_{image} \) denotes the energy of image which orients the snake. The energy constraints are obtained from the external constraints and \( E_{internal} \) is defined as:

\[ E_{internal} = \frac{\beta(s)|v_{ss}(s)|^2 + \alpha(s)|v_s(s)|^2}{2} \]  \hspace{1cm} (3.3)

where \( v_{ss}(s) \) denotes the bending force and \( v_s(s) \) denotes the stretching force. Finally, \( E_{image} \) consists from three terms and their weights as the following.

\[ E_{image} = E_{edge} W_{edge} + E_{term} W_{term} + E_{line} W_{line} \]  \hspace{1cm} (3.4)

where the edge, termination and line energy terms are added. The algorithm is always updating the contour inside the iteration in order to obtain the object boundary with minimal energy.

There are some disadvantages with the classical snake, for example the convergence procedure does not converge to real objects, this problem happens specifically in MRI data, actually the first contour must be not so much far from the final contour. Also, it is hard for classical snakes to progress into boundary concavities[23]. To solve the mentioned drawbacks, C. Xu et al. introduced gradient vector flow (GVF) [24]. The GVF snake is commonly used in
medical image segmentation. However, GVF has also some problems by determining the region of interest properties. Anthony Yezzi et al. [25] introduced a geometric snake model for the medical image segmentation, which works based on defining feature-based metrics for converging faster to the desired feature. Figure 3.1 shows the deformation process in the snake method.

![Snake Method](image.png)

**Figure 3.1.** Results of applying snake on a CT image [25]

### 3.2. Watershed Segmentation Method

The watershed transform is a morphological gradient-based segmentation methodology which has opened its way in medical image segmentation. In this method various gradient values denote different heights. Watershed lines are functions of contrast or gradient. [28]

Watershed has been used in various medical applications as a segmentation method. Mancas et al.[26] worked on an iterative watershed method in order to segment tumors existing inside the neck. Also Salman et al. [27] exploited watershed in order to segment tumors in data obtained from the brain.
For performing Watershed transformation, the very first step is the marker delegacy which can be done manually or automatically. Then, the process starts and the topographic surface floods from this step. [28, 29, 30]. Figure 3.2 shows the result of applying the watershed method on the MR image.

As a main drawback, watershed transform is very impressionable to noise, extra-segmentation and impotence in slim structure segmentation [30]. Hence, watershed algorithm is usually integrated with other methods. [31, 32, 33, 34].

![Watershed segmentation on MRI image of brain (left: original, right: segmented)](image)

**Figure 3.2.** Watershed segmentation on MRI image of brain (left: original, right: segmented) [35]

### 3.3. Region-Based Image Segmentation Methods

One of the other segmentation techniques is region growing. The very first step in the region growing technique is defining a group of pixels as the seed points. The mentioned group of pixels is always prolonged by a scrutiny procedure, in which the homogeneity status is verified on the neighbors of the current group of pixels. In the case that verification result is positive for the homogeneity status. The neighboring pixels are added to the group. Due to the information which is obtained previously from the application, the thresholds are determined and used in order to determine the updated connectivity relationships. [37]

Figure 3.3 shows the result of applying the region growing on the short axis image.
Figure 3.3. Result of region growing(right) on short axis image(left) [36]

The following types of region growing methods have been developed due to the homogeneity measure [37]:

- Isolated Connection
- Confidence Connection
- Connected Threshold
- Neighborhood Connected

Isolated Connected Region Growing (ICRG) has been applied in a large number of medical purposes. Chang et al. exploited ICRG in order to perform colon segmentation [39]. Mešanović et al. took benefit from histogram erosion in order to find thresholds for lung images [38].

Isolated Connected method processes seed points and thresholds to obtain the result. A binary quest is applied to determine the upper threshold.

However, region growing is experiencing some problems with over or under segmentation when facing noisy or blurred images. Hence ICRG is used as a mixture with other methods. Sivaperumal et al. mixed ICRG with Pulse-Coupled Neural Network for obtaining the parameterization [40]. ICRG also was integrated with the watershed and level sets in order to solve the mentioned problems [41, 42]. Extensions have also been applied by occupying Genetic algorithm for choosing the best thresholds [43].

Confidence Connection Region Growing (CCRG) is another iterative method from region based methods, in this method thresholds are updated continuously, for this sake the pixels inside
the Region of interest (ROI) are processed and a standard deviation and mean value of ROI are calculated. Equation 3.5 shows the formula for calculating the lower and upper thresholds

\[ \begin{align*}
\lt &= m - f\sigma \\
\up &= m + f\sigma
\end{align*} \]

where \(\sigma\) denotes the standard deviation, \(m\) denotes the ROI mean and \(f\) is a constant.

Another region-based method is the connected threshold region growing (CTRG). This method is the simplest of its kind. In this method, the thresholds are defined clearly then the pixels with a defined intensity value are determined and accumulated inside the ROI.

The other available method is the Neighborhood Connected Region Growing (NCRG). In this method, a shaped neighborhood is calculated for all of the pixels in the target image and then the thresholding requirements are checked on the neighboring pixels to keep the surrounding pixels inside the threshold. The checking procedure determines if a pixel is inside the ROI or not.

3.4. Graph-Cut Segmentation Method

In Graph based image segmentation an image is translated to a graph so pixels conform to vertices and the pixel connections conform to edges. Foreground and background vertices are also specified separately. In this method the weight of the edges explains the analogy of the corresponding pixels of that edge. Graph cut approach is a mixed procedure for image processing. There are two group of edges; \(n\) links and \(t\) links. \(N\) link edge establishes a connection between adjacent pixels and \(t\) link edges establish a connection between vertices. This is done in order to sample pixels. All of the edges are stored in an edge set of \(t\) links and \(n\) links respectively.

Thus we have the following optimization problem:

\[ E(L) = \sum_{p\in I} P_r(L_p) + \mu \sum_{p,q \in N} V_{pq}(L_p, L_q) \]

where \(P_r\) is the penalty of equalizing of \(L_p\) to pixel \(p\), \(L_p\) is the label for pixel \(p\), \(L\) is the labels set and \(V_{pq}\) is a measure for penalty of equalizing two adjacent pixels to apparent labels.
Min-cut/max-flow is a well-known problem in the optimization theory, several solutions have been proposed for this problem, like the linear programming [44], Orlin’s methods [45], push-relabel [46] and augmenting path [47] are some of different proposed solutions in papers. The difference between these methods is in their different computational efforts. Boykov and Jolly [48] have proposed the augmenting path method as a solution. The algorithm has been applied to brain images [49, 50] and also to cardiac images [51]. However, it is not suitable for smooth edges. For solving this problem, Veksler exploited a common star shape for convex cases. He did this by adding a shape term to the energy function [52]. Slabaugh et al. proposed a method for segmenting the vessels with an elliptical solution [53]. Das et al. proposed a method based on realizing a compact shape in the energy function. This method was tested for extracting the eye from MRI data [54]. Zhang et al. combined the graph cut segmentation method with a random template method and also changed the energy function, however in their method the existent shape is already registered [55] Grosgeorgea et al. proposed a method for modeling the shape alterations. This method is tested on the cardiac MR data [56]. Result of applying the graph cut method on a brain MRI is shown in Figure 3.4.

Figure 3.4. Graph cut applied on a brain MRI image[57]
3.5 Intensity Based Thresholding for Separating Different Tissues

One of the other fundamental segmentation methods is Thresholding, in this method some intensity thresholds are defined for the image. These thresholds make different classes for different intensity ranges,

Equation 3.7 shows a thresholding with only one threshold.

\[
\begin{align*}
\text{if } I(k) < c_0 & \quad \text{then } T(k) = 0 \\
\text{if } I(k) > c_0 & \quad \text{then } T(k) = 1
\end{align*}
\]  

(3.7)

where \(c_0\) is the threshold value that is depended to the image histogram and \(T()\) expresses our threshold image. In this case the pixels are divided in two types called foreground and background pixels.

We may also use different thresholds. This is known as multi-thresholding method, which is shown in equation (3.8).

\[
\begin{align*}
\text{if } I(k) \leq c_0 & \quad \text{then } T(k) = t_0 \\
\text{if } c_0 < I(k) \leq c_1 & \quad \text{then } T(k) = t_1 \\
& \quad \text{.} \\
& \quad \text{.} \\
& \quad \text{.} \\
\text{if } c_{n-1} < I(k) & \quad \text{then } T(k) = t_n
\end{align*}
\]

(3.8)

Multi-thresholding method is appropriate for the data with high inter-class contrast and coherent intra-class pixels. It is possible to increase thresholding performance with local approaches. In this method the thresholds are identified due to statistical characteristics in particular spots. In the dynamic thresholding restraints are adjusted as functions of pixel attributes or functions of spatial position [58, 59]. dynamic thresholding is also called adaptive
thresholding method in some references. Dynamic thresholding works fine for MR image segmentation [60, 61 & 62]. However, the process has a high processing complexity and it is sometimes hard to find the desired correct function for the whole image. Figure 3.5 shows the result of applying thresholding segmentation on brain lesion image.

![Figure 3.5. Thresholding method on brain lesion [63]](image)

As a drawback thresholding method is not suitable when we are facing noisy images. Moreover it is hard to find appropriate threshold rates for this method. As a solution to this problem N. Ostu has presented a procedure to find the appropriate threshold rates[64]. In order to obtain ideal threshold, intra-class variance should be reduced to its minimal value in this method. Kalavathi exploited Ostu thresholding in order to segment brain images [65]. However, the procedure has some disadvantages; it is time demanding, moreover it cannot process noisy data.
3.6. Model-Based Segmentation

Deformable models are categorized into parametric models [66, 67] and geometric models also known as level set approach [68, 69, 71]. A complete study of the model–based segmentation is covered in [70]. In both methods a dynamic model is developed, but geometric models are implicit and parametric models are explicit.

Evolution equation for the geometric model is:

\[ \partial_t \phi + F|\nabla \phi| = 0 \]  

(3.9)

where, F is the speed function, which could control the speed of motion.

Different variations of the geometric models have been proposed for segmenting different body’s organs in literature. Liver,[72, 73] cardiac [74, 75 and 76] and brain [77, 78, 79 and 80] are some of the examples. The main drawbacks of this method are the high calculation complexity and low segmentation accuracy on the surface.

On the other hand in the parametric deformable models (PDM) approach, a Lagrangian energy function, which is shown in equation 3.10, should be minimized.

\[ E(M) = \int E_{int}(M(S)) + \int E_{ext}(M(S)) \]  

(3.10)

where, M(s) is the parametric model and \( E_{int} \) and \( E_{ext} \) are the internal and external energies respectively. For segmentation of high dimensional data, parametric model is preferred to geometric model because it is more flexible and adjustable to be adjusted to higher dimensional data. However, parametric deformable model also has some drawbacks like the under-segmentation in the plain areas of the image and high dependency on the location of the initial model, which has to be adjusted very close to the contour of the region of interest. So far, several scientists have exploited deformable models in different medical image segmentation applications [81- 87, 149]. Jerome Schmid et al. [160] used this method for the MRI bone segmenting. Figure 3.6 shows the result of applying a model-based segmentation on 2D slices.

Although the model-based methods can extract a delicate organ from MRI data because they begin from a generic model but the final segmentation result is not accurate enough. Because of this drawback it is not possible to use this method for the applications, which need an accurate segmentation on the edges of the target organ.
Figure 3.6. Deformable segmentation results on 2D slices. The external line shows the position of the initial model and the internal line shows the result of deformation [88]

3.7. Atlas-Based Segmentation

Atlases are some statistical models containing geometrical and intensity information. As an example Active Appearance Models (AAM) [89] and Active Shape Models (ASM) [90] are two atlases.

A large variation of atlas based image segmentation approaches is available, but a limited number is suitable for medical applications due to the fact that there is a larger variation of anatomies. Atlas-based methods are suitable for conditions where we have not access to adequate intensity information, Hence we can make use of the initial data stored inside atlases. Various atlas-based solutions have been proposed for depiction of images from various organs, works have been done for cardiac data in [91, 92] as well as the breast data in [93, 94] and the brain data in [95-97].

In order to perform Atlas-based MR image segmentation an Atlas should be implemented firstly. For this purpose several solutions exist [98-101]. Afterwards, the image registration is
performed. This process can be done with different possible techniques and determines the segmentation accuracy [102].

In each image registration method, the following items exist:

- An objective function for comparison
- Optimization procedure
- A mapping between spaces

The above algorithms are discussed in [103 & 104]. The result of atlas-based segmentation is shown in Figure 3.7.

![Figure 3.7. Atlas-based segmentation (right) on MRI image (left) [105]](image)

### 3.8. k-mean and Fuzzy C-mean (FCM)

Clustering methods are a group of unsupervised classifiers which classifies the feature space. Due to this classification, different image areas lie in different classes. Clustering methods are from the common methods used for segmenting MR images [106-108]. Various methods have been proposed so far, two of the most famous ones are [109-112]:

- **K-mean** (kM)
- **fuzzy c-means** (FCM)

*K-mean* algorithm is one of the famous methods used for MR image segmentation, in which hard segmentation constraints are applied. The intensity of each pixel is analyzed in this algorithm. Afterward, the mentioned pixel will be classified inside an image segment to which
has the nearest mean intensity value. Hence the problem could be explained as a minimization problem:

\[ F(S, M) = \sum_{j=1}^{k} \sum_{p \in S_j} \| p - \mu_j \|^2 \]  \hspace{1cm} (3.11)

where \( \mu_j \) is the mean value for class \( j \) [113-115].

FCM algorithm is one of the other famous algorithms used for MR image segmentation, in which smoother segmentation constraints are applied. FCM algorithm works better for overlapped data. This clustering method allows one vector to belong to one or more clusters and it works based on the minimization of an objective function, which is shown in Equation 3.12.

\[ J_m = \sum_{i=1}^{N} \sum_{j=1}^{C} u_{i,j}^m \| x_i - c_j \|^2 , \quad 1 < m < \infty \]  \hspace{1cm} (3.12)

where \( N \) is the number of vectors, \( C \) is the number of clusters, \( m \) is any real number greater than 1, \( u_{i,j} \) is the degree of membership of \( x_i \) in the cluster \( j \), \( x_i \) is the \( i \)th vector and \( c_j \) is the center of the cluster.

Minimizing the objective function happens in an iterative process consisting of four steps as the followings.

1- Initialize \( U=\{u_{ij}\} \) matrix, \( U(0) \)

2- At the \( k \)-step: calculate the central vectors \( C(k)=[c_j] \) with the following equation.

\[ c_j = \frac{\sum_{i=1}^{N} u_{i,j}^m x_i}{\sum_{i=1}^{N} u_{i,j}^m} \]  \hspace{1cm} (3.13)

3- Update \( U(k) , U(k+1) \)

\[ u_{i,j} = \left( \frac{1}{\sum_{k=1}^{K} \left( \frac{\| x_i - c_{j,k} \|^2}{\| x_i - c_{k} \|^m} \right)^{\frac{m-1}{2}}} \right)^{\frac{1}{m-1}} \]  \hspace{1cm} (3.14)

4- If \( \| U(k+1) - U(k) \| \leq \epsilon \) then STOP, otherwise return to step 2.

Classical FCM is suffering from some disadvantages for example the algorithm is very dependent just on intensities, therefore the method results are not suitable for noisy images. Several extensions and improvements have been applied to the basic FCM to resolve the problems with MR image artifacts. Some extensions have improved the objective function to
resolve the problem [116, 117] and some extensions have improved cluster centers to resolve the problem[118, 119] some others have worked on bias field [120, 121]. Ahmed et al. proposed FCM-S method which exploits spatial information [120]. Furthermore, Li has worked on membership degree in FFCM-S method to make FCM-S faster [122]. Krishnapuram et al. worked on Possibilistic c-means (PCM), he has relaxed the normalized membership constraint in PCM but this method is still suffering from its sensitivity to parameterization [123, 124]. Fundamental FCM algorithm is time consuming due to its optimization procedure. Therefore several extensions and improvements have been applied to the original FCM algorithm in order to make the process more efficient and faster. For example, Al-Zoubi, et al. [125] removed the points with a membership degree smaller than a threshold value in order to make the algorithm faster. Also Li, et al. [122] exploited histogram data in order to decrease the process duration. Result of applying the FCM on the MRI is depicted in Figure 3.8.

**Figure 3.8.** FCM segmentation (right) on MRI image(left) [126]
CHAPTER 4

Proposed Method

In this chapter we are about to explain the main framework which is proposed for segmenting MRI data to four tissues (Spongy bone, Cortical bone, Muscle and Adipose tissues). This framework is a combination of newly developed deformable kernel Fuzzy C-Means (DKFCM) algorithm, which is a heuristic algorithm proposed in this thesis specifically for improving the accuracy on the edges of the tissues, a generalized spatial Fuzzy C-Means algorithm (GSFCM) [130], some heuristic algorithms for finding the relational position of one tissue in respect to the other tissues, edge reduction, some heuristic algorithms for finding and fixing the abnormal changes in the slides and some small interaction (less than 30 second) by an operator. These methods are all well adapted and used for each tissue based on the specific qualities of different tissues.

In this chapter the proposed method is divided to four sections. In each section different methods which are used for extracting each tissue and their connection to each other are well explained.

4.1. Extracting The Spongy Bone

In this section the framework, which is exploited for extracting the spongy bone from the MRI is explained. This framework is a combination of a short but effective contribution from the operator (less than 30 seconds on the seed slice), The Proposed deformable Kernel Fuzzy C-Means (DKFCM) for improving the accuracy of segmentation on the edges of the spongy bone and a forward and backward transfer of the segmentation at the seed slice to other slices for utilizing the connection between the spongy bone sections at the successive slices.

Figure 4.1 visualizes the flowchart for extracting the spongy bone from MRI data. First one of the slices is chosen as the seed slice by the operator (step 2). Then, the system applies a pre-segmentation and edge deduction (step 3). Then, the operator corrects the boundaries (step 4) and clicks on the target tissue pieces (step 6). Then, the system removes the extra parts (step 7) and improves the edges by applying the proposed DKFCM method (step 8). After that the system transfers the segmentation to
the next slice. So, from the next slice after the seed, the system doesn’t get help from the operator and only the steps 7, 8 and 9 are needed.

**Figure 4.1.** Visual flowchart, showing the steps for extracting the spongy bone from MRI data

### 4.1.1. Contribution from the Operator

The segmentation process begins from the seed slice and continues until the segmentation of the last slice. The seed slice can be selected from any of the slices in the Sagittal, Axial or Coronal views that contain a part of each of the bones in MRI data. If a slice with all of the bone parts doesn't exist, we need to choose more than one seed slice to have all of the bone parts.
The block diagram of the segmentation at the seed slice is shown in Figure 4.2. The very first step is the edge deduction. We know that the spongy bone is surrounded by a thin layer of the cortical bone. A two dimensional slice of the hip joint is shown in Figure 4.3 (a). As shown the spongy tissue is bonded with the cortical bone. So, due to the lower intensity of the cortical bone in comparison with the spongy, muscle and adipose tissues, it is possible to separate the spongy bone from other tissues, by finding the edges and deducting them from the image.

For this purpose, first we apply canny edge detection on the seed slice to detect the connected edges and then deduct them from the slice. The high and low thresholds for the hysteresis thresholding at the canny edge detection are set to 190 and 75 respectively. The reason for choosing the mentioned threshold is that due to the high rate of noise and intensity inhomogeneity on the MRI, there’s always a lot of intensity gradients inside the spongy bone tissue which could be misdetected as edges. In some
cases this unwanted gradient inside the spongy bone can cut a connected part of the spongy bone to separate pieces after the edge deduction. So, there’s always a tradeoff between deducting all of the correct edges and not separating the connected spongy bone areas after the edge deduction. For this reason the hysteresis threshold are chosen in a way to make sure that the misdetected edges cannot split up the connected spongy bone parts. Considering that this is a general algorithm and should answer on every slice, it is obvious that in some slices some of the correct edges are not detected. Figure 4.3 clarifies this problem on an MRI slice. Figure 4.3 (a) shows the original slice and figure 4.3 (b) shows the problematic areas on the slice. The red rectangles show the unwanted edges inside the spongy bone area which are capable of splitting the connected area and the blue ellipses show the faint, correct edges. For solving this problem, after the edge deduction a clustering step and also a small help from the operator are considered for the detection and deduction of the edges which are not detected by the canny edge detection. After deducting the edges for increasing the robustness of the framework to the noise (noise can pierce through some parts of the edges and connect the spongy bone to some pixels of the muscle or adipose tissue) and solving the mentioned problem, the GSFCM method [130] is utilized for detecting the spongy bones and making the pre-segmented image. It should be considered that this is not an accurate segmentation we just need to have separate islands at this step. The next step is a very small interaction from the operator. For this purpose the pre-segmented image is provided to the operator and if there’s any connection between the spongy bone and other tissues in that slice the operator should first remove that connection. For removing the connections the operator needs to do some clicks on the area that the connection happens, in a way that the clicks cover the whole connection area. The program automatically connects the position of the clicks together and removes the connection. An example of the pre-segmented image with connection is shown in Figure 4.4. Figure 4.4 (a) is the original image, Figure 4.4 (b) shows the original pre-segmented image, Figure 4.4 (c) shows the position of clicks, done by the operator, with red dots and the cutting line which is generated automatically by the program with blue lines and Figure 4.4 (d) shows the final corrected image.
Figure 4.3. (a) Original slice (b) Problematic areas for the canny edge detection. Red rectangles show the unwanted edges and the blue ellipses show the faint, correct edges.

After removing the connections the operator should click on the spongy bone pieces on the image. One click of the mouse on each piece is enough. This interaction, at the worse condition doesn’t take more than 30 seconds. Figure 4.5(c) shows the position of clicks by the operator.
Figure 4.4. (a) The original slice, (b) The pre-segmented slice provided to an operator, (c) Boundary corrections by the operator (red dots shows the position of the clicks by the operator and blue line shows the cutting line, which is generated automatically by the program) (d) the final corrected image (red circles specifies the position of corrections)
The final result of this section is acquiring the definite spongy bone areas on the seed slice. This gives us the areas that are definitely spongy bone and no other tissues but with a rough segmentation (figure 4.5 (d)). Now it is possible to continue by improving the accuracy and segmenting the other tissues. As explained at the Section 4.1.4 of this chapter, by using an algorithm which can utilize the connection between the specific tissues in successive slices, clicking on the bone parts on the seed slice is enough for segmenting all of the successive slices and the operator doesn't need to do anything on the other slices.

![Figure 4.5](image-url)
This small but effective interaction by the operator together with the algorithm which is able to find the connection between the specific tissues at the successive slices can improve the accuracy and robustness of the proposed framework against the noise, IIH and overlap between the intensity of the different tissues which is quite common in MRI data.

4.1.2 Improving the Segmentation Results Using the Relative Position

Another method, which is utilized for improving the result of the segmentation, is taking advantage of expert knowledge about the relation between the positions of the different tissues in order to improve the result of the segmentation and making it more robust and resistant to the noise, change in the intensity of tissues in different MRIs and intensity overlap.

According to expert knowledge we know that the spongy bone is always surrounded by a thin layer of the cortical bone. So, the pixels of the spongy bone should be surrounded by the cortical bone pixels. As a result we can remove all of the pixels which are not surrounded by the cortical bone from the spongy bone pixels.

![Figure 4.6. Calculating a feature for finding the surrounded pixels by the cortical bone](image)

Figure 4.6. Calculating a feature for finding the surrounded pixels by the cortical bone
For obtaining a feature related to this specification, as shown in figure 4.6, the segmenting software draws 6 straight lines in different direction with 30 degree angle from each other that all passes from the pixel under examination (Figure 4.6 is not in real size it is just an example to clarify the idea). Then, the number of lines which are ended to cortical bone pixels at both ends is counted and the ratio of this number to the total number of lines is calculated and used as one of the features for detecting the spongy bone. Equation 4.1 shows this feature.

\[ P(s) = \frac{N_{CL}}{T_L} \]  

where \( N_{CL} \) is the number of lines which are connected to the cortical bone from both ends and \( T_L \) is the total number of lines.

4.1.3. Deformable Kernel Fuzzy C-Means (DKFCM)

For an accurate segmentation of the tissues on the edges the newly developed DKFCM method is proposed in this paper. The core of this method is a generalized spatial FCM method. At the spatial FCM the cluster of each pixel is determined based on the intensity of the main pixel and its neighboring pixels. In DKFCM, the neighboring voxels are bounded in a 3 dimensional deformable kernel around the main voxel.

As shown in the flowchart of Figure 4.7, the method begins with initializing the first searching area and neighboring kernel, continues by deforming the neighboring kernel and adjusting the searching area in an iterative mode based on the segmentation obtained at the previous iteration and ends when the result of segmentation converges and satisfies the stop condition.
As explained, the first step is initializing the searching area and the neighboring kernel. The initialized kernel is a $3 \times 3 \times 3$ cube, as shown in Figure 4.8 (a). The initialized searching area is a strip around the chosen bone parts on the current, the next and the previous slices. The width of this strip is equal to the maximum width of the cortical bone in MRI dataset plus three pixels. After initialization, the searching area is segmented with the GSFCM method using the initialized neighboring kernel. GSFCM, which is proposed by Huynh Van Lung et al. [130], is a generalized version of the spatial FCM. This method considers the clusters of the neighboring pixels in addition to their distance from the central pixel. For this purpose, the function $P_{ik}$ is defined as follows.
where, $N_k$ is the set of the neighborhood pixels around the central pixel $k$, which in our method we confine it to our deformable 3D kernel. $U_{ij}$ is the membership value of the neighboring pixel $j$ to cluster $i$ based on the centroid at each cluster and $d()$ shows the distance between the pixels. Function $P_{ik}$ is then used to calculate the membership function ($w_{ik}$) and the center of cluster ($v_i$) as follows. The clustering happens by updating the $v_i$ and $w_{ik}$ in an iterative process same as the process which is explained for FCM in Chapter 3. Based on the experiments on available MRI datasets, the initial centroid for the spongy bone, cortical bone, muscle and adipose tissue are defined as 72, 13, 40 and 175 respectively.

$$\mathbf{W}_{ik} = \left[ \frac{1}{\sum_{j=1}^{c} (d^2(x_k,v_j)f(P_{jk}))^{m-1}} \right]^{-1}$$

$$v_i = \frac{\sum_{k=1}^{n} W_{ik} m x_k}{\sum_{k=1}^{n} W_{ik} m}$$

After segmenting the initialized searching area with the initialized kernel and obtaining the cortical and spongy bone, an iterative process begins for minimizing the segmentation error on the edges of the bone. At each of the iterations we change the searching area and the kernel in 3 dimensions, based on the obtained contour of the bone at the previous iteration and then, repeat the segmentation process. The iteration continues until the stop condition is fulfilled. Equations 4.5 and 4.6 show the stop condition.

$$\sum_{n \in N_r} d(SI_n^{(r)} - SI_n^{(r-1)}) < \epsilon_L$$

$$d(SI_n^{(r)} - SI_n^{(r-1)}) = \begin{cases} 1 & SI_n^{(r)} - SI_n^{(r-1)} \neq 0 \\ 0 & SI_n^{(r)} - SI_n^{(r-1)} = 0 \end{cases}$$
where, \(N_r\) is the set of searching area pixels at the current iteration. SI is the segmented searching area, \(r\) shows the current iteration and \(r-1\) shows the last iteration. \(\varepsilon_L\) is a natural number defined by the user.

Figure 4.8. deforming of the deformable kernel (red cube) during the DKFCM process to take the shape of the edge in three successive slices (a) The deformable kernel (red cube) at the first iteration, (b), The deformed kernel at the second iteration. The green, yellow and red lines shows the direction of the z, x and y axes respectively.

Figure 4.8 shows the deforming process of the kernel. Figure 4.8 (a) shows the kernel (red cube) at the first segmentation iteration and Figure 4.8 (b) shows the kernel at the second iteration. The kernel is deformed to adapt itself with the position of the cortical bone (spongy bone edges) in the current, next and previous slices.

The kernel is made of three movable blocks and the new distance between the position of the middle and top blocks and also the middle and bottom blocks in x and y coordinates are calculated by equations 4.7 and 4.8 respectively.
\[ d_{ij}^x = \sum_{y=-1}^{1} B_y [(f_{ijy} + l_{iy}) - (f_{i+y} + l_{iy})] \]  
\[ d_{ij}^y = \sum_{x=-1}^{1} B_x [(f_{ijx} + l_{ix}) - (f_{ix} + l_{ix})] \]

\[ (4.7) \]
\[ (4.8) \]

\( d_{ij}^x \) and \( d_{ij}^y \) are the distance between the blocks at layers \( i \) and \( j \) in \( x \) and \( y \) coordinates respectively.

X and Y axis are shown with yellow and red line in figure 4.8 respectively. Layers are assumed to be expanded in the Z axis direction. (Green line in figure 4.8) Y and X are the row and column number in the 3×3 block, which is located at the same layer as the main voxel (middle layer). Row and columns are expanded in the \( y \) and \( x \) axis directions respectively. For the main voxel the row and column number is zero and for the next and previous voxels they are assumed 1 and -1 respectively. \( B_y \) and \( B_x \) are the weight of each row and column respectively. \( F_{iy} \) and \( L_{iy} \) are the \( x \) location of the first and last voxels of the cortical bone which are located at the row \( y \) of the layer \( i \). Similarly \( F_{ix} \) and \( L_{ix} \) are the \( y \) location of the first and last voxels of the cortical bone which are located at the column \( x \) of the layer \( i \).

For updating the searching area at the current iteration, the width of the cortical bone at the previous iteration is calculated. The new searching area is from the (width/2) pixels inside the cortical bone to (width/2) pixels outside it.

### 4.1.4. Backward and Forward transfer of the segmentation at the seed slice

After the convergence of the algorithm in one slice and finding the spongy and cortical bone regions, an automatic backward and forward transfer of the segmentation at the seed slice for finding the bone regions in the back and forward slices begins. The term backward and forward transfer is used specifically in this thesis for this method because we start by performing an accurate segmentation on the seed slice, using a small help from the operator and then the system propagates this accurate segmentation to the other slices in order to have an accurate segmentation on them as well. In another word, we are propagating the accurate segmentation on the seed slice to the other successive slices. The idea is that, because of the small distance between the slices, there is not a big change in the contour of the bone in successive slices. So, having the boundaries of the bone in one
slice will help us to narrow down our searching area for the bone in the back and forward slices from the whole image to just a strip around the current contour of the bone. In Figure 4.9, a part of the bone at the current slice is marked, the definite spongy bone area at the next slice is bounded with the blue dashed line and the searching area at the next slice is the area between the red and blue dashed lines. In our datasets, which consists of 160 slices in the coronal view, the initialized searching area at the next slice is defined as 5 pixels outside the current contour of the bone and 5 pixels plus the width of the cortical bone inside it. After finding the definite spongy bone area and the initialized searching area at the next slice the process continues by applying DKFCM on the searching area of the next slice. The segmentation process continues until the segmentation of the last slice.

![Image of bone segmentation](image)

**Figure 4.9.** The definite spongy bone and the searching areas

For clarifying the idea in figure 4.10 the transfer of the searching area from the seed slice to the back and forward slices are shown. In this image three successive slices from a MRI database are shown. It is assumed that the slice b in the middle is chosen as the seed slice. Then, based on the method that was explained at the previous sections by getting help from the operator, the bone parts are segmented accurately.
Figure 4.10 Projecting the searching area from the seed slice (slice b) to the back and forward slices (slices a and c respectively). Searching area is the area between the blue and red lines. The yellow line shows the contour of the spongy bone.
After the segmentation, the transfer process starts by choosing the searching area for the back and forward slices. In figure 4.10 the searching area is shown for one of the bone parts, which is bounded by the white bounding box on each slice. This area is the area between the blue and red lines at the zoomed area, which is shown on the left side of each slice. After finding the searching area at the seed slice (slice b), it has to be mapped on the back and forward slices (slices a and c respectively). The searching area is the area that has to be segmented on the back and forward slices for finding the spongy and cortical bone tissues. The area inside the red line is the spongy bone and doesn’t need to be processed. As shown in the example of figure 4.10 there’s no spongy or cortical bone outside of the blue line, everything inside the red line is the spongy bone and between the red and blue lines there’s a combination of spongy bone, cortical bone and other possible tissues that has to be segmented. After segmenting the back and forward slices the transfer continues by finding the searching area on each of them and mapping it to the next slice in the line.

**4.2 Extracting the Cortical Bone**

In this section the methods and algorithms which are used for extraction the cortical bone out of MRI data are explained. Please note that for extracting the cortical bone some of the methods which are already explained in Section 4.1 like the DKFCM and backward and forward transfer of the segmentation at the seed slice are also used that we don’t explain them again at this section.

**4.2.1 Removing the Black Margin**

The first step in detecting the cortical bone is removing the black margin around the slides, which is actually the empty space around the body and its intensity is completely overlapped with the intensity of the cortical bone in the MRI. The contour of black margin is bounded by the red line in Figure 4.11.

As explained the intensity of this black margin is overlapped with the cortical bone and another feature is needed for detecting this margin. By referring to expert knowledge about the physiology of the body we can find out that there’s a thick layer of adipose tissue under the skin that surrounds the other tissues. So, it is concluded that the black margin which is the free space around the body should be confined between the edges of the MR images and the thick layer of adipose tissue under the skin. As a result two features as the followings are exploited for detecting and removing the black margin.
1- The intensity

2- Placing between the edges of the MRI and a thick layer of the adipose tissue.

![Figure 4.11. The black margin around the MRI](image)

### 4.2.2 Improving the Segmentation of the Cortical Bone Using the Position Detection

Position detection based on expert knowledge is one of the methods which are utilized in this work for improving the accuracy and robustness of the segmentation. According to expert knowledge we know that the bone consists of the spongy bone and cortical bone. The spongy bone is placed in the middle and it is surrounded by a thin layer of the cortical bone. After pre-segmenting the MRI with GSFCM and finding the potential cortical bone areas the software filters and refines the detected areas using the position detection.

For using the position situation in detecting the cortical bone a feature is needed that takes into account the main specifications of the cortical bone in relation with the other tissues. As explained and
shown in Figure 4.12, the cortical bone forms a narrow strip around the spongy bone. So, if we look at the MRI there are three visual features that we can use for detecting the cortical bone as the followings.

1- Intensity.

2- It is a thin layer.

3- It is around the spongy bone and has a high volume of connection with the spongy bone.

The intensity is already used in the GSFCM along with the relational position of the pixels for detecting the cortical bone. For taking into account the two other features as shown in equation 4.9 the ratio of the number of voxels which are connected to the spongy bone to the total volume of the cortical bone is calculated and used as a feature for detecting the cortical bone this feature is called $P(c)$ in this thesis and featured in equation 4.9. As shown in Figure 4.12, since the cortical bone layer is thin and it has a high volume of connection with the spongy bone the $P(c)$ ratio is quite high for the cortical bone in comparison with the other tissues that have intensity overlap with this tissue. So, the proposed feature is very useful for detecting the cortical bone.
In figure 4.12, the area between the red and blue line shows a part of the cortical bone and the red line shows the pixels on this area which are connected to the spongy bone as you can see even on the thick areas of the cortical bone like the one which is shown the ratio of the pixels which are connected to the spongy bone to the total area of the cortical bone $(P(c))$ is high. The area which is confined by the yellow line is an example of an area which has the same intensity with the cortical bone but it can be easily filtered by the $P(c)$ feature.

$$P(c) = \frac{N_{CP}}{T_A} \quad (4.9)$$

where $N_{CP}$ is the number of cortical bone pixels which are connected to the spongy bone and $T_A$ is the total number of pixels on the cortical bone area.

**4.3 Extracting the Muscle**

After extracting the spongy and cortical bone from the MRI what remains in the hip area are the muscles, the adipose tissue and some other organs like ligament, blood vessels, bladder, etc. A model from the horizontal cross section of the hip region is shown in figure 2.4. Bone, muscle and adipose tissue together with the other organs are shown in this figure.

There are some separate muscles at the hip area which together consist a big portion of the muscle mass in the whole body. Figures 2.8 and 2.9 provide a deep and superficial view from the muscles in the hip region respectively.

In this chapter, the algorithms and methods which are used for extracting the muscle from the MRI are explained. Concisely, a combination of edge deduction, GSFCM, a small interaction from the operator, forward and backward transfer and the proposed DKFCM method for improving the segmentation on the edges are utilized together for separating the muscle from other tissues and organs.

The flowchart for extracting the muscle from the MRI is shown in Figure 4.13. As shown the first step is deducting the already segmented spongy and cortical bone from the seed slice. After that a
canny edge deduction applies on the image. The main purpose of the edge deduction at this point is separating the muscle areas from the other areas and having them in separated blobs (connected pixels). After edge deduction by applying the GSFCM segmentation method the muscle sections are extracted and the result is provided to the operator at this point the operator is asked to correct the boundaries of the muscle sections to remove any possible connection between the muscle blobs and other tissues and then click on the separated muscle sections the method for interacting by the operator is exactly same as the method which is used for the spongy bone and explained in Section 4.1.1. Since after removing the spongy and cortical bone from the image the overlap between the intensity of the remaining tissues is quite lower compare to the intensity overlap between the spongy bone, cortical bone and muscle and also the overlap between the adipose tissue and spongy bone, it is possible to totally dismiss the interaction by the operator for segmenting the muscle. However, this interaction can still improve the segmentation quality especially in law quality MRI data. After this step, the non-muscle areas are removed and the segmentation process continues by utilizing the proposed DKFCM method for improving the edges of the extracted muscle areas. The DKFCM algorithm is almost the same as the algorithm which is explained in Section 4.1.3. The only difference is that searching area is defined around the current edges of the muscle instead of the spongy bone. After refining the edges of the muscle areas in the seed slice the segmentation process continues by forward and backward propagating the segmentation as explained in Section 4.1.4 and then again refining the edges using DKFCM.
4.4 Extracting the Adipose Tissue

In this section the algorithm and methods, which are used for extracting the adipose tissue from the MRI are explained.
4.4.1. Overall Algorithm

After extracting the spongy bone, cortical bone, and muscle from the MRI, what remains is a combination of the adipose tissue and some other organs like the blood vessels, ligament, etc. So, a segmentation algorithm is needed for separating the adipose tissue from the available organs. The segmentation algorithm for extracting the adipose tissue is shown in Figure 4.14.

*Figure 4.14.* The block diagram of the segmentation algorithm for the adipose tissue
As shown in the flowchart, after removing the other segmented tissues from the seed slice a combination of the edge deduction and the GSFCM methods are used for separating the adipose areas. Then, for improving the result of segmentation a relative position detection method is exploited. This method is further explained in Section 4.4.2. After that, an interaction with the operator same as the one which is explained in Section 4.1.1 is performed. Then, DKFCM and forward-backward transfer same as the other tissues are utilized for achieving an accurate extraction of the adipose tissue on the seed slice and propagating it to the other slices. Similar to the algorithm for extracting the muscle, it is possible to dismiss the interaction with the operator because of the lower overlap between the intensity of the remaining tissues. Experimental results proved that the segmentation framework is still accurate even without any interaction with the operator for segmenting the muscle and adipose tissue.

4.4.2. Relative Position Detection of the Adipose Tissue

For improving the result of the segmentation and make it resistant to the noise and intensity inhomogeneity, utilizing the relative position detection of the tissues in respect to the other tissues is one of the effective methods.

![Figure 4.15. Missegmented region on the adipose tissue](image)
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According to expert knowledge there is a thick layer of adipose tissue under the skin that surrounds the other organs. So, it can be concluded that after the black margin that surrounds the whole body a thick layer of adipose tissue is expected. This can sharply increase the possibility of the existence of the fat in certain range after the black margin and can be used as a feature in combined with the other features for detecting the adipose tissue. As another result it can be concluded that anything within a certain range after the black margin if it is surrounded by the fat or it is between the fat and the black margin is the fat.

Figure 4.15 shows an example of a region that is missegmented as the muscle without considering the position detection method but can be detected by using the position detection.
CHAPTER 5

Experimental Results and Evaluation

In this chapter the results of applying the proposed method on real MRI data are shown, evaluated and validated by comparing the proposed method with some available methods in literature which are capable of segmenting MRI data to cortical bone, spongy bone, muscle and adipose tissue. For evaluating the proposed method, three different datasets of MRI slices are utilized, which are provided by the Radiology department of the Ottawa General Hospital. The specifications of these datasets are listed in Table 5.1

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Gender</th>
<th>Size per voxel</th>
<th>Dimension</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset 1</td>
<td>Male</td>
<td>10485760</td>
<td>256×256×160</td>
<td>Right hip</td>
</tr>
<tr>
<td>Dataset 2</td>
<td>Male</td>
<td>10485760</td>
<td>256×256×160</td>
<td>Left hip</td>
</tr>
<tr>
<td>Dataset 3</td>
<td>Female</td>
<td>3686400</td>
<td>384×384×25</td>
<td>Right hip</td>
</tr>
</tbody>
</table>

This chapter is organized in three main sections in section one the two dimensional results of segmenting the MRI with the proposed method to spongy bone, cortical bone, muscle and adipose tissue are shown. In Section two a three dimensional visualization and modeling of different tissues, which are segmented by the proposed method, are exhibited and in the third section the evaluation methods are explained and the results are compared with some other available methods.

5.1 Two Dimensional Results

MRI data consists of a series of two dimensional slices which are each taken from different depth of the body for showing the performance of the segmentation method the best way is showing the segmentation result on two dimensional slices.
For exhibiting and evaluating the segmentation result of the proposed method the method is applied on three different datasets of MRI to segment them to the spongy bone, cortical bone, Muscle and the adipose tissue. Figure 5.1 shows the extracted spongy bone on three of the slices from three different datasets.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5_1.png}
\caption{Contours of the extracted spongy bone from three slices of three different datasets (a) dataset 2, (b) dataset 1 and (c) dataset 3}
\end{figure}
Figure 5.2 shows the contours of the extracted cortical bone on the same slices.

Figure 5.2. Contours of the extracted cortical bone from three slices of three different datasets (a) dataset 2, (b) dataset 1 and (c) dataset 3

Figure 5.3 shows the contours of the muscle extracted from the same slices.
Figure 5.3. Contours of the extracted muscle from three slices of three different datasets (a) dataset 2, (b) dataset 1 and (c) dataset 3

The contours of the extracted adipose tissue from the same slices are shown in Figure 5.4.
Figure 5.4. Contours of the extracted muscle from three slices of three different datasets (a) dataset 2, (b) dataset 1 and (c) dataset 3

5.2 Three Dimensional Visualization and Modeling

As already explained one of the motivations of this work is modeling the body which can help the physicians in detecting some diseases, simulating the surgery and designing implants for a specific patient. After segmentation by putting each slice on its correct position at the MRI volume a 3D
model from the segmented organs of the patient can be obtained. In this section the result of 3D modeling of some of the organs by using the proposed segmentation method are shown.

3D models from the left and right femur, which are extracted from two different datasets, are shown from different views in Figures 5.5 and 5.6 respectively.

**Figure 5.5.** 3D reconstruction of the Left femur (dataset 2)
Figure 5.6. 3D reconstruction of the right femur head (dataset 1)

Figure 5.7 Shows the three dimensional reconstruction of the pelvis from three different views.
The reconstruction of the Gluteus Minimus and Iliacus muscles are shown from different views in Figures 5.8 and 5.9 respectively.
Figure 5.8. 3D reconstruction of the Gluteus minimus muscle (dataset 1)
Figure 5.9. 3D reconstruction of the Iliacus muscle (dataset 1)
5.3 Evaluation and Validation

In this section the utilized evaluation methods and the validation results for the proposed method are explained and exhibited.

5.3.1 Evaluation Methods

Because of the high rate of noise and intensity overlapping, neither the FCM nor the GSFCM and not even the semi-automatic segmentation methods like the watershed and active contour have acceptable segmentation results on our dataset (less than 70% accuracy). So, we decided to implement the method proposed by H. Kang et al. [129] and compare its results with our method. This method provides a framework for segmenting MRI data of thigh to spongy bone, cortical bone, muscle and fat using expert knowledge about the relative position of the tissues and FCM together. Because of the proven superiority of the GSFCM to FCM, we implemented this method with FCM (as it was proposed originally in the paper) and then this method is improved by using the GSFCM instead of the FCM method.

For the evaluation purposes, three testing datasets of the hip joint MRI data (totally containing 24,657,920 voxels) are prepared from the Ottawa general hospital and the results of segmentation are compared with the ground truth. The accuracy is defined as the ratio of the number of truly segmented voxels of a specific tissue to the total number of the voxels. Equation 5.1 shows the formula for calculating the segmentation accuracy of the target tissue.

\[
\frac{\sum_{a=1}^{SL} \sum_{b=1}^{R} \sum_{c=1}^{CL} S(a,b,c) == G(a,b,c)}{SL \times R \times CL}
\]  

(5.1)

Where SL is the number of slices, R is the number of rows, CL is the number of columns, S is the segmented image of the target tissue and G is the ground truth. Both S and G are the binary 3D images and “==” shows the logical equality between the voxels.

For obtaining the ground truth the available datasets are segmented manually, using the instructions given by Dr. Kavan Rakhra, who is working as a radiology specialist at the Ottawa general hospital. Some of the points that have to be taken into account, when segmenting the MRI manually, are summarized here.
1- The placement of the organs in respect to each other based on the anatomical information should always be considered.

2- Since MRI is a 3D data, when trying to segment one slice, it is important to take a look at the previous and next slices as well to detect the organs which are not clear enough in one slice but are clearer in successive slices.

3- Since there are some wide veins which are passing through the hip area and their intensity is same as the cortical bone at MRI, it is important, not to mistaken them with cortical bone. One point that could help in distinguishing them from cortical bone is this fact that the cortical bone is usually placed around the spongy bone.

4- When the cortical bone is connected to veins or ligaments, there’s a possibility of missegmenting them, while preparing the ground truth. For avoiding this mistake, considering the shape of the bone and also inspecting the previous and next slices could be very helpful.

5- Considering all the necessary measures, there’s always a possibility of 0.5% error in preparing the ground truth.

For a better evaluation of the segmentation results on the edges, the total false positive and negative are also calculated on the edges. These two metrics help us to evaluate if the error of the segmentation method on the edges is balanced between spongy bone and other tissues or not. For calculating the total false positive and negative on the edges, first, an area with the width of 10 pixels is chosen around the contour of the spongy bone in the ground truth, which is called the edge band. Figure 5.10 clarifies the method of choosing the edge band by choosing it around the edges of a square. Considering that The black area pixels outside and inside of the edge band are not considered for calculating the errors at the edge band image, it is clear that by using this method it is possible to calculate the error specifically around the edges and evaluate the efficiency of the proposed method at the correct segmentation of the edges. After choosing the edge band in the ground truth image the same area was mapped and chosen on every segmented image and the accuracy on the edges were calculated only on the chosen area at the segmented images. Total false positive and negative ratios also were calculated on the edge band of the spongy bone. Equations 5.2 and 5.3 are utilized for
calculating the total false positive and negative ratios on the edge band of the spongy bone respectively.

\[
TFPR = \frac{FS_p(S)}{EA_p} \tag{5.2}
\]

\[
TFNR = \frac{FS_p(NS)}{EA_p} \tag{5.3}
\]

where, TFPR is the total false positive ratio, TFNR is the total false negative ratio, \(FS_p(S)\) is the number of pixels which are segmented wrongly as the spongy bone at the edge band, \(FS_p(NS)\) is the number of pixels at the edge band, which are actually spongy bone but they are wrongly not segmented as the spongy bone and \(EA_p\) is the total number of pixels at the edge band of the spongy bone. The term total at TFPR and TFNR comes from this fact that the total number of pixels at the edge band is used at the denominator of both formulas.

**Figure 5.10.** Creating the edge band image by choosing a 10 pixel width strip around the edges of a square (a) original image (b) edge band image

For clarifying the TFPR and TFNR, these two factors are calculated in figure 5.11 for the spongy bone. This figure shows a part of the spongy bone edge band. Gray, black, red and white pixels shows the spongy bone, cortical bone, muscle and adipose tissue respectively. Figure 5.11 (a) is the ground trough and (b) is the segmentation result.
The relation between the TFPR, TFNR and accuracy on the edges of the spongy bone are shown in equation 5.4

\[
\text{Accuracy} = (1 - (\text{TFPR} + \text{TFNR})) \quad (5.4)
\]

For evaluating the average participation time by the operator the program was run ten times with the purpose of segmenting two datasets containing 160 of 256*256 slices to the spongy bone, cortical bone, muscle and adipose tissue. Each time the total cooperation time by the operator is recorded and at the end the average cooperation time by the operator is calculated. For calculating the average participation time for the watershed and active contour methods, 50 slices are chosen from different parts of the datasets, watershed and active contour were applied on each of them separately for segmenting the image to four tissues and the average operator participation time for one slide is calculated for each of the methods. Then, this average participation time (37 second for the watershed and 134 seconds for the active contour) is multiplied by 160 (the total number of slides at each dataset) to calculate the average operator participation time for the whole dataset.

![Figure 5.11](image)

**Figure 5.11.** A part of the spongy bone edge band. Gray, black, red and white pixels shows the spongy bone, cortical bone, muscle and adipose tissue respectively. (a) ground trough (b) segmentation result. For the spongy bone TFPR = 3/80 = 3.7%, TFNR = 2/80 = 2.5%

For evaluating the accuracy and required time for segmenting the MRI to 4 tissues, by the proposed method the software was tested by using three different datasets and the operator participation was gotten only for the spongy bone segmentation. For calculating all the times the software was run on an Intel Core i7-3.5 GHz processor.
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5.3.2 Validation Results

In this section, the result of the segmentation using the proposed method is compared with some other available methods, which are used for MRI segmentation. First two semi-automatic segmentation methods (watershed and active contour) and an automatic method (FCM) are applied to two different MRI slices and then two heuristic methods, which are specifically designed for the MRI segmentation, are implemented based on the literature and applied to the same slices. The result of segmentation using the proposed method is finally shown in figure 5.13 (c). Figure 5.12 shows the results of the segmentation on two different slices using the watershed, active contour and FCM methods. The watershed method, which is used here, is the marker-controlled watershed with gradient as the segmentation criterion [159]. For applying the watershed algorithm the relative function in the Matlab image processing toolbox is utilized. As for the active contour the gradient vector fellow (GVF) [157] is used. The m file for the active contour was downloaded from http://www.mathworks.com/matlabcentral/fileexchange/28149-snake---active-contour and the spatial FCM method is implemented using [130]. The segmentation results on the same slices using the method proposed by [129], the method proposed by [129] improved with GSFCM and the proposed methods are shown in Figure 5.13. For comparing the results of the proposed method and the method proposed by [129] on the edges, two close views from the extracted spongy bone at the femur's head and acetabulum meeting point is shown in Figure 5.14. The edges of the femur's head, acetabulum and the Acetabular notch are clear in Figure 5.14 (b). The results clearly show the superiority of the proposed method.

One of the motivations of this work was decreasing the participation time by the operator compare to other semi-automatic methods. For evaluating this in table 5.2 the average participation time at the proposed method is compared with the average participation time at the watershed and active contour. The methods for calculating the average participation time at each method is explained at Section 5.3.1.

The performance comparison results are shown in tables 5.4 to 5.6 for three available datasets. The results show the superiority of the proposed method in any case. However, the proposed method has even better results on the edges compare to the overall result. This is very important because the good extraction of the edges is an important factor in MRI segmentation and most of the available
segmentation methods have problem with this issue. The good performance of the framework on the edge clearly proves the efficiency of the newly proposed DKFCM method which is specifically designed for improving the segmentation quality on the edges.
Figure 5.12. The results of segmentation of the spongy bone on two slices using three segmentation methods (a) Original MRI slices, (b) Watershed segmentation, (c) active contour segmentation (d) FCM segmentation

Table 5.2. Comparing the average participation time by the operator in the proposed method with two other semi-automatic methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Average participation time by the operator</th>
<th>Number of slices segmented by the participation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed method</td>
<td>43 seconds</td>
<td>160</td>
</tr>
<tr>
<td>Watershed</td>
<td>37 seconds</td>
<td>1</td>
</tr>
<tr>
<td>Active contour</td>
<td>134 seconds</td>
<td>1</td>
</tr>
</tbody>
</table>

Comparing the segmentation accuracy of the proposed method for three different datasets shows that the quality of the segmentation at dataset 3 is lower than two other datasets which is the result of lower number of slices and higher distance between them, which makes the process of transferring the segmentation to the next slice harder and less accurate.
Figure 5.13. The results of segmentation to spongy bone and cortical bone on two slices (left images are the cortical bone and right images are the spongy bone (a) Ref [129], (b) Ref [129] improved by GSFCM, (c) The proposed framework (dataset 2)

For a better evaluation of the performance on the edges, the total false positive and negative rates are also calculated on the edge band. The method and equations for calculating the total false positive and negative on the edge band as well as the method for choosing the edge band are all explained in Section 5.3.1 (evaluation methods).

As shown in tables 5.3, the total false positive and negative are almost equal for the proposed method while for the method proposed by [129] the total false positive is very bigger, which indicates that relatively there are big portions of other tissue, which are missegmented as the spongy bone. This indicates the balance in segmentation at the proposed segmentation method compare to the two other methods. The big difference of the total false positive and negative ratios at the edge band between the other methods and the proposed method proves the superiority of the proposed method in segmenting the edges, which is resulted from the accurate bounding of the searching area to the edges of the target tissue at the proposed framework.
Figure 5.14. Extracted spongy bone at the femur head and acetabulum meeting point by (a) Ref [129] improved by GSFCM, (b) The proposed framework (dataset 2)

Table 5.3. Comparing the total false positive and negative ratios of the spongy bone at the edge band of the spongy bone in the proposed framework with ref [129] and ref [129] improved with the GSFCM

<table>
<thead>
<tr>
<th>Error Type</th>
<th>Ref [129]</th>
<th>Ref [129] with GSFCM</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFPR</td>
<td>19.4%</td>
<td>18.2%</td>
<td>3.6%</td>
</tr>
<tr>
<td>TFNR</td>
<td>10.2%</td>
<td>8.7%</td>
<td>4.1%</td>
</tr>
</tbody>
</table>

Table 5.4. Comparing the accuracy of segmentation in the proposed framework with Ref [129] and Ref [129] improved with the GSFCM (Dataset 1)

<table>
<thead>
<tr>
<th>Region</th>
<th>Ref [129]</th>
<th>Ref [129] with GSFCM</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spongy Bone</td>
<td>89.8%</td>
<td>92.5%</td>
<td>99.2%</td>
</tr>
<tr>
<td>Cortical Bone</td>
<td>68.2%</td>
<td>72.7%</td>
<td>92.3%</td>
</tr>
<tr>
<td>Muscle</td>
<td>90.1%</td>
<td>93.4%</td>
<td>99.4%</td>
</tr>
<tr>
<td>Adipose Tissue</td>
<td>74.6%</td>
<td>78.2%</td>
<td>95.2%</td>
</tr>
<tr>
<td>Edges (all tissues)</td>
<td>71.2%</td>
<td>71.8%</td>
<td>92.2%</td>
</tr>
</tbody>
</table>
Table 5.5. Comparing the accuracy of segmentation in the proposed framework with Ref [129] and Ref [129] improved with the GSFCM (Dataset 2)

<table>
<thead>
<tr>
<th>Region</th>
<th>Ref [129]</th>
<th>Ref [129] with GSFCM</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spongy Bone</td>
<td>90.6%</td>
<td>92.3%</td>
<td>99.5%</td>
</tr>
<tr>
<td>Cortical Bone</td>
<td>68%</td>
<td>71.9%</td>
<td>93.1%</td>
</tr>
<tr>
<td>Muscle</td>
<td>91.2%</td>
<td>92.8%</td>
<td>99.3%</td>
</tr>
<tr>
<td>Adipose Tissue</td>
<td>76.8%</td>
<td>79.4%</td>
<td>94.9%</td>
</tr>
<tr>
<td>Edges (all tissues)</td>
<td>72.3%</td>
<td>72.3%</td>
<td>93.4%</td>
</tr>
</tbody>
</table>

Table 5.6. Comparing the accuracy of segmentation in the proposed framework with Ref [129] and Ref [129] improved with the GSFCM (Dataset 3)

<table>
<thead>
<tr>
<th>Region</th>
<th>Ref [129]</th>
<th>Ref [129] with GSFCM</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spongy Bone</td>
<td>88.3%</td>
<td>91.7%</td>
<td>95.6%</td>
</tr>
<tr>
<td>Cortical Bone</td>
<td>66.8%</td>
<td>70.6%</td>
<td>84.7%</td>
</tr>
<tr>
<td>Muscle</td>
<td>89.8%</td>
<td>90.5%</td>
<td>94.3%</td>
</tr>
<tr>
<td>Adipose Tissue</td>
<td>73.1%</td>
<td>76.8%</td>
<td>88.6%</td>
</tr>
<tr>
<td>Edges (all tissues)</td>
<td>68.5%</td>
<td>69.6%</td>
<td>85.1%</td>
</tr>
</tbody>
</table>

The segmentation time for dataset 1, 2 and 3, the average segmentation time per voxel and the average cooperation time by the operator are all listed in table 5.5. Datasets 1, 2 and 3 consist of 10485760, 10485760 and 3686400 voxels respectively. Methods for calculating the times are all explained in Section 5.3.
Table 5.7. Time evaluation of the proposed segmentation method

<table>
<thead>
<tr>
<th>Description</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segmentation time for dataset 1 (software)</td>
<td>495 s</td>
</tr>
<tr>
<td>Segmentation time for dataset 2 (software)</td>
<td>573 s</td>
</tr>
<tr>
<td>Segmentation time for dataset 3 (software)</td>
<td>173 s</td>
</tr>
<tr>
<td>Average segmentation time per voxel (software)</td>
<td>53 μs</td>
</tr>
<tr>
<td>Average operator participation time</td>
<td>43 s</td>
</tr>
</tbody>
</table>
CHAPTER 6

Conclusion and Future Work

A new framework for extracting the spongy bone, cortical bone, muscle and adipose tissue from MRI data is proposed. In this framework multiple heuristic methods are developed for improving the segmentation results compare to the available segmentation methods. This happened by finding the relational position of the tissues, getting the shortest and most effective contribution from the operator, forward and backward transfer of the accurate segmentation on the seed slice to other slices and improving the segmentation quality on the edges which is an important factor in MRI segmentation especially in some applications like detecting the Femoroacetabular impingement (FAI) and designing the implants. The DKFCM method, which is proposed in this thesis and used in the framework, resulted to an accurate segmentation of the tissues and demonstrates superiority over the previous works especially on the edges, which is the main shortcoming of the existing methods. The accuracy of this method on the edges demonstrates the superiority of this method to the available methods especially the model based methods which are not usually capable of giving an accurate segmentation on the edges.

Improving the segmentation result has been one the motivation of this thesis. For evaluating this improvement in the proposed method over the available segmentation methods, which has been used for segmenting the MRI, first, two semi-automatic and an automatic segmentation methods are chosen. Comparing the results of the segmentation by the proposed method with the ones by these three methods clearly shows the superiority of the proposed method in the segmentation. The reason for this superiority is simply because the other methods don’t consider the necessary parameters needed for segmenting MRI and the parameters that they are using are not very effective for
segmenting the MRI because of the multiple types of problems on MRI data, which are explained in Chapter one. As an example the Watershed segmentation method uses the topographical parameters which are mainly relies on the gradient. While because of the IIH, PVE and noise it is hard to get enough information for an accurate segmentation from the gradient of MRI. The proposed method on the other hand is using a variety of parameters like the connection between the successive slices in MRI, the relative position of the organs acquired from expert knowledge and a 3D deformable kernel for improving the segmentation as much as possible. For evaluating the participation time by the operator, this time is also measured at the semi-automatic methods and compared with the one at the proposed method. Very small operator participation time at the proposed method compare to the other methods clearly proved the superiority of the proposed method in this case, which is an important factor in making the MRI segmentation more automated, more convenient and less costly. Then, the result of segmentation by two heuristic methods, which are specifically designed for the musculoskeletal segmentation of the MRI, is compared with the proposed method. The comparison shows that however the segmentation quality is better in these two methods but it is still by far less than the proposed method. The large improvement in the result of the total false positive and negative at the segmentation on the edge band by the proposed method over the other methods clearly shows the increasing in the quality of the segmentation on the edge bands, which is one of the motivations of this method. Experimental results of the segmentation and 3D modeling of different organs also have proved the ability of the proposed method in accurate segmentation of the MRI to four tissues (spongy bone, cortical bone, muscle and the adipose tissue) simultaneously.

The biggest problem for the proposed method happens when in some cases two different tissues with the same intensity are connected to each other and there’s no visible edge between them. Figure 6.1 shows an example of this problem, happened at dataset number 2. As shown inside the white circle the cortical bone and vein which are connected together both have a same intensity range. In this condition the only feasible way is using expert knowledge about the shape of the organs. For solving this drawback, combining the proposed method with a model based segmentation method can be proposed which can benefit from both, expert knowledge which is embedded in the model and the accuracy of the proposed method on the edges.
Figure 6.1 Sample of a segmentation mistake caused by another tissue with the same intensity as the cortical bone, which is connected to the bone (a) the original slice (white circle shows the problem making place) (b) result of the segmentation on the same slice. The target tissue is the cortical bone of the pelvis (dataset 2) (c) the correct segmentation at the problematic area.
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