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Abstract

Hair modeling based on real-life capturing is a rising and challenging topic in the field of human modeling and animation. Typical automatic hair capture methods use several 2D images to reconstruct 3D hair model. Most of them usually adopt 3D polygons to present hair strands, and a few recent strand-based methods require heavy hardware settings.

We introduce an approach to capture real hair using affordable and common devices such as a depth sensor and a camera to reconstruct a 3D hair model based on particle system. Kinect\textsuperscript{TM} sensor from Microsoft is chosen to capture 3D depth data. However, as Kinect 3D depth data are known to be noisy and 2D texture image to be of low quality, an additional DSLR camera is employed in the system in order to capture high resolution image for hair strand extraction. The proposed approach registers the 3D hair point cloud and high resolution image in the same space, extracts the hair strands manually from the image, and then generates 3D hair strands based on Kinect depth information. Eventually, a particle based 3D hair model is reconstructed.

The proposed method captures 360-degree views by collecting datasets of real-life hair with four sets of Kinect sensors and DSLR cameras in four viewpoints. We register the DSLR camera image in the space of Kinect to build the mapping relationship between 2D and 3D. Therefore, the image from the DSLR camera can be mapped on the point cloud replacing the existing Kinect texture image, resulting in a new high-quality texture image of the 3D data. Next we manually select the hair strands in the high resolution image and we use control points to represent hair strand as a spline curve. These 2D control points are then projected on the 3D point cloud in order to obtain the corresponding 3D information. In 2D image, some hair strands are partially occluded by some other hair strands, the result is that the occluded hair strand is separated into two segments in 3D. An algorithm is applied to analyze and build the connection
between the hair strand segments. Meanwhile some refinement works are done with the 3D hair strands, filtering and interpolation techniques are utilized on the 3D hair strand splines to generate smoother 3D hair strands. Finally we reconstruct the 3D hair model, where the strands are represented in the particle system.

Our method, combining a depth sensor and an high resolution camera, is novel and has many advantages which other approaches do not have; (i) hardware setting is simple and affordable; (ii) combination of high-quality image of DSLR and depth of Kinect takes advantage of each of them; (iii) the 2D and 3D combined method allows us to repair and refine the 3D data; (iv) Spline-based hair representation can be used to construct a hair particle system which has many advantages of hair animation and simulation.
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Chapter 1. Introduction

3D human model is a necessary component for many kinds of computer graphics applications, such as computer game, 3D computer animation and virtual environment. As an identity characteristic of human appearance, hair has become an important research object of 3D human modeling. 3D hair reconstruction based on hair capture is an interesting and challenging work in the 3D reconstruction field. Compare to other parts of human body, hair is the most complex part that contains a huge amount of narrowly structured strands. The brightness, colours and styles of hair affect the difficulty of capture, analysis and reconstruction.

In the 3D hair modeling field, there are two kinds modeling methods: geometry polygon-based and particle-based. Traditionally, a computer graphics designer uses a modeling tool to interactively design hair shape using the polygonal geometry and texture mapping. Even after more automatic hair modeling methodology has been introduced, most existing methods are still the geometry polygon plus texture mapping type; in this method, hair strands are presented as thick, long polygon geometry virtually, and they are usually of low quality due to the detail limitation of captured data and lack of graphics performance.

With the advancements of the hardware nowadays, the strand-based approach for hair reconstruction is achievable. Different than the thick geometry of the hair strand model, the thin strand-based hair modeling provides a more realistic visualize 3D effect, and also supports dynamic hair simulation using particle-based space curves hair representation. Many recent high-quality hair animation systems are based on particle system. Particle system is a powerful tool and flexible option for hair modeling. With the individual hair strands represented by the numerous particles, the particle-based hair modeling provides realistic and natural hair modeling.
results. Benefiting from the advantages of physical simulation of the particle system, many mature researches make optimization for dynamic hair modeling and hair animation. However, the numerous particles and a large amount of computation require higher graphics performance and decrease the rendering speed. An existing particle-based hair modeling system, such as Blender™[3], is capable of generating a huge amount of hair strands by assigning comparatively few guide hair strands. Obtaining the 3D position of spline curve control points of guide hair strands is the core problem for the strand-based and particle-based method. Our 3D hair reconstruction research is carried out step by step based on this motivation.

In the capture-based 3D hair reconstruction field, the depth data are essential for the existing hair reconstruction systems. As hair structure is detailed and complex, a traditional depth sensor, such as a laser scanner, always shows low capability of capturing real hair because of the specular and diffuse reflection of the hair surface. Many groups select the image multi-view stereo based 3D reconstruction approach to create the hair depth and orientation map. However, the relative expensive and complex experiment devices setup limits this type of research to be commonly used. In 2010, Microsoft released Kinect sensor, this low-cost (about $200/each) and compact device is capable for capturing depth information in a rapid way. The proposed system in this thesis employs Kinect to capture the 3D point cloud of real hair directly. Therefore, the 3D orientation analysis work is simplified. Unfortunately, the accuracy of Kinect is quite limited for both depth and texture image to recognize the tiny structure of hair strands, the resolution of Kinect colour camera is only up to 1280*960. The low resolution limits our image processing based 2D strand extraction method, so we introduce an additional of high-resolution digital single lens reflection (DSLR) camera into the capturing system, and build the mapping between high resolution image and depth frame. It is also important to point out that the quality of the
image is also affected by the setting of the camera, such as f-number, ISO value, etc… Our approach provides freedom to choose a camera with the parameters necessary for the quality of the image related to image processing.

1.1 Overview of the System

As shown in Figure 1.1, the 3D hair reconstruction system is divided into three stages

- Data capture and registration stage (Chapter 3)
- Data analysis stage (Chapter 4)
- Rendering stage (Chapter 5)
Figure 1.1: Particle system-based 3D hair reconstruction system pipeline. The 2D hair strands extraction procedure can be automatic using image processing, but we extract manually in this thesis.
1.1.1. Data Capture and Registration Stage

In the first stage, after the capturing devices, four Kinect sensors and DSLR cameras, were positioned in the fixed locations, two pre-procedures are required: (i) Kinect sensor pairing calibration and (ii) Kinect colour camera and DSLR camera registration.

To calibrate the Kinect sensors, we capture a set of feature images and corresponding point clouds by two Kinect sensors to calculate the relative position and orientation between the two Kinect sensors. This calibration runs for all combinations of the two out of the four sensors. The camera registration procedure is performed between each pair of Kinect colour camera and DSLR camera. We register the feature images and obtain the transformation between the images form Kinect colour camera and DSLR camera.

After the capture devices setup and calibration, the target hair model is placed in the designated position. We use face-tracking-based segmentation on the depth frame to remove the background. And the segmentation is applied on the capture symmetric capture system. Moreover, we adopt a temporal filter like approach to improve the quality of point clouds. For each point cloud, two corresponding colour images are captured by Kinect colour camera and by DSLR camera respectively.

To generate a $360^\circ$ point cloud with the point clouds of four viewpoints, the system applies point clouds alignment using the relative position and orientation information from the Kinect calibration procedure. Iterative closet point (ICP) algorithm is also applied to refine the point clouds alignment procedure. Using the transformation between the Kinect colour camera and DSLR camera, the system registers the hair images from the Kinect colour camera and DSLR camera, and then the system registers the Kinect depth frame and the high-resolution image to build the mapping relationship between 2D and 3D data.
1.1.2. Data Analysis Stage

In the data analysis stage, we analyze and process the captured point clouds and images. During this stage, there are three main steps: (i) hair area segmentation, (ii) manual 2D hair strands extraction and (iii) 3D hair strands generation.

The point clouds are already segmented and the background points are removed in the data capture stage. And we also apply hair area edge detection to segment the hair area in the point cloud thereby removing other noisy and unnecessary points. Afterwards, a complete hair area point cloud is obtained, and this point cloud is used to determine a scalp area which will be used as a particle emitter. In the data analysis stage, the most important work is to extract the hair strands in the high-resolution images. However, this work is not a part of the content of this thesis. The data analysis stage is based on the assumption that there are enough available hair strands extracted from the high-resolution images. Under this assumption, the conspicuous hair strands in the high-resolution images are traced and drawn manually, and we adopt a user interactive tool to select the control points of each strand. Therefore, with the mapping relationship, the corresponding 3D control points in the point cloud are identified, and then the 3D strands can be generated. The hair strands, which are partially occluded by some other hair strands in 2D image, are divided into two segments in 3D space. The short and randomly distributed strand segments are unavailable for particle-based hair reconstruction. In order to solve this problem, an algorithm is implemented to build the connection and interpolates points between segments. With this algorithm, all strand segments are merged as complete hair strands. Eventually, the system generates 3D hair strands which are represented by spline curves.
1.1.3. Particle-based Hair Modeling and Rendering Stage

In the last stage, we generate particle-base hair model using the processed data and render the hair model in the Blender. A series of uniformly distributed control points are selected based on the curvilinear function of each hair strand. These control points and spherical skull are imported into the particle system to generate the 3D hair strands. With these inputs, and some specific settings like child number, hair material and lighting setting, etc., the particle system-based 3D hair model is reconstructed. We use Blender Cycle render engine for realistic hair rendering. Figure 1.1 shows the proposed particle-based hair reconstruction system pipeline.

1.2 Organization of the Thesis

This thesis is organized as follows:

- Chapter 2 contains literature reviews about the background knowledge and other related researches about hair modeling, depth data capturing and image processing.
- Chapter 3 describes the details about the data capture and registration stage.
- Chapter 4 details various techniques on data analysis stage for 3D hair strand and skull generation.
- Chapter 5 introduces the process work in rendering stage.
- Chapter 6 provides the experiment result and system validation to demonstrate the system performance.
- Chapter 7 concludes the thesis, summarizes the presented methods and main contributions.

At end it remarks the potential direction of further researches.
Chapter 2. Literature Review

The hair modeling methods can be classified as manual modeling and automatic modeling. Hair reconstruction based on 3D data acquisition is more popular in the automatic modeling field. Therefore, in this chapter we delineate some of the techniques and background knowledge about 3D hair modeling as well as techniques of data processing in the reconstruction process, such as data registration, segmentation and extraction.

2.1 3D Hair Modeling

3D Hair modeling is an indispensable work of the human character modeling. Generally, hair modeling methods can be classified into two types, first one is manual modeling which relies on a designer’s professional skill of computer graphic and visual art, second is automatic hair modeling, where by a large portion of the work is done by hardware and computer programming. There is a well-done survey paper about hair modeling presented by Ward et al. [7].

For the manual modeling method, professional 3D computer graphics software allows the artist to model 3D hair for human character. For example, 3D computer graphics software by Autodesk, Maya™, provides a hair system to help the user generate and modify 3D hair model rapidly [1]. The popular software-based hair modeling method is built on polygon geometry with texture mapping. Some other hair systems represent hair not as polygonal system, but particle systems that is known to provide more natural and high-quality animation. Hadap et al. [2] show a particle system-based hair modeling method which provides dynamic hair motion control. And Blender™, an open source computer graphics software, supports a system to create a hair model with particle system [3].
For the automatic hair modeling, there exist two types of approaches, some are based on synthetic data, and others are based on real-life hair capture. In recent years, capture based 3D hair reconstruction has become a popular direction of hair modeling. A few recent papers show successful results of reconstructing the realistic looking hair model by capturing real-life hair. The first hair capture approach, which generates hair from photographs, was proposed by Kong et al. [6] and various hardware equipped hair modeling systems are being done afterward. This kind of image-based hair modeling methods capture the hair geometry and analyze the hair volume information in the images, then reconstruct the hair in 3D space.

The following subsections describe the related works of hair modeling, covering geometry polygon-based hair modeling, particle-based hair modeling, capture-based hair modeling and hair animation.

### 2.1.1 Geometry Polygon-based Hair Modeling

Geometry polygon-based hair modeling is a part of the general polygon object modeling. This modeling approach employs a 3D polygon mesh and deforms the mesh to represent hair wisp. A parametric surface such as a NURBS surface is used in some of these methods, thus hair strands can be grouped into strips and modeled geometrically by parametric surface [8]. Texture of alpha map hair images can be mapped on the polygon surface to reveal the texture, colour and light brightness of hair strands. The geometry polygon hair modeling has been widely used as a basic approach to create hair models in both manual and automatic modeling fields.

Some geometry polygon methods have been developed and proposed in the past few years. W. Liang et al. present a method based on 2D strips hair model using U-shape polygon meshes [5], this method improves the volumetric visual effect of the model. Another polygonal hair
modeling method, *Hair meshes*, is proposed by Yukselet et al. [9]. This method provides the polygon meshes to the artist to help them design the desired hair style. This method generates individual hair strands of different hair styles on the mesh surface with various topological operations. Scheuermann [10] introduces a real-time hair rendering algorithm with the polygon hair model, which is illustrated in Figure 2.1.

![Figure 2.1: The real-time rendering and shading result of a polygon hair model. A simple of geometry polygon and texture mapping mode of hair modeling, reprinted from [10].](image)

### 2.1.2 Particle-based hair Modeling

Particle system is a useful technique in computer graphics which is extensively adopted in the fuzzy simulation field. Many chaotic systems that contain a large number of fuzzy objects, such as fire, explosions, smoke, moving water and other kinds of natural phenomena, can commonly be replicated by particle systems [11]. Particle systems can be divided into two types, animated particles and static particles. In practice, the static particle shows the overall trajectory of the particle, it is the result of the simultaneous rendered entire cycle of each particle. The parameters of the particle can be some physical attributes that make the simulation of relative collision between the particles possible. Therefore, the dynamic hair modeling method with particle is
possible to achieve. A patent for hair simulating and rendering was demonstrated in 1998 [12]. This patent uses a simulator, which contains a particle system that emits particles from the surface, and a renderer is also presented to calculate fuzzy segment generation, self-shadowing and lighting in 2D image rendering from 3D space [12]. Bando et al. [13] utilize a set of SPH particles for hair modeling, and this method can simulate the interaction between the hair particles during the hair motion.

In recent years, particle system-based hair modeling has rapidly become a mature hair modeling method in some 3D computer graphics software. For example, Blender provides a brief procedure to create a particle system-based hair model. The first step is to assign a mesh area of the head object as particle emitter, and then an initial static particle system, which contains a specified amount of straight guide hair strand particles, can be created. The user can easily model the hairstyle by moving the control points for each guide hair strand. Afterwards, the user can assign specified amount of child hair, which surround the guide hair particles. After modifying the material and colour, a complete particle system based hair model is completed. An example of hair modeling with Blender is demonstrated in Figure 2.2. Furthermore, Blender also supports hair animation rendering using a particle system.

Figure 2.2: Hair Modeling using Blender Hair Particle System reprinted from [14].
2.1.3 Capture-based Hair Modeling

Hair capture is a challenging work in the realistic hair reconstruction field. The 3D information of the hair is necessary for reconstructing a 3D hair model. However, traditional 3D capture devices have many limitations for hair capture. For example, for 3D laser scanners, the erroneous result is always caused by the complex specular and diffuse reflection of real-life human hair.

Paris et al. present a hair capture method without 3D scanner device [15], as only a fixed camera and moving light source are utilized in their system. They analyze the 2D image, and recover the 2D orientation of the hair strand segment. The corresponding normal of the same segment is obtained by 3D analysis of the illumination variations with image sequences. A plane which contains the segment in the 3D space can be identified by the normal, and the 3D orientation of the segment is the intersection of the two planes. This method is widely usable with its easy experiment setup. However it also has limitations, for example, it only works with thin and orientation visible hair strands and it cannot handle curls. Afterward, Paris et al. [16] present an improved capture method using multiple projectors and cameras address the challenges raised by the reflectance and intricate geometry of hair and the result is outstanding. However this method relies on input from the giant and relative expensive hardware setting (16 digital cameras, 150 LED light sources and 3 DLP projectors).

An automatic single view hair modeling method of user interactive application is presented by Chai et al. [17]. This method adopts an effective high-precision 2D strand tracing algorithm and a hair depth optimization algorithm, but the method has not been proven for solid case studies. Beeler et al. [18] focus on the high-quality representation of hair fibres and underlying skin
surface, their method focuses on short hair such as short beards and moustaches on a face even though the result is outstanding.

Based on Paris’ image hair orientation analysis method, Luo et al. [19] propose a multi-view hair capture method using orientation fields. This method analyzes the orientation field of input multi-view images and generates depth maps based on the orientation field. Then stereo matching technique is applied to construct a merged high frequency details hair mesh. This method observes hair colour vary quickly with changes in viewpoint.

![Figure 2.3: The capture system used in “Structure-Aware Hair Capture” method [20], a robotic gantry and SLR camera to capture images for the wigs (left), a camera array of 30 SLR cameras for real hairstyle (right).](image)

And Luo et al. [20] demonstrate an improved work for complex structures of real-life hairstyles using a complex capture system (Figure 2.3). The new method addresses the problem that the point cloud of the complex structure hairstyle, which is generated from the 3D orientation-based depth map, could not contain the complete details of the hair strand orientation; it adopts ribbon mesh to continually cover the adjacent strand segments until a locally coherent wisp structure is revealed. The hair point cloud is reconstructed with this synthesized hair strands
(ribbon), and the new hair model reveals the hair detail closer to the real-life hair; meanwhile, the hair simulation is also achievable by this method.

### 2.1.4 Hair Animation

Hair animation involves the dynamic motion of hair, and it is the major topic of hair physical simulation, including collision detection between the hair strands. The mass-spring system [21] and the projective angular momentum [22] are early physically-based hair simulation approaches that treat each individual hair strand as a string of particle. These approaches have sufficient degrees of freedom in translation and rotation but cannot handle hair twist.

Mechanical models have been used to simulate more accurate hair strand dynamics. Bertals et al. [23] use an energy minimization method to calculate the strand position with physical force and a super-helices model [24] for hair dynamic. In this method hair strand is represented as a sequence of helices, the torsion and curvature are general coordinates, which control the helix centerline, for computation of the dry friction in hair dynamics.

Some improvements of the mass-spring system are introduced. An altitude spring model is proposed by Molino et al. [25] that can prevent volume collapse and make hair strands revert to their original shapes. The improved mass-spring method is more convenient to integrate in the optimization procedure, and mechanical-based helices are more powerful when simulating complex hairstyle. Particle–based hair simulation is adopted in the video-based hair dynamics modeling method which is introduced by Zhang et al. [26]. They combine image-based hair capture and hair physical simulation. Figure 2.4 shows the result of this approach.
Figure 2.4: The full swinging motion of three kinds of hair in approach of Zhang et al. [26].

2.2 Depth Data Acquisition and Processing

Depth data acquisition is an important procedure of capture-based hair modeling. Since the common capture device cannot provide full detailed data, most methods reconstruct initial hair geometry, and refine it using various approaches. Commonly, there are two types of depth data acquisition methods: image-based and 3D scanner-based. The former always provides high accuracy result and the latter always responds immediately. Since the accuracy of the acquired depth data directly affects the final hair reconstruction result, many researches adopt the image-based method to reconstruct 3D data to avoid the risk caused by the low accurate depth data.

3D scanner is a category of the device that analyzes and collects object’s depth data. 3D scanner can be constructed with some different technologies. The traditional 3D scanner emits some kinds of light or laser; the light will be reflected if they contact the surface of the object and the sensor receives the reflected light and estimates the distance. The limitation of the 3D scanner is indicated by the physical properties of the emitted light or laser, the working range and accuracy are very different between different technologies. Depth sensor has become a well-known device represented by Microsoft Kinect, this type of devices adopt infrared projector to
project the pattern of infrared light on the object, and it reads the pattern using the infrared camera to work out the depth.

The following subsections introduce the multi-view stereo method (image-based) and different kinds of 3D scanners.

**2.2.1 Multi-view Stereo**

Multi-view stereo (stereo vision) is commonly adopted in the aspect of recovering the geometry of a scene or the target object from a collection of images taken from known camera viewpoints [27]. Generally, in order to estimate the relative transformation between each viewpoint, most approaches adopt the calibrated camera viewpoint system. The shape and the motion of the object in the scene can be estimated by photometric properties-based measurement. Moreover, Lhuillier and Quan [28] introduce a quasi-dense approach for surface reconstruction from uncalibrated images, and this approach computes the corresponding information and geometry based on the quasi-dense point features.

The general multi-view stereo method always constructs a rough initial geometry and applies refinement to the initial geometry to with optimizing cross-view photo-consistency and surface smoothness [29]. Another important way to refine the reconstruction is to improve the capture device setup. Some proposed methods use the wide-baseline camera setup based on multi-view stereo. This setup is desired to find robust feature correspondence between input images. Scale-invariant feature transform (SIFT) descriptor, which is presented by Lowe, can find the feature points in images with image scaling, translation and rotation, and partially invariant to illumination changes and affine or 3D projection [33].
Seitz et al. propose two evaluation properties about the multi-view stereo based reconstruction method, one is accuracy which indicates that how close the reconstruction result is to the ground truth model, another one is completeness which indicates that how much of the ground truth model is modeled by the reconstruction result [27].

Since hair is highly specular, and colour varies quickly with the moving of viewpoint, the capture hair image always lacks obvious features like reliable texture or corner points. The reconstruction results of generic multi-view algorithm always lack of hair details.

### 2.2.2 Laser Scanner

The laser scanner is frequently adopted 3D data capture device in various reconstruction systems. This kind of devices scan the real-life object or environment using laser and collect the 3D data of the target shape and appearance to construct the digital 3D model. The laser scanner is a type of non-contact active 3D scanner which doesn’t contact the object, but emits a laser to detect and identify the surface of the object.

Triangulation-based 3D laser scanner utilizes laser to probe the environment. It employs a laser emitter to radiate laser to the object, besides a Charge-Coupled Device (CCD) or Position Sensitive Device (PSD) sensor is used to track the laser dots on the object. The location of the tracked laser dot is related to the depth of the laser dot plane. The laser dots, the CCD/PSD sensor and the laser emitter form a triangle [32]. The Time-of-flight (ToF) laser scanner also belongs to the laser scanner, ToF scanner calculates the depth data of the target surface by timing the round-trip time of a pulse of laser [34]. And ToF sensor is commonly used in the 3D data capture field, Cui et al. [35] present a reliable shape data capture and alignment method with ToF camera alone. And Schuon et al. [36] show the super resolution methods that were originally
developed for colour images can be applied to capture higher resolution 3D geometry with a ToF depth camera.

Advantage and disadvantage of the mentioned laser scanners are: the triangulation-based 3D scanner has relatively high accuracy but it has limited range of some meters, the ToF scanner is just the opposite [34].

2.2.3 Structured Light Depth Sensor - Kinect

In recent years, with the release of Microsoft Kinect, the structured light depth sensor attracts more attention. This kind of 3D scanning device uses structured light to project light patterns and analyzes the stripe patterns for collecting the depth data and measuring the shape of an object.

Kinect is the most popular depth sensor presently, it was released by Microsoft in 2010 [37]. Kinect received a lot of attention because of its rapid human pose recognition system. As a low-cost depth sensor, Kinect was an attractive alternative to the high price and large scale laser scanner in applications for developers and researchers; its reliability and speed of measurement make it an ideal depth sensor for indoor robotics, 3D scene reconstruction and object recognition [38]. So far, numerous Kinect open source drivers have been released, making it possible to use Kinect as a depth data capture tool. Kinect provides the point cloud without large systematic errors compared with laser scanning data. However, the random error of depth measurement increases quadratically and density of point decreases with increasing the distance to the sensor [39].

Kinect is the major capture device in our system and the subsections to follow introduce the technical details and accuracy of Kinect.

2.2.3.1 Technical Description of Kinect
As shown in Figure 2.5, the Kinect sensor consists of one laser-based IR projector, one RGB colour camera and one IR camera. The IR camera is used to capture the infrared laser projected from the IR projector. The IR camera and the IR projector constitute a stereo pair with a baseline of approximately 7.5 cm [40]. The triangulation-based depth measurement method and structured light technology are adopted by Kinect (shown in Figure 2.6 below). In order to estimate the depth frame, the IR projector projects a predefined pattern which consists of tiny dots, and the infrared camera captures the projected light pattern then compares it against the predefined reference pattern [41]. The introduction of an object in the field of view of the depth sensor deforms the reference pattern. The resulting shift of the dots in the pattern from the reference image is measured as a disparity in the image plane of the IR camera [40]. The Kinect sensor calculates the correlation between points on the reference pattern $O$ and points on the deformed pattern $K$. By this, depth can be calculated by the triangulation against a known pattern from the projector [39]. The depth frame created by the Kinect sensor is from the Kinect IR frame, and there is a fixed offset between these two data frames.
2.2.3.2 Accuracy of Kinect

The accuracy and density of Kinect depth data (point cloud) are important measures for evaluating the device. The error and imperfection of Kinect data can be caused by the properties of the sensor, the system setup and the condition of the object surface [42].

The expected error on Kinect depth measurements is proportional to distance squared, because the Kinect is essentially a stereo camera. The increased distance to Kinect caused random depth error. Figure 2.7 below shows how far off the Kinect sensor measurements are from that average distance [43]; this data are measured using a RANSAC-based method, this method extracts planes through the measured point cloud and calculates the distance of the points in the point cloud to the plane. The error is minimized when the distance is around 0.5 to 1.0 meter.
The measurement error can also be caused by the lighting condition, since Kinect adopted a laser projector and sensor to measure depth, the different lighting conditions affect the amount of laser speckles on the object surface; in practice, in a strong light field the laser speckle should appear in low contrast in the infrared image [42].

The accuracy of Kinect is directly affected by its intrinsic and extrinsic parameters. One group had compared the Kinect depth image and a calibrated monocular camera with a chessboard, and measures the distance with a measuring tape [43]. The collected data demonstrate that the accuracy of Kinect is ±1mm [43].

Figure 2.7: Precision of Kinect Sensor, relationship between distance to Plane and the error, reprinted from [43].
2.2.4 Time-of-Flight Depth Sensor-Kinect V2

Microsoft released Kinect V2, which is designed for the Xbox One video game console, in July 15\textsuperscript{th} 2014. As an all-new designed Natural User Interface (NUI) controller, Kinect V2 adopts Microsoft’s proprietary ToF technology, which is an entirely different technology of acquiring depth data than the structured light approach of the first generation Kinect sensor. The working principle of ToF had been introduced in Section 2.2.2; it estimates the depth by measuring the round-trip time (RRT) of the photons that are emitted by the sensor and reflected back. Kinect V2 has a depth sensor with resolution of 512×424 pixels. With higher depth fidelity and a significantly improved noise floor, the new Kinect has a better ability of 3D visualization, smaller objects detection and skeletal tracking [44]. Kinect V2 has a 1080p camera with the resolution up to 1920×1080, its new camera provides higher quality RGB image than the first generation of Kinect. Figure 2.8 illuminates the depth frame comparison between Kinect V1 and V2.

![Figure 2.8](image_url)

Figure 2.8: A comparison between the depth frames from Kinect v1 and v2 of a same scene, Kinect v2 provides higher depth fidelity than Kinect v1, left) depth image from Kinect v1, right) depth image from Kinect v2 [44].
2.3 Data Analysis

This section introduces the background knowledge about the kernel techniques that are adopted in the proposed system, such as image registration, edge detection, mathematical morphology and some geometry knowledge about spline curve.

2.3.1 Point Cloud Processing

Point cloud is a 3D data format, it records X, Y and Z coordinates of a set of points which are collected by engineering measurement. Point cloud is data collection of the surface appearance of an object. And point cloud also records RGB data and intensity information. Point cloud can be directly rendered and inspected [45]; it is used to represent a digital model of several objects, such as terrain, building, city model, human body, et... [46]. With the advent of new and low-cost depth sensors such as Kinect, and continued efforts in advanced point cloud processing, this 3D data format has become more and more popular and important in modeling, robotics and some other fields [47].

2.3.1.1 Point Cloud Alignment

Point cloud alignment is a type of 3D data registration technique. The purposes of point cloud alignment are registering the overlap part of the two point clouds from different capture sensors in different positions or viewpoints, merging point clouds in a same coordinate and obtaining a relative position and orientation between them. The point cloud alignment techniques are usually based on feature points. The general method search a group of corresponding feature points in both point clouds, and computes the relative transformation between these corresponding points. The search of the corresponding feature points is the important topic of point cloud alignment.
Rusu et al. [48] present a method for computing persistent point feature histograms for the corresponding search in 3D point clouds. They also propose two novel 3D robust features which characterize the local geometry around a point named Point Feature Histogram (PFH) and Fast PFH (FPFH) to be candidates for point correspondence search in 3D point cloud alignment [49]. Rabbani et. al [50] propose an automatic point cloud registration method which efficiently searches corresponding objects, and uses the corresponding objects as features to register the target objects. This method reduces the manual labour for point cloud registration, though it cannot be applied to all scenes.

Another category of point cloud alignment approach is frame-alignment-based, which sets up a calibrated capture camera frame. The relative position and orientation of cameras’ poses are estimated during the frame alignment, therefore the system can register the 3D point clouds from the fixed camera. Zhao et al. [51] demonstrate a general framework and results using frame alignment for automatic video-to-3D registration.

2.3.1.2 Iterative Closest Point Algorithm

Iterative closest point (ICP) algorithm is presented by Besl et al. [52]. ICP is designed as an automatic algorithm for solving the 3D shape alignment problem. This algorithm is extensively used and developed in the point cloud (depth data) alignment field. And it only requires a procedure to find the closest point on a geometric entity, and it revises the transformation of the source point cloud to best match the reference point cloud whose location is fixed during this procedure. The procedure is iterative invoked until the distance between the two point clouds is minimized. The inputs of the algorithm are source point cloud and reference point cloud, and the
output is the transformation between the two point clouds. Essentially, every iterative procedure includes three steps [53]:

1. For each point in the source point cloud, find the closest point in the reference point cloud.
2. Estimating the transformation using a mean squared error cost function that will best align each source point to its match found in the previous step.
3. Transforming the source points using the obtained transformation.

A modified K-D tree algorithm for efficient closest point computation is proposed by Zhang [54]. Chen et al. [56] present the point-to-point closest point matching method to develop the ICP algorithm. And Bergevin et al. [57] propose the point-to-plane closest point matching method, which usually performs better in practice than point-to-point type.

### 2.3.2 Image Registration

Image registration is the process that compares and matches the images which contain the same object. The images may be captured from different devices, times, depths and viewpoints [58]. Specifically, for a set of two images, image registration is used to find out the spatial transformation that can build the correspondence between the mappings of the same spatial point in two separate images for the purpose of information fusion. This technology is widely used in the application fields of computer vision, medical image processing, biological imaging and brain mapping, military automatic target recognition and material mechanics. Since 20th century, medical imaging technology has developed rapidly from static to dynamic, from 2D to 3D. Combining a variety of images to display information on the same image, providing multiple
data mostly for clinical diagnostic image information, these have become highly valued technologies, and image registration is the key technique in this field.

There are two kinds of image registration algorithms: intensity-based and feature-based [59]. Pre-process procedure is necessary for the feature-based method, and this procedure consists of image segmentation and feature extraction. The feature-based method matches tracked characteristics between two images and establishes the spatial transformation them. There are some frequently used features, such as feature points (including corners, high curvature points, etc.), straight line segments, edge, contour, closed area and so on. Corner point is one of the frequently used image features. There is a very wide range of applications of the image corners in pattern recognition and computer vision.

Spatial transformation of image can be divided into rigid transformation and non-rigid transformation. Rigid transformation includes affine transformation, projection transformation and transformation curves. Non-rigid transformation includes radial basis function, physical continuum models and large deformation models.

Piecewise linear mapping function is a kind of rigid transformation, with the given coordinates of corresponding control points in two images of the same scene, the images can be divided into triangular regions by triangulating the control points[60]. The mapping algorithm can register each pair of corresponding triangular regions of the images and calculate a linear mapping function. An overall mapping function is obtained [60] after piecing together the linear mapping function. There were three steps to get the transformation using piecewise linear mapping function. Firstly the algorithm determines the triangulation in the reference image according to the selected feature points. The triangulation of the target image was obtained automatically through the corresponding control points. For the corresponding triangles in both
images, the mapping functions $X = f(x, y)$ and $Y = g(x, y)$ were determined and this pair of triangles were registered. Thus, for each pair of triangles, a transformation correspondence was calculated, and triangular area inside the triangles’ vertexes was registered. The area outside the triangle area used determined function for mapping by extending the boundary triangle planes. Intersections of neighbouring planes limited the extent of the boundary planes that should be used in the extrapolation [60].

### 2.3.3 Edge Detection

Edge detection is the essential problem and fundamental tool of image processing and computer vision, particularly in the field of feature detection and feature extraction [61]. The purpose of the edge detection is to identify the obvious brightness variation points in the digital image. The significant changes of image attributes include the depth discontinuity, a discontinuous surface direction, changes of material properties and scene illumination. Edge detection greatly reduces the amount of data, removes the relevant information and retains the important structural attributes.

Most of edge detection methods can be divided into two major types: search-based and zero-crossing based [62]. A search-based method detects the image edge by finding out the maximum and minimum values of the first-order derivative. The boundary is usually positioned in the direction of the maximum gradient. A zero-crossing-based method detects the image edge by finding out the zero crossings in a second-order derivative expression which is obtained from the image.

Natural image edge is not always ideal step edges, instead they are usually affected by one or more factors listed below
• Focus blur is caused by the limited depth of the scene.
• Light generated fuzzy caused by the non-zero radius shadow penumbra.
• Shadow of the object smooth edges.
• Partially specular reflection or diffuse near the edge of the object.

Some researchers have used Gussian smoothing step as ideal step edge model edge blurring effect in the practical application of simple extension [63] [64][65].

2.3.3.1 Sobel Operator

Sobel operator is an operator which is mainly used for edge detection. It is a discrete differential operator for gradient approximation of computing the image brightness function. Using this operator at any point of the image will produce a corresponding gradient vector or its normal vector. This operator contains two groups of 3×3 matrixes which are horizontal and vertical. The approximations of the derivatives can be calculated by convolving the operator with the original image. If $G_x$ and $G_y$ are two images which contain the horizontal and vertical derivative approximations at each point, and A is the source image, $G_x$ and $G_y$ can be calculated by equations [66]:

$$G_x = \begin{bmatrix} -1 & 0 & +1 \\ -2 & 0 & +2 \\ -1 & 0 & +1 \end{bmatrix} * A$$

(2.1)

$$G_y = \begin{bmatrix} +1 & +2 & +1 \\ 0 & 0 & 0 \\ -1 & -2 & -1 \end{bmatrix} * A$$

(2.2)

Horizontal and vertical gradient approximations of each pixel in the image can be combined with the following formula to calculate the magnitude of the gradient:
\[ G = \sqrt{G_x^2 + G_y^2} \]  
(2.3)

And the gradient direction can be calculated by the formula:

\[ \theta = \arctan \left( \frac{G_y}{G_x} \right) \]  
(2.4)

If \( \theta \) equals 0, that means there is a longitudinal edge in this part of the image and the left side is darker than the right side [67][68].

### 2.3.3.2 Flood Fill Algorithm

Fill algorithm is a classification of computer vision algorithm; it fills the internal pixels of specifying irregular region with fill colour in an image. Filling algorithm is extensively used in the field of computer-aided design and image processing, it includes injection fill area algorithm, seed filling algorithm and scan line filling algorithm.

The flood fill algorithm is a classical fill algorithm which extracts a number of connecting points from one region to separate with other neighbouring regions. It operates in the same way floods spread from one area to another. Flood fill algorithm changes the value of a pixel of the internal region to change the overall property of the region [69].

### 2.3.3.3 Mathematical Morphology

Mathematical morphology is a technique and theory in the geometrical structures analysis and process frequently used on digital images, graphs, surface meshes, solids, and many other spatial structures. Mathematical morphology is based on set theory, lattice theory, topology and random functions. It was originally developed for binary image and had been extended to grayscale
images and functions [70]. Erosion, dilation, opening and closing are basic operators of mathematical morphological [71].

Dilation operation probes and expands the shapes in the image with structuring element, it was first expanded to grayscale images and then to complete lattices. Dilation integrate all the background points connect with the dilated object, into the object, it expands the edge of the object and fills the holes inside. In binary morphology, dilation is a shift-invariant operator, strongly related to Minkowski addition [72].

Dilation inserts pixels along the boundary of objects in an image, while erosion removes pixels along object boundary. The amount of pixels that are inserted or removed depends on the size and shape of the structuring element. In the morphological dilation and erosion operations, the state of a given pixel in the output image is determined by applying a rule to the corresponding pixel and its neighbours in the input image.

2.3.4 Spline Curve

Spline curve is generated by a given set of control points, and the shape of the curve is controlled by these control points. A spline is defined by a numeric piecewise polynomial function that has a sufficiently high degree of smoothness at the polynomial pieces connect point, which is knot [73][74]. There are two usages of the spline: spline interpolation and spline approximation. Spline interpolation is usually used to digitize a drawing or animation design, and spline approximation is usually used to structure the object surface.

Spline interpolation is also a method of interpolation in the mathematical field of numerical analysis which is preferred over polynomial interpolation, because the interpolation error can be small even when using low degree polynomials for the spline [75]. A Bezier spline is a spline of
Bezier form. B-spline, which is a generalization of Bezier spline, is a special representation of spline, any spline function of given degree can be expressed as a linear combination of B-spline of that degree [76]. B-spline can be further extended to non-uniform rational B-spline (NURBS), which is used to construct a precise general geometry model.
Chapter 3.  Data Capturing and Registration

This chapter gives the technical details about the data capture method with Microsoft Kinect sensor and High Resolution Camera (DSLR camera), and the process approaches of both depth and colour data.

For depth data (point cloud) capture, we set up a Kinect network using four Kinect sensors to capture 360° point cloud. The DSLR camera was introduced into the system to capture high resolution images from each viewpoint. After the data capturing, three kinds of data from four viewpoints were collected. They are point clouds, colour images from Kinect, and high resolution images which were captured by DSLR camera.

In order to build the correspondence between the 2D point in the high resolution image and 3D point in the point cloud, we registered the Kinect colour image and depth frame first, and then we registered the Kinect colour image and high resolution image.

3.1 Kinect Sensors Calibration

3.1.1 Kinect Network Setup

The Kinect sensor contains three major components: a 3D microphone, a RGB colour camera and a depth sensor. The depth sensor consists of an infrared emitter and an infrared sensor. These components constitute a multi-view system which is able to provide three kinds of data: RGB image, infrared image and depth image. To set up a collaborative group, which consists of several Kinect sensors, to capture real-life hair with 360° view, three objectives must be achieved: (i) projecting depth image to metric 3D space, (ii) precise mapping between colour and depth image, (iii) accurate estimating of the relative translation and orientation of each pair of two
Kinect sensors. The partial implementation of this part of the work was done by the post doctor alumnus Alberto Chavez, he introduced the idea of Kinect network and did some experimental work and we implemented the system based on his work.

![Microsoft Kinect Specifications](image)

Figure 3.1: Microsoft Kinect Specifications. Left: the physical distance limitation is from 0.8m/2.6 ft to 4m/13.1 ft, the practical distance limitation is from1.2m/4 ft to 3.4m/11.5 ft. Right: the view angle is 57 degree horizontal and 43±27 degree vertical.

The work limits of Kinect are shown in Figure 3.1, the minimum capturing distance ranges from 0.8 m to 1.2 m, and it has 43° vertical by 57° horizontal field of view. In order to collect the data of the 360° view of hair, we designed a Kinect network which consists of four Kinect sensors, the devices were positioned on the four sides of the target hair model. The whole experiment framework is shown in Figure 3.2 below. The distance between the hair model and each Kinect was 1.2 m. The height from the ground of four Kinect sensors were same, the vertical view angle of them were same as well.

With the Kinect sensor collaborative group, the system collected depth and colour data of the target hair model from four viewpoints. Since the captured point clouds from different Kinect sensors were in the different coordinates, we adopted a calibration process to estimate the relative position and orientation between each pair of Kinect sensors, the point clouds were
integrated into the same coordinate and an 360° hair point cloud was generated in the point clouds alignment stage.

Figure 3.2: Experiment framework Setup. Left: real experimental setup by Alberto Chavez. Right: schematic plot of the data capturing system, the distance between head model and Kinect is 1.2 m.

### 3.1.2 Kinect Colour and Depth Data Registration

During the data capture stage, the Kinect sensor provided colour data (RGB image) and depth data (point cloud) streams separately, but it did not register colour and depth frames. Thus, it was necessary to perform a registration between the two data streams.

Before the Kinect colour and depth data registration, we estimated the intrinsic and extrinsic parameters of the build-in Kinect cameras using Zhang’s [77] camera calibration method. The intrinsic parameters included focal length, principal point, and lens distortion coefficients of both colour and IR camera. The extrinsic parameter, which is estimated by stereo calibration, is the relative location of the colour camera and depth camera within each Kinect. The registration of colour and depth frame was based on the estimated internal intrinsic and extrinsic parameters of a given Kinect sensor, and the registration procedure is performed as follows: (i) First, the system removed the offset between the depth image and IR image, which was five pixels in the horizontal direction and four pixels in the vertical direction [38][30]. Then, the system deformed
the colour image and the calibrated depth images to correct the radial and tangential lens distortion using OpenCV [31] to register the colour image and depth image. (ii) Next, the system projected each pixel of the depth image to metric 3D space using the depth camera intrinsic parameter. Therefore, each pixel of the depth image exactly mapped a 3D point in the real-world 3D space, and a corresponding point cloud was generated. (iii) Last, the colour image was projected to the point cloud, thus the RGB information from the colour image was linked to the point cloud.

The Kinect calibration method, which is presented by Burrus[55] was referred for projecting depth image pixels to the 3D space, registering the colour image and 3D point cloud. Let \(x\) and \(y\) represent the pixel coordinate of the depth image and colour image, the 3D space coordinate values in the real-world \(x_R\), \(y_R\) and \(z_R\) can be calculated by the following equations:

\[
x_R = (x - c_{xd}) \ast depth \ast f_{xd}
\]

\[
y_R = (c_{yd} - y) \ast depth \ast f_{yd}
\]

\[
z_R = depth
\]

Where focal length \((f_{xd}, f_{yd})\) and principal point \((c_{xd}, c_{yd})\) are the intrinsic coefficients of the given Kinects depth camera, and \(depth\) is the depth data from the depth image related to the \((x, y)\) pixel. Then, in the registration procedure each pixel of colour image was projected to the point cloud by the following equations:

\[
P_{3D} = \begin{bmatrix} x_R \\ y_R \\ z_R \\ 1 \end{bmatrix} \ast H \tag{3.4}
\]

\[
x_{rgb} = \frac{X_{P_{3D}}}{Z_{P_{3D}}} \ast f_{xc} + c_{xc}
\]
\[ y_{rgb} = \frac{Y_{P3D}}{Z_{P3D}} \cdot f_y c + c_y c \] (3.6)

Where \( H \) is the homogeneous transformation matrix (3*3 rotation matrix \( R \) and 3*1 translation matrix \( T \)) of the built-in Kinect cameras, and focal length \((f_x c, f_y c)\) and principal point \((c_x c, c_y c)\) are the intrinsic coefficients of Kinect RGB colour camera. By this method, the pixel \((x_{rgb}, y_{rgb})\) in the colour image was exactly mapped to the point \((x_R, y_R, z_R)\) in the point cloud.

### 3.1.3 Calibration between two Kinect Sensors

The point clouds from four Kinect sensors in different locations were in separate 3D space coordinates. In order to merge them in a same coordinate, we performed a pairing calibration to estimate the relative location and orientation of each pair of Kinect sensors. The calibration process is shown in Figure 3.3. A chessboard was positioned in the overlap detection scope of the two Kinect sensors, and then the devices captured a pair of chessboard images and corresponding point clouds. The system defined the coordinates of the point clouds by finding the normal vector and the center of the chessboard plane, and then we can calculate the certain transformation (calibration parameter) between the coordinates of the Kinect sensors.
Figure 3.3: A calibration test of a pair of two Kinect sensors, \( H \) is the homogeneous transformation.

We adopted the calibration method, which is presented by Macknojia et al. [78]. We recognized the corner points of the chessboard in colour image, and their 3D positions were identified in the point cloud.

![Diagram of calibration setup](image)

Figure 3.4: a) possible combination of lines passing through the center of the chessboard, b) the normal vector and the center of a chessboard target reprinted from [41].

As shown in Figure 3.4, this method defined the center point \( O \) by all the possible lines passing close to the center, the closest point to all intersection was selected as the center point. Two points \( X \) and \( Y \) were selected on the plane, and vectors \( \overrightarrow{OX} \) and \( \overrightarrow{OY} \) were defined, the normal \( \vec{n} \) of the plane was defined by the equation:
\( \vec{n} = \frac{\overrightarrow{OX} \times \overrightarrow{OY}}{|\overrightarrow{OX} \times \overrightarrow{OY}|} \)  \hfill (3.7)

The relative orientation and the location between two Kinect sensors were calculated with the normal vectors and the plane center points, which were defined with respect to both Kinects sensors. Let the center points of the chessboard plane of Kinect 1 and Kinect 2 were \( O_1 \) and \( O_2 \), and normal vectors were \( \vec{n}_1 \) and \( \vec{n}_2 \), the rotation angle \( \theta \) can be defined as:

\[
\theta = \cos^{-1}(\vec{n}_1 \cdot \vec{n}_2)
\]  \hfill (3.8)

And the normal vector \( \vec{V}_n \) of both vectors was the rotation axis, which is defined as:

\[
\vec{V}_n = \vec{n}_1 \cdot \vec{n}_2
\]  \hfill (3.9)

The axis-angle can be defined in quaternion form as:

\[
q = [q_0q_1q_2q_3]
\]  \hfill (3.10)

Where \( q_0 = \cos(\theta/2) \), \( q_1 = \vec{V}_{nx} \sin(\theta/2) \), \( q_2 = \vec{V}_{ny} \sin(\theta/2) \), and \( q_3 = \vec{V}_{nz} \sin(\theta/2) \).

So that a rotation matrix \( R \) was calculated by the quaternion:

\[
R = \begin{bmatrix}
1 - 2q_2^2 - 2q_3^2 & 2q_1q_2 + 2q_0q_3 & 2q_1q_3 - 2q_0q_2 \\
2q_1q_2 - 2q_0q_3 & 1 - 2q_1^2 - 2q_3^2 & 2q_2q_3 + 2q_0q_1 \\
2q_1q_3 + 2q_0q_2 & 2q_2q_3 - 2q_0q_1 & 1 - 2q_1^2 - 2q_2^2
\end{bmatrix}
\]  \hfill (3.11)

And the translation \( T \) can be calculated with the center points \( O_1 \) and \( O_2 \) of the chessboard by the equation:

\[
T = O_1 - RO_2
\]  \hfill (3.12)

With this method, the relative translation and rotation between the coordinates of each pair of Kinect sensors were estimated, and this method was expanded to the Kinect network, which consisted of four Kinects sensors. This calibration ran four times for all combinations of the two adjacent Kinect sensors. The calculated transformations of the experiment shown in Figure 3.2 are shown in the Table 1 below.
Table 1: Calibration parameters of the Kinect network.

| Sensors (Cali Pair) | Calibration Parameter for Kinect Network |  |
|---------------------|------------------------------------------|  |
|                     | Translation | Rotation |  |
|                     | X           | Y         | Z | X    | Y     | Z    |
| 1,(1,2)             | -9.34495    | -3.78145  | 100 | -0.64592 | 46.2937 | 4.47915 |
| 2,(2,3)             | -0.24606    | -2.13008  | 112 | -0.50815 | 46.4532 | 3.31961 |
| 3,(3,4)             | 0.28278     | -3.57201  | 99.3 | 1.61183 | 45.8776 | 2.72148 |
| 4,(4,1)             | -1.82663    | 0.48801   | 105 | 0.55623 | 45.8518 | 5.75233 |

3.2 Point Cloud Alignment

In this stage, we processed each individual point cloud at first, a face tracking-based segmentation was utilized to remove the background of the point cloud, and a temporal filtering method was adopted to improve the quality of each point cloud. Then, with the obtained calibration parameters, we performed point clouds alignment to integrate the point clouds from the different captured device in one coordinate system. Besides the regular point cloud alignment, we also adopted the ICP algorithm to refine the alignment process. A sample of calibration-based plus ICP alignment of a pair of point clouds is shown in Figure 3.6. The partial implementation was done by the post doctor alumnus Alberto Chavez in CG++ group, he built the first version of test program for alignment and temporal filter, and we implemented the system based on his work.
Figure 3.5: a) Front view captured by front Kinect, b) Left view captured by left Kinect, c) Point cloud from front Kinect, d) Point cloud from left Kinect, e)f) Alignment result of the two point clouds.

3.2.1 Head and Hair Region Segmentation based on Face Tracking

The maximum detection range of the Kinect sensor is three meters. The hair model in the experiment was placed 1.2 m from the sensor, as a result the background, which was useless for hair reconstruction, was also captured by the Kinect sensors. To remove the background points for reducing scale of the point cloud, we used a face tracking-based segmentation to segment the head region from the background automatically.

Microsoft Face Tracking Software Development Kit for Kinect (Face Tracking SDK) provides a face tracking function, it enables the Kinect sensor to track human face in real time (Figure 3.6). The face tracking engine analyzes the input from the Kinect and deduces the head
pose and facial expressions, it detects facial feature points in real time and acquires the depth information of the facial points.

![Figure 3.6: Face tracking on model with Kinect](image)

The face-tracking function only works on the front viewpoint. We estimated a bounding box for the head region using the tracked facial points. Figure 3.7 shows the experimental sample, an average depth value $AveDepth$ of the facial points was calculated, and the front boundary equal $Avedepth - 15$, and the back boundary equal $Avedepth + 30$. The segmentation was carried out along Z-axis, while the X and Y axes remained pending for the solution, so that the head region was segmented from the background.

![Figure 3.7: Face tracking-based segmentation](image)
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Since the four Kinect sensors were positioned around the head model symmetrically. In theory the relative location between the head model and Kinect sensors are the same. Thus, the system shared the segmentation parameter *AveDepth* in the Kinect network, and the segmentation was applied to the point clouds from other viewpoints. The background removal point clouds are shown in Figure 3.8.

![Figure 3.8: Applying same segmentation to the point clouds from the four Kinect sensors.](image)

### 3.2.2 Point Cloud Refinement

In order to generate a depth map of the scene, the Kinect emitter projects a pseudo random pattern (points) to detect the space object. Since the boundary and some part of the object that cannot reflect the infrared, cannot be detected by the depth sensor, the consecutive readings of Kinect may be different from each other. In order to refine the quality of the readings, a temporal filtering like method was adopted to clean up the signal and reduce the holes in the depth frame. We captured a sequence of depth frames, and the frames were overlapped, thus the gaps of one frame can be recovered by same part of other frames. For each point in the depth frame, we removed the null depth value and calculated an average value of other non-null values, after that a new integrate depth frame was generated. And the point clouds were enhanced using this temporal filtering method. Figure 3.9 demonstrates the mechanism of point cloud refinement.
Figure 3.9: a) The point clouds of the same model captured in different time are not completely equivalent. b) Temporal filter refines the quality of the point cloud. With the increasing of shot times, the gaps indicated by red arrow are shrank.

### 3.2.3 ICP Point Cloud Registration

Iterative Closest Points (ICP) algorithm is used to minimize the differences between two point clouds using the geometric translation and rotation. The proposed system adopted the point-to-plane ICP algorithm to improve the point cloud alignment process. In ICP algorithm, one point cloud, the reference or target, kept fixed, while the other one, the source, was transformed to best match the reference.

The algorithm iteratively revised the transformation as translation and rotation needed to minimize the distance from the source to the reference point cloud. Due to the fact that the image planes of the reading were orthogonal, they shared many points. The rigid transformation between the two systems was calculated by the given coordinates of point clouds in two Cartesian coordinates.
We applied the transformation to the point clouds from four viewpoints. In this procedure, ICP ran three times for front-left, front-right view and right-back registrations. The algorithm calculated three sets of transformation parameters which are shown in Figure 3.10, the transformations are:

\[
T_1 = \begin{bmatrix}
0.0865 & -0.0530 & 0.9948 & -300.3875 \\
0.0644 & 0.9968 & 0.0475 & -9.4369 \\
-0.9942 & 0.0600 & 0.0896 & 263.2604 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\] (3.13)

\[
T_2 = \begin{bmatrix}
0.1925 & 0.0190 & -0.9811 & 282.7549 \\
-0.0494 & 0.9987 & 0.0097 & -2.9876 \\
-0.9800 & 0.0466 & 0.1932 & 248.6811 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\] (3.14)

\[
T_3 = \begin{bmatrix}
0.0878 & 0.0331 & -0.9956 & 293.8087 \\
-0.0242 & 0.9992 & 0.0311 & -5.4365 \\
0.9958 & 0.0213 & 0.0886 & 282.0514 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\] (3.15)

Where \( T_1 \), \( T_2 \) and \( T_3 \) are for front-left, front-right and right-back.

Figure 3.10: Point clouds alignment result.

### 3.3 High Resolution Image and Point Cloud Registration

Since the resolution of the Kinect RGB colour camera is only up to 1280 * 960, it could not meet the requirement of the image processing procedure for hair strand extraction. We adopted a
DSLR camera to capture high resolution hair image from each viewpoint for the data analysis stage. For the purpose of obtaining the 3D positions of the 2D hair strand control points in the data analysis phase, the system estimated the mapping relationship between the 2D point in the high resolution image and 3D point in the point cloud. This mapping relationship could be built through the correspondence between the depth data and colour data from Kinect sensor, shown in Figure 3.11.

![Figure 3.11: Build the correspondence between depth data and high resolution image through the connections of depth data and colour data, and colour data and high resolution image.](image)

Since a calibration procedure had been carried out to register the Kinect colour data and depth data, the system only needs to register the high resolution image and the Kinect colour image. Thus, the mapping relationship between the pixels in two images was obtained, and the 2D points in the high resolution image could be mapped to the 3D points of the point cloud as well. The system could obtain the real-world 3D position of each 2D pixel.

### 3.3.1 Kinect Colour Image and DSLR camera Image Registration

We introduced a Canon 500D DSLR camera into the system, it provided the high resolution images with resolution up to \(4752 \times 3168\) pixels. In the image analysis and process stage, the hair strands were extracted from this high resolution image. Figure 3.14 shows the comparison between the images from different devices.
Image registration is the process of overlaying two images of the same scene. We utilized the feature-based registration, which consists of two steps: (1) selecting and matching feature points in the images, (2) determining a mapping function that can match the rest of the points in the images using information of the matched feature points [58]. For the purpose of using this feature-base registration technique, the system captured two images of a calibration chessboard from each camera. Then the system recognized the corner points of both images and used them as the corresponding points for registration. Since the position and view angle of Kinect sensor and DSLR camera were fixed, the transformation, which was calculated with the chessboard image registration, could be applied to the subsequent hair images. The cameras’ setup is shown in Figure 3.14 below.

Figure 3.12: Same region images captured by DSLR camera (left) and Kinect colour camera (right).

Figure 3.14: The Kinect sensor and DSLR camera used in the experiment.
We adopted piecewise linear transformation during the registration to estimate the transformation between two images. This transformation algorithm can be used when parts of the image appear distorted differently. After the transformation between the two chessboard images was calculated, the system applied this transformation to the high resolution hair images captured by the DSLR camera. This registration only localized in the chessboard area and Figure 3.16 shows the procedure of the image registration.

![Figure 3.15](image1.png)

Figure 3.15: a) d) The high resolution images of chessboard and hair model captured by DSLR camera. b) e) Images of same scene captured by Kinect colour camera. c) Image registration result of two images. f) Applying registration transformation to high resolution image of hair model.

### 3.3.2 DSLR camera Image and Point Cloud Registration

After high resolution image and Kinect colour image registration, the system was able to project the high resolution image on the point cloud. For each 2D point in the high resolution image, the corresponding 3D point can be identified.
During the capture phase, the Kinect captured a colour frame for each point cloud. We maintained a vector to save the mapping between 3D point and 2D point, and a struct to save the point cloud data. For each 3D point, the struct saved the 3D coordinates \(xyz\) and corresponding image pixel coordinates \(XY\), and colour data \(RGB\). Because the size of the struct is \(640 \times 480\) same as the resolution of Kinect frame, in theory it could save up to 37200 points for one frame. Thus, we can easily identify the 3D data for a 2D point in the high resolution with this struct which save the mapping relationship between 2D and 3D.

![Kinect colour image](image1)

![High resolution image](image2)

![Point cloud with Kinect colour data](image3)

![Point cloud with high resolution image](image4)

Figure 3.16: a) The Kinect colour image b) The high resolution image c) The point cloud with Kinect colour data. d) The point cloud with the high resolution image.

Figure 3.16 demonstrates the mapping results. The point cloud with the high resolution image reveals more details in the hair region. In order to map the high resolution image on the point cloud, high resolution image was compressed to \(640 \times 480\), and this process resulted in data loss.
Chapter 4.  Data Analysis and 3D Hair Strand Modeling

This chapter describes the details about the data extraction and analysis stage. In this stage, there are three steps of data processing: (i) we used the image processing-based method to segment the hair area from the background and to remove the facial part in both 2D images and 3D point clouds. (ii) According to the obtained hair point cloud, we estimated the center point position and radius of a spherical skull. (iii) We analyzed the separate hair strand segments, built connection between hair strand segments and interpolated points in the connection area.

The hair strand extraction is an important part of the system. In the project, we adopted image processing-based techniques for automatic 2D hair strands extraction, however the details of automatic method are not included in this thesis. Instead we used a user interactive tool for the manual hair strand extraction.

In 2D image, some hair strands may be partially occluded by other hair strands, and these hair strands were segmented into two segments. Most of time the algorithm could not track a hair strand from root to tip to extract a continuous 2D hair strand. In order to connect these segments and recover lost data in the occlusion area. We designed algorithms to analyze and build the connection between hair strand segments, and we also interpolated points in the connection area.

4.1 Hair Area Segmentation

We adopted the edge detection on 2D image to track the hair area contour and segmented the hair area. Firstly, we projected the point cloud, where the background had been removed already, to 2D plan and generated a background removal colour image. Afterwards, a user interactive tool was employed to help select an approximately hair area in the image, and then an edge detection technique was applied to this area to detect the hair contour. After that, the point cloud was
segmented based on the mapping relationship between 2D image and point cloud. The corresponding 3D points inside the hair contour were extracted from the point cloud. The unnecessary points, such as the points of the facial area and neck area, were removed. So that the hair strands can be extracted in the segmented hair image and the corresponding 3D hair strands were obtained from segmented point cloud. The scale of the target point cloud was reduced to help improve the system`s processing speed.

4.1.1 Image Background Removal

For each viewpoint, there were three kinds of data: Kinect colour image, Kinect depth data (point cloud) and DSLR image. In the point cloud, the background points were removed using the face-tracking-based segmentation technique, and we projected the coloured point cloud on the image plane to generate a background removal image inversely. In this step, the background was replaced with the low grayscale pixels, however, the points inside the bonding box such as the face and neck parts were retained as well. In order to remove these points, and detect the hair edge easily, a user interactive tool was utilized to select the major hair and head area in the image, this tool provides user a rectangular box to for segmentation, as shown in Figure 4.1. Therefore, a cropped image which only contained hair and head region was generated for the next edge detection phase.
4.1.2 Sobel Operator-based Edge Detection

After cropping the target image, the system converted the image to a binary image using thresholding. The threshold, which was related to the properties of the original image, affected the conversion result. For different hair and skin colour, the differentiation between colour of the facial and neck area and background is different; therefore, the proper threshold could filter the non-hair pixel in the binary image during binary conversion process.

Then, the Sobel-based edge detection was performed in the binary image to detect the hair contour, and the edge detection procedure is shown in Figure 4.2 below. Because the Sobel operator is a discrete differentiation operator, the gradient change around the hair edge and inside the hair region could be detected by this operator. The edges along the hair contour and some other edges with obvious gradient change inside were recognized.

A close area is a set of background pixels that cannot be reached by filling in the background from the edge of the image [79]. The hair area was the largest close area in the image, the hair contour which was detected in the previous Sobel-based detection is not always a closed curve, there were some disturbed factors like small detected edges around the contour. In practice, the
system could not directly determine the final hair contour after the first time Sobel-based detection, unnecessary short edges always exist inside the hair contour and, above all, the detected hair contour was not a closed curve. In order to close the hair contour, the image dilation algorithm was employed to insert pixels along the hair contour edge and we adopted flood fill algorithm to fill hair contour inside. Thus, a unique, clear and closed hair contour edge can be recognized by the second time Sobel-based edge detection. For the complex condition in the hair area, the Sobel detection, dilation algorithm and flood fill algorithm may need to be invoked iteratively.

Figure 4.2: The hair contour detection using Sobel operator, a) the original input image, b) binary image using threshold-based conversion, c) first Sobel-based edge detection, d) morphology dilation result, e) flood fill algorithm, f) the final hair contour.

4.1.3 Hair Area Segmentation

The hair area extraction in the 2D image could be directly and easily implemented using the detected final hair contour. The system obtained the position of all pixels along the hair contour
by searching the pixels that had the binary value 1 (white colour) in the binary hair contour image. The flood fill algorithm changed the pixels inside the hair area to binary value “1” (white colour), while the binary value of outside pixels are all “0” (black colour), thus the system could distinguish the 2D hair area points in the image.

In order to perform the 3D segmentation, for each 2D hair point, we acquired its corresponding 3D point from point cloud using the mapping relationship between 2D and 3D. Eventually, the 3D hair area was extracted from the point cloud. Figure 4.3 shows the hair area segmentation on 2D image and 3D point cloud.

![Figure 4.3](image)

Figure 4.3: a) Hair area segmentation in 2D image, the pixels outside the hair contour are all black, b) segmented hair area point cloud from a single viewpoint point cloud.

### 4.2 Skull Generation

In order to create a hair particle system, a particle emitter is required because the hair growth is dependent on the surface of the emitter. Thus, a head object was created before the hair particle system generation phase, and the pose of the head object was estimated based on the 3D hair point cloud. To reduce the complexity of the system, a sphere was supposed to represent the head in the particle system, and its position and radius were the only requirements.
4.2.1 Hair Area Point Cloud

Since the size and position of the sphere were related to the hair point cloud, determination of the basic spherical skull’s attributes involved the use of the complete hair point cloud. The hair point clouds were extracted from the point cloud of each viewpoint. The point cloud alignment was performed with the four hair area point clouds to generate a complete hair point cloud (shown in Figure 4.4). The radius and center point position of the spherical skull could be calculated with this complete hair area point cloud, and the sphere was generated inside the hair area point cloud to be wrapped by the hair point cloud.

![Figure 4.4: the complete hair area point cloud of four viewpoints, a) front view, b) back view, c) right view, d) left view.](image)

4.2.2 Spherical Skull Attributes

There are two basic attributes of a sphere, radius and center position, since the posture or the orientation can be ignored. These attributes were related to the size and position of the hair point cloud. Since the hair strands particles were always emitted from the scalp area which is the top area of the spherical skull, the system only consider the top area of the hair point which covered the scalp area.
As shown in Figure 4.5, we analyzed the sagittal plane of the hair point cloud. The diameter of the skull sphere is equal to the width of the sagittal plane of the hair point cloud. Let \textit{MaxDepth} and \textit{MinDepth} to represent the maximum and minimum depth value, the radius \( R \) and the Z-axis value of the sphere center point \( CentZ \) can be calculated by equations:

\[
CentZ = \frac{\text{MaxDepth} + \text{MinDepth}}{2} \tag{4.1}
\]

\[
R = \frac{\text{MaxDepth} - \text{MinDepth}}{2} \tag{4.2}
\]

The X-axis value of the sphere center point \( CentX \) is equal to the average X-axis value of the points that are located in the top area of the hair point cloud, and they were named top points group. We defined \( MaxY \) as the maximum Y-axis value of the point cloud, and the top points group consisted of all the points whose Y-axis value is greater than \( MaxY - 1 \), and we calculated an average X-axis value \( AvgX \) of these points. So the X-axis value of the sphere center point \( CentX \) was defined as:
\[ CentX = AvgX \]  \hspace{1cm} (4.3)

The Y-axis value of the sphere center point \( CentY \) equals the average Y-axis value of the top point group of the hair point cloud minus radius. Let \( AvgY \) be the average Y-axis value of the top point group, the Y-axis value of the sphere center point \( CentY \) was defined as:

\[ CentY = AvgY - R \]  \hspace{1cm} (4.4)

With the calculated radius and center point position, the spherical skull can be created during the hair particle system generation. Figure 4.6 shows the sphere with the hair point cloud.

![Figure 4.6](image-url)

Figure 4.6: An inserted spherical skull inside the hair point cloud, a) front view, b) back view, c) left view, d) right view.

### 4.3 Connection Analysis between Hair Strand Segments

In some case, some hair strands were occluded by some other hair strands in the image. The hair strands were separated into two segments by other hair strand in this occlusion situation. In 2D image, this kind of hair strand was regarded as two strand segments, and the hair strand information in occlusion area was lost. In order to generate continuous 3D hair strands, a rough algorithm was presented to analyze the properties of the strand segments and build the connection between them. In addition, a point interpolation algorithm was presented to interpolate control points in the blank connection area. In this procedure, the hair strand segments were merged into other hair strands.
This part of the work was based on the assumption that hair strands can be tracked automatically using image processing techniques. We adopted manual method instead of automatic method for hair strand extraction in this thesis. The hair strands were manually selected in the high resolution image using a user interactive tool.

### 4.3.1 Hair Strands Control Points

In the experiment, a hair strand map was drawn manually based in the high resolution image. On the strand map, the strokes represented the recognisable hair strands in the hair image. As shown in Figure 4.7, this map serves as the result of the 2D hair strand extraction.

![Hair Image](image1)

![Hair Edge Map](image2)

(a) (b)

Figure 4.7: a) The original hair image from DSLR camera, b) the manually drawn hair edge map based on the original hair image.

A user interactive tool was used to select the control points along each recognisable hair strand on the hair strand map. For each hair strand, a number of control points were selected, and the control points were uniformly distributed on the hair strand from root to tip, as shown in Figure 4.8. The system obtained position of each control point in 2D space. With the mapping relationship between 2D and 3D, the 3D information of each control point was obtained.
Figure 4.8: a) The horizontal flip of the manual draw hair edge map, b) manually selected control points on the hair strand, and the points constitute hair curves, the points are 3D points from the hair point cloud.

4.3.2 Space Curve Generation and Hair Strand Classification

Our system generated space spline curves based on the 3D control points to fit the hair strands. Piecewise polynomial interpolation was used to generate a parametric variational spline curve passing through all the control points of a hair strand. The parameter value \( t(j) \) of the \( j \) th point was chosen by Eugene Lee’s [80] centripetal scheme. Then the system analyzed the properties of curves, such as slope, curvature, and straight distance etc.

A simple experimental sample was designed for simplifying the situation. The hairstyle sample in the experiment was shown in Figure 4.7, in which only a few hair strands were occluded by other hair strands. In this occlusion situation, the upper layer hair strands cover some part of the lower layer hair strands and the lower layer hair strands were separated into two strand segments. The hair strands could be classified in two types for this occlusion: 1) the strand segment, which was the tip end segment of the hair strand, was defined as piece strand; 2) the other strands that grown from the root end include strand segments and complete strands, defined
as reference strand. The head end of reference strand was always located in the top area of the head, and the piece strand was exactly opposite.

We designed an algorithm for hair strand segment classification, it was used to determine whether a strand is a piece strand or reference strand. According to the capture method, the real-world vertical orientation and the horizontal orientation were represented by Y-axis and X-axis in 3D space respectively. The algorithm defined the strand’s type by analyzing the position of the strand’s head end. The Y-axis value was used as the feature value and defined as the height value of the strand control point in the determination process. For general situation, the hair strands occlusion situation always happened around the lower part of the hair structure. Thus the strand head end height value could be used to distinguish the strand type, piece or reference.

The algorithm computed the average height of all hair strands’ head ends, so a boundary value can be calculated by the equation:

\[
B_{ary} = \frac{\sum Y_{headPoint}}{n} - \delta
\]  

(4.5)

where \( n \) is the hair strand’s amount in calculation, and \( \delta \) is a floating parameter. For different size of hair point cloud, we set the proper value of floating parameter \( \delta \). The strand whose height value (Y-axis value) of head end is higher than the boundary value is reference strand, otherwise the strand is piece strand.

**4.3.3 Connection Analysis**

After the hair strand classification, the hair strands were divided into two groups: piece strands and reference strands. The connection analysis algorithm focused on the piece strands. A brief method, used to identify the proper connections between piece strands and reference strands is described below.
Step1: The system calculated a connection-weight value of connection for each piece strand with every reference strand.

Step2: Then for the target piece strand, linked it to the reference strand which it had the highest connection-weight with.

Step3: For the reference strand that connected with more than one piece strand, kept it linked with the piece strand which it had the highest connection-weight value with, and removed the other links. The remained link was a confirmed connection, and the strands (piece strand and reference strand) in this connection quit the next round analysis.

Step4: Removed the reference and piece strands of the determinate connection from their groups.

Iteratively invoked Step1 to Step4 until the size of the piece strand group became zero, so that all piece strands had connected to a reference strand. This is a two-way selection algorithm, for a piece strand, it connected to the reference strand which it had the highest connection-weight with, and for reference strand, it connected to the piece strand which it had highest connection-weight with.

The following subsections describe the measurement of connection-weight, the point interpolation strategy and the curve smoothing approaches.

4.3.3.1 Connection Weight

The connection-weight was introduced into the determination process as a value that can measure the possibility of the connection between two strands (one reference strand and one piece strand). The value of connection-weight presented that how high possibility is of the connection exists between the two strands. To calculate the connection-weight of two strands, the system analyzed the curve fitting function of hair strand. In 2D space, a curve can be defined
by the curvature at each point, and the shape of a 3D space curve is well defined by curvature and torsion at each point.

Curvature of a plane curve at a point is a measure of how sensitive its tangent line is to move the point to other nearby points [81]. For a plane curve that has a parametric equation \( c(t) = (x(t), y(t)) \), the curvature \( \kappa_{2D} \) of this plane curve on the point \((x, y)\) can be calculated by the equation:

\[
\kappa_{2D} = \frac{|x'(t)y''(t) - x''(t)y'(t)|}{(x'^2(t) + y'^2(t))^{3/2}}
\] (4.6)

As in the case of 2D curves, the curvature of regular space curve in the 3D is the magnitude of the acceleration of a particle moving with unit speed along a curve. For a space curve with parametrical definition given in Cartesian coordinates by \( \gamma(t) = (x(t), y(t), z(t)) \), the curvature \( \kappa_{3D} \) on point \((x, y, z)\) can be calculated by equation:

\[
\kappa_{3D} = \frac{\sqrt{(z''y' - y''z')^2 + (x''z' - z''x')^2 + (y''x' - x''y')^2}}{(x'^2 + y'^2 + z'^2)^{3/2}}
\] (4.7)

And the torsion of a curve measures how sharply it is twisting out of the plane of curvature [82]. Taken together, the curvature and the torsion of a space curve are analogous to the curvature of a plane curve [82]. The torsion \( \tau \) of a space curve on point \((x, y, z)\) can be calculated by the formula:

\[
\tau = \frac{x'''(y'z'' - y''z') + y'''(x''z' - x'z'') + z'''(x'y'' - y''x')}{(y'z'' - y''z')^2 + (x''z' - x'z'')^2 + (x'y'' - y''x')^2}
\] (4.8)

Slope is also an important concept related to the strand orientation in 2D. Slope of curve describes both the direction and the steepness of the 2D curve at a point. And slope \( m \) of the curve at point \((x, y)\) can be calculated by the equation:
\[
m = \frac{dy}{dx}
\]

(4.9)

Meanwhile, the algorithm calculating the straight-line distance between the tail end and the head end of two curves in 2D and 3D space. The distance \(d_{2D}, d_{3D}\) between two points \((x_1, y_1)\) and \((x_2, y_2)\) in 2D, and \((x_1, y_1, z_1)\) and \((x_2, y_2, z_2)\) in 3D can be computed by the equations:

\[
d_{2D} = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}
\]

(4.10)

\[
d_{3D} = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2 + (z_1 - z_2)^2}
\]

(4.11)

The algorithm analyzed the connection-weight of two curves using these properties. For reference strand curve \(C_r\), it has slope \(S_{rt}\) and curvature \(\kappa_{rt}\) on the tail end, and for piece strand curve \(C_p\), it has slope \(S_{ph}\) and curvature \(\kappa_{ph}\) on the head end. And the distance between the reference tail end and piece head end is \(d\). A rough connection-weight \(w\) was defined by the equation:

\[
w = \alpha / |S_{rt} - S_{ph}| + \beta / d + \gamma / |\kappa_{rt} - \kappa_{ph}|
\]

(4.12)

Where \(\alpha, \beta, \gamma\) are the coefficients, these coefficients were related to the data of the points. By adjusting the coefficients, the connection-weight was calculated. Therefore, the system measured the connection-weight between two space curves. It should to be noted that concerned the precision of depth data from Kinect sensor, the connection analysis algorithm ignored some depth information of the space curves. It can be analogous to a plane curve, which was the projection of the original 3D space curve on the zero-depth plane. Only end point slope, plane curvature and space straight-line distance were under consideration.
4.3.3.2   Points Interpolation

By applying the connection analysis algorithm, the system identified the connection between a piece strand curve and a reference strand curve. However, the data loss existed in the occlusion region between the two strand segments. Thus, in order to connect two curves smoothly and naturally, a point interpolation procedure was presented to fill the blank with some points. The algorithm of interpolation is described below (Figure 4.9).

Figure 4.9: Illumination of point interpolation.

The system aimed to interpolate three points in the connection region. For the left curve $C_1$ with parametric equation:

$$C_1 = f(t_1) \quad (4.13)$$

The range of $t_1$ is from 0 to $n$. We defined end point $A = f(n)$ and the extended point $A' = f(n + 1)$, the first interpolated point in the left side is the middle point $D$ of $A$ and $A'$:

$$D = (f(n) + f(n + 1))/2 \quad (4.14)$$

For the right curve $C_2$ with parametric equation:

$$C_2 = g(t_2) \quad (4.15)$$

The range of $t_2$ is from 0 to $m$. We defined end point $B = g(0)$ and the extended point $B' = g(-1)$, the second interpolated point is the middle point $E$ of $B$ and $B'$ in this side:
\[ E = (g(0) + g(-1))/2 \]  

(4.16)

The third interpolated point \( C \) is the middle point between \( D \) and \( E \):

\[ C = (f(n) + f(n + 1) + g(0) + g(-1))/4 \]  

(4.17)

According to the control points of each hair strand, the piecewise polynomial curve parametric function for each hair strand was easily calculated by the system. By this interpolation approach, the system connected the strand segments with a smooth curve successfully.

![Figure 4.10: Connection analysis and establishment, a) the red cycles indicate the hair occlusion situation, b) the connection result, the disconnections were recovered in the red cycles area in (a).](image)

4.3.3.3 Spline Curve Smoothing

We adopted the median filter and smoothing filter to process the spline curve from the previous phase. In the system, the median filter was used to reduce the noise point in the 3D hair strand curve. With curvilinear parametric function, we set 30 control points along the curve, and the median filter considered each control point and looked at eight nearby neighbour points to decide whether or not it is representative of its surroundings. It replaced the point being considered with a median value which was calculated by first sorting all the neighbour point values in numerical order and then finding the middle value. After the first time filtering, we
adopted a moving average filter to smooth the curve. The moving average filter is a kind of low pass filter, which operates by averaging a number of points from the input to produce each point in the output [83], and its equation form is written:

\[ y_i = \frac{1}{M} \sum_{j=0}^{M-1} x_{i+j} \]  

(4.18)

Where \( x_{i+j} \) is the input point array, \( y_i \) is the output point, \( M \) is the point amount, this filter replaced the value of point in consideration by the average value of following points, a moving window of \( M \) values is used to calculate the average of the data sequence. In practice, we use window size 5 to calculate the average. Figure 4.11 shows the filtering result of the hair strands.

![Figure 4.11: (a) Smoothing result with median filter, (b) smoothing result with smoothing filter](image-url)

(a)  
(b)
Chapter 5. 3D Hair Reconstruction using Particle System

This chapter introduces the particle-based 3D hair reconstruction stage. In this stage, the hair strands were represented by the curvilinear parametric function. Our system selected uniformly distributed control points on the curve for the purpose of generating hair strands using the particle system. Different from the common animated particle system, a static particle system that consists of a distinct number of curves was adopted. Furthermore, the spline curves (hair strands) could be controlled with velocity vectors and force fields, those important attributes make hair animation possible.

5.1 Hair Particle System

Similar to the animated particle system, an emitter is also necessary for a static particle system. In the previous stage, the system had calculated the radius and center position of a spherical skull. The sphere was used as the head and emitter in the hair particle system. The hair strands could grow on the sphere.

In the hair particle system, each hair strand was an independent particle. The length of the hair strand was equal to the particle path during its lifetime. In order to create the hair model, the system first selected uniformly distributed points from the curvilinear parametric functions. These points were used as control points in order to generate the guide hair. The orientation of the guide hair strands represented the hair wisp orientation. The particle system also contributed to the growth of child hair strands surrounding each guide hair. These child hairs are subparticles which are assigned to the guide hair and their properties are inherited from their parent.
In the reconstruction phase, the input information of each hair strand was the curvilinear parametric function. We selected equal amount, uniformly distributed control points, for each curve. For a curve $C$ with parametric equation:

$$(x, y, z) = C(t), t = [0 \ldots n]$$  

Parameter $t$ is from 0 to $n$, if $m$ is defined as the number of control points, the control points’ positions are $C\left(\frac{n}{m}\right), C\left(\frac{2n}{m}\right), C\left(\frac{3n}{m}\right) \ldots C(n)$. In the system $m$ was set to be 25, for each strand the system obtained 25 control points. Child hair strands are hair and emitter particles assigned subparticles. They make it possible to work primarily with a relatively low amount of parent particles, for which the physics are calculated. They carried the same material as the guide hair and coloured according to the exact place from where they were emitted. The amount of child hair affects the density and appearance of hair structure. The children were then aligned with their parents, without recalculating the physics the number and visualization of the children can be changed.

### 5.2 3D Hair Reconstruction and Rendering

The realistic rendering of the 3D hair was influenced by many factors, such as the local and global hair properties and some other environmental factors. The hair material and the light setting are important components for rendering. A rendering process can be applied to generate decent results with the proper internal and external settings.

#### 5.2.1 3D Hair Generation

To reconstruct a particle-based 3D hair model, the first task is generating a skull object in the 3D space. The position and size of this spherical skull was calculated in the previous spherical skull extraction phase. Theoretically, a spherical skull is suitable for particle generation.
However, in practice, the surface of a sphere always affects the growth path of hair strands, because the curvature of the sphere surface is generally greater than the curvature of the hair strand curve. We deformed the sphere to make its shape more close to the human skull, and the deformed sphere was implanted into a human head model, it acted as the particle emitter in the experiments.

In the particle generation phase, “steps” is an important parameter of the hair strand curve. It equals the number of segments of a strand curve, which affects the smoothness of the curve. In practice, 10 segments could provide a sufficient smoothness for very long hair. B-spline was adopted by the particle system to interpolate hair between control points. In practice, the hair strands were smoother and the visualization of reconstruction result is more realistic with B-spline.

5.2.2 Lighting and Particle System Settings

With regard to the light source, two area light sources were created and positioned in the left-top and right-top locations in the front of the hair model, and the strength of two light sources was 4000 units in Blender light setting. For different hairstyles, and rendering effect, the system could adopt different lighting solutions.

The number of child hair strands always affects the 3D visualization and rendering effect. Besides the number of hair strands, the radius of child hair cluster also determines the hair density of the hair model. For the realistic hair rendering, we made proper particles settings in the Blender particle system, such as the number of the child hair strand is 350 in rendering for each guide hair strand, and the radius of the strand wisp is 0.4. And we used thick representation for hair strand in rendering. The details of the setting are shown in Figure 5.1 below.
In Figure 5.1, the Simple mode means that the children are emitted from the parent particles, Display is the number of children in the 3D window, Render is the number of children to be rendered, Size indicates a multiplier for children size and Random is the value of random variation to the size of child particles. For the Effects settings, Clump value which is from -1.0 to 1.0, controls the location where children meet at, the children may meet at their tip when it is 1.0 or start together at their root when it is -1.0. Shape indicates the form of clump, either inverse parabolic (0.99) or exponentially (-0.99). The Length is the length of child paths, and Threshold controls the amount of particles left untouched by child path length. Radius controls the radius in which the children are distributed around their parents. Roundness controls the roundness of the
children around their parents, either in a sphere (1.0) or in plane (0.0). Seed indicates offset in the random number table for child particles, to get a different randomized result. For Roughness settings, Uniform controls amount of location dependent rough, it is based on children location so it varies the paths in similar way when the children are near, and Size is the size of location dependent rough. Endpoint controls amount of endpoint rough, “Rough End” randomizes path ends, Shape is shape value of endpoint rough. And Random controls amount of randomness rough. It is based on a random vector so it’s not the same for nearby children, Size and Threshold control the size and amount of particles left touched random rough [85].

5.2.3 Rendering and Simulation

To reconstruct the captured hair, the colour and material were also important characteristics of the hair strands, and the diffuse and specular were the principal parameters of the hair material. In the rendering stage, we adopted Blender Cycles Rendering Engine for realistic hair rendering. The rendering result was directly affected by the hair strand’s material. A shader system (Figure 5.2) was built following the Trammell’s Blender and Cycles tutorial [86] to simulate the real hair material under the natural light. In order to reproduce the real hair colour, we calculated an average RGB value avgRGB based on the colour data in the hair image, the avgRGB was the basic colour inputs of two MixRGB shaders in the shader system. For the ‘Add’ type MixRGB shader, the value of ‘Color2’ equals avgRGB/255, and for another MixRGB shader, the inputs ‘Color1’ equals avgRGB/10000, and ‘Color2’ equals avgRGB/1000. A colour ramp shader was used to simulate the gradual change of the colour from the hair root to tip, and we used Voronoi texture on the scalp to change the greyscale in different areas. Some other shaders were used to simulate the reflection effect, such as diffuse and translucent shader. This shader system was applied to the rendering results, which are shown in Chapter 6.
Our particle-based hair model is available for dynamic hair simulation, with the physical structure which consists of the strands and skull, the simulation such as head motion and hair collision can be produced in *Blender*. For simulation, a series of field weights attributes of hair strands should be set, such as gravity, force and magnetic. And pre-defined head and object movements are scripted to drive the hair motion. The guide hair strand is driven by the head movement and the child hair is driven by the guide hair. The simulation processing and computation are all achieved by *Blender*. Some frames of simulation result are shown in Chapter 6, and more results can be found in the accompanying video of this thesis.
Figure 5.2: Shader system for hair modeling using Blender and Cycles [86].
Chapter 6. Result and Validation

In this chapter, we demonstrate the experimental results, the workflow of the system, and we also represent the validation of the proposed 3D hair reconstruction system to verify the feasibility, stability and efficiency of the system implementation. The evaluation and discussion are also included in this chapter to discuss the features, advantages, general issues and limitations of the proposed system.

6.1 Experiment Result

Through the experiment, our system shows the ability of handling variety of relative simple hair styles, we ran our system with female short straight hair (wig), long straight hair and long curly hair (wig). In addition, our system can handle different hair colour, like blond, brown and light black. In this section, due to the space, we only present the results of five samples.

Subsection 6.1.1 demonstrates the results of each process during the reconstruction of a curly hair wig. For each viewpoint, the results of image registration, 2D image and 3D point cloud hair area segmentation and the hair strands extraction are demonstrated. In addition, the results of point clouds alignment, reconstruction and rendering of particle-based 3D hair model are also shown below. The 2D hair strands extraction was done manually with a user interactive tool.

Subsection 6.1.2 demonstrates the results of each stage during the reconstruction of single back view of a real female’s hair. In this experiment, we adopted the data from automatic 2D hair strands extraction method which is proposed by Fatemeh [87] and Sun [88]. The research work of this approach is in processing.

Subsection 6.1.3 demonstrates some frames from the hair simulation videos which were produced using Blender.
The input high resolution images were captured by a Canon 500D DSLR camera with a Sigma 10-20mm/ 3.5F lens. The regular images and point clouds were captured by Kinect sensors.

6.1.1 Reconstruction of 360 Degree View Long Curly Wig

The figures of the following sections illustrate the sequential process stage of the proposed system as follows:

Figure 6.1, Figure 6.4, Figure 6.7 and Figure 6.10 demonstrate the image registration stage of the back, right, left and front respectively. The major processes in this stage include:

- Registering Kinect colour image and high resolution image.
- Projecting the registered image on the point cloud and generating an inverse-mapped image which only contains the corresponding pixels of the collected 3D points.

Figure 6.2, Figure 6.5, Figure 6.8 and Figure 6.11 demonstrate the 2D and 3D hair area segmentation stage of each viewpoint.

And Figure 6.3, Figure 6.6, Figure 6.9 and Figure 6.12 demonstrate hair strand extraction stage of each viewpoint. The processes in this stage include:

- Extracting 2D hair strands on image using user interactive tool.
- Extracting corresponding 3D hair strands points in the point cloud.
- Analyzing the occlusion and building the connection between hair strand segments.

Figure 6.13 demonstrates the point cloud alignment stage, Figure 6.14 demonstrates particle-based 3D hair model and the rendering results of four viewpoints.
6.1.1.1 Back View
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Figure 6.1: Back view image registration phase, a) high resolution image from DSLR camera, b) Kinect RGB colour image, c) registered high resolution image.
Figure 6.2: Back view hair area segmentation, a) registered high resolution camera image, b) point cloud inverse mapped image, c) 2D image hair area segmentation based on (b), d) 3D point cloud hair area segmentation.
Figure 6.3: Back view hair strands extraction phase, a) extract hair strands from 2D image (from high resolution camera), b) extracting the corresponding 3D hair strands in point cloud, c) processed hair strands after connection analysis.
Figure 6.4: Right view image registration phase, a) high resolution image from DSLR camera, b) Kinect RGB colour image, c) registered high resolution image.
Figure 6.5: Right view hair area segmentation, a) registered high resolution camera image, b) point cloud inverse mapped image, c) 2D image hair area segmentation based on (b), d) 3D point cloud hair area segmentation.
Figure 6.6: Right view hair strands extraction phase, a) extract hair strands from 2D image (from high resolution camera), b) extracting the corresponding 3D hair strands in point cloud, c) processed hair strands after connection analysis.
6.1.1.3 Left View
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Figure 6.7: Left view image registration phase, a) high resolution image from DSLR camera, b) Kinect RGB colour image, c) registered high resolution image.
Figure 6.8: Left view hair area segmentation, a) registered high resolution camera image, b) point cloud inverse mapped image, c) 2D image hair area segmentation based on (b), d) 3D point cloud hair area segmentation.
Figure 6.9: Left view hair strands extraction phase, a) extract hair strands from 2D image (from high resolution camera), b) extracting the corresponding 3D hair strands in point cloud, c) processed hair strands after connection analysis.
6.1.1.4 Front View
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Figure 6.10: Front view image registration phase, a) high resolution image from DSLR camera, b) Kinect RGB colour image, c) registered high resolution image.
Figure 6.11: Front view hair area segmentation, a) registered high resolution camera image, b) point cloud inverse mapped image, c) 2D image hair area segmentation based on (b), d) 3D point cloud hair area segmentation.
Figure 6.12: Front view hair strands extraction phase, a) extract hair strands from 2D image (from high resolution camera), b) extracting the corresponding 3D hair strands in point cloud, c) processed hair strands after connection analysis.
Figure 6.13: Point cloud alignment phase, a) four independent point clouds of four viewpoints, b) align the point clouds to get a complete hair point cloud, c) apply transformation to each view hair strand from independent point cloud to merge the hair strands into one coordinate.
6.1.1.6 Particle-based Hair Model and Rendering

Figure 6.14: Particle-based 3D hair model reconstruction phase, a) complete hair strands after alignment, b) reconstruct a particle base hair model in Blender, c) rendering results of the reconstructed hair model.
6.1.2 Back View Reconstruction of Real Female’s Hair

We also applied our pipeline with a real female’s hair. We only captured and tested the back view of the hair. And the 2D hair strand extraction was performed automatically with Sun’s automatic hair strands extraction approach [88]. The results of each stage are revealed in the following figures. Figure 6.15 shows the captured images and the point cloud, Figure 6.16 demonstrates the automatic hair strand extraction result, and Figure 6.17 demonstrates the 3D hair reconstruction and rendering result.

Figure 6.15: Data from data capture stage: a) Kinect colour image, b) high resolution image c) point cloud from Kinect.
Figure 6.16: Hair strand extraction stage: a) automatic 2D hair strand extraction, b) corresponding 3D hair strand after connection analysis.

Figure 6.17: 3D hair reconstruction and rendering result, a) particle-based hair reconstruction using Blender, b) reconstruction with child particles, c) rendering result using Blender Cycles.
6.1.3 Simulation

Figure 6.18 shows some results of hair physical simulation, for this hair model, we have around 300 guide hair strands, and for each guide hair, there are 300 child hair stands during rendering. More results can be found in the accompanying video of this thesis.

![Image of hair simulation results](image)

Figure 6.18: Six frames from two physical simulation videos, up: head motion, down: hair collision.

6.2 System Validation

Our capture system consists of four *Microsoft* Kinects for *Windows* and four digital SLR cameras, the price of Kinect is $200/each, the price of the adopted digital SLR camera is $600/each.
The proposed system and the demonstrated experiments were all performed using a current configuration desktop computer. The configuration of the computer is shown below in Table 2.

Table 2: The computer configuration table

<table>
<thead>
<tr>
<th>Computer Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
</tr>
<tr>
<td>Memory</td>
</tr>
<tr>
<td>Graphics</td>
</tr>
<tr>
<td>Operating System</td>
</tr>
</tbody>
</table>

The capture system is developed and implemented with Kinect for Windows SDK 1.7, Kinect for Windows Runtime 1.7, Kinect for Windows Developer Toolkit 1.7 and OpenGL 4.4 (Open Graphics Library) and OpenCV 2.46 (Open Source Computer Vision), using C++ in Microsoft Visual Studio 2012. The data analysis subsystem is implemented in Matlab 2013b, and the hair reconstruction and rendering subsystem are developed and implemented using Python with Blender Python API in Blender 2.67.

For the realistic hair rendering in Blender, the render time of each frame strongly depends on the computer performance and the rendering setting, such as the child hair amount, sampling and picture resolution. Using the PC with the regular configuration shown in Table 2, and the light and particle settings which are described in section 5.2.2, the render time of each frame is around one minute. For the simulation video which is about 30 seconds and 30 frames per second, the total rendering time is around 15 hours.

In order to evaluate the system performance, we examined the experiment results from four quantifiable phases, and we evaluated the usage of the major data units in the experiments, such
as 3D point, 2D point (pixel), 2D and 3D strand, which were the important data flows in analysis phases. We also provide the comparisons between our rendering results and the original hair image as an open evaluation for reviewers.

In order to validate the system robustness, we adopted the robustness evaluation method using the varying qualities inputs, which is used in the hair capture method presented by Liwen Hu et. al [84], and structure-aware hair capture method presented by Linjie Luo et. al [20].

6.2.1 System Performance

During the hair area segmentation phase, an initial segmentation was applied to the 2D image firstly, thus the system could determine the hair area pixels in the 2D image. Then the system collected the corresponding 3D hair points from the point cloud. In theory, each pixel of the 2D image has a corresponding 3D point. However, the point missing exists and results in holes inside the 3D hair area. Thus, the amount of detected 2D hair pixels is always greater than the amount of collected 3D hair points. After segmentation, the system kept the hair area points and removed the useless points. This procedure decreased the size of the point cloud.

Table 3 shows the numbers of 2D hair pixels and the 3D hair point, the original point cloud size of four viewpoints, the point cloud size is obviously decreased after hair segmentation.

Table 3: Comparison of the point number of original point cloud and the segmented hair area point cloud.
The hair strands were manually outlined in the high-resolution image with the user interactive tool. According to these 2D strands, the corresponding 3D hair strands were obtained from the related point cloud. For the reason described previously, the amount of 3D points might be less than the amount of 2D points, fortunately, it doesn’t affect the amount of the strands, and this data loss could be ignored when data set is large. Table 4 shows the amount of extracted strand and control point in both 2D and 3D of each viewpoint.

Table 4: Comparison of 2D and 3D Hair Strand Extraction.

<table>
<thead>
<tr>
<th>Side</th>
<th>2D Hair Strand Extraction</th>
<th>3D Hair Strand Extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strands/Points</td>
<td>Strands/Points</td>
</tr>
<tr>
<td>Front</td>
<td>17/226</td>
<td>17/204</td>
</tr>
<tr>
<td>Back</td>
<td>36/554</td>
<td>36/500</td>
</tr>
<tr>
<td>Right</td>
<td>22/353</td>
<td>22/319</td>
</tr>
<tr>
<td>Left</td>
<td>39/527</td>
<td>39/472</td>
</tr>
</tbody>
</table>

In the data analysis stage, a connection analysis algorithm was introduced to solve the hair strand occlusion problem. The algorithm analyzed the curve’s properties to identify the connection. It merged some strand segments into one strand, thus the amount of strands is decreased after processing. The comparison is shown in Table 5.
Table 5: Strand amount of before-and-after connection analysis phase.

<table>
<thead>
<tr>
<th>Side</th>
<th>Before Connection Analysis</th>
<th>After Connection Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Front</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>Back</td>
<td>36</td>
<td>24</td>
</tr>
<tr>
<td>Right</td>
<td>22</td>
<td>19</td>
</tr>
<tr>
<td>Left</td>
<td>39</td>
<td>21</td>
</tr>
</tbody>
</table>

### 6.2.2 System Evaluation

For system evaluation, we provide an open evaluation for reviewers with six sets of comparisons between the original hair images and the rendering results, we also provide rendering images of colour-coded hair strand to help participants recognize the position and orientation of hair strand easily. The six sets of comparisons are four viewpoints of the long curly wig (Figure 6.19 and Figure 6.20), back view of a real female’s hair (Figure 6.21) and a set of close-up hair detail comparisons (Figure 6.22).
Figure 6.19: The comparisons of the front and left view data set, the left row images are the input high resolution images, the middle row images are the regular rendering results, and the right row images are rendering results with colour-coded hair strand.
Figure 6.20: The comparisons of the right and back view data set, the left row images are the input high resolution images, the middle row images are the regular rendering results, and the right row images are rendering results with colour-coded hair strand.
Figure 6.21: The comparisons of the back view of real female’s hair data set, the left image is the input high resolution images, the middle image is the regular rendering results, and the right image is rendering results with colour-coded hair strand.

Figure 6.22: Close-up comparison of the hair details between the input reference high resolution image and our reconstruction rendering result.
The robustness of the proposed reconstruction system is evaluated using varying input. We provided four point cloud datasets with different size as the system inputs (Figure 6.23); these inputs are all hair area point clouds of long curl wig back view. Sample A is a full resolution point cloud, sample B is half size of sample A, sample C is 1/3 size of sample A, and sample D is ¼ size of sample A. The quantities of each sample are listed in Table 6.

![Figure 6.23: The input point clouds with different size, a) sample A, the original resolution point cloud with 49460 points, b) sample B is half size, c) sample C is 1/3 size, d) sample D is ¼ size.](image)

A comparison work was done with four different point cloud sizes, as the 2D hair strands were mapped on the four samples and the system collected the corresponding 3D hair strands. The 3D hair strand extraction results with 4 different size point cloud are shown in Table 6 below.

Table 6: 3D hair strand extraction results with 4 different size point clouds.
This set of data indicates that the decreasing of the point cloud size doesn’t affect the 3D hair strand extraction phase too much. The system adopted a nearby-search strategy for mapping failure, if the algorithm cannot find the corresponding 3D point for a 2D point, it will select a proper nearby 3D point as the corresponding 3D point for this 2D point. Figure 6.24 below shows the 3D hair strand extraction results with four different inputs. The results are almost the same, with only few differences.

![Figure 6.24](image_url)
6.3 Discussion

The experimental results and system validation prove that this particle-based hair capture method has the ability of 3D hair reconstruction. And it can reconstruct a similar 3D hair model for the target real hair. As shown in section 6.2.2, the system presents capability and stability of processing complex hairstyles with different input quality. And the connection analysis algorithm has the capability to roughly solve the hair strands occlusion and data loss problem. The biggest limitation of the proposed system is caused by Kinect. For example, in order to adapt the resolution of the Kinect depth frame, the system had to compress the high resolution image during image registration, and data loss exists in this stage. And the 2D hair extraction, which affects the reconstruction and rendering result directly, is the key process of the whole system. The experimental results obviously prove that, although the manual hair strand extraction method can help to recover the key hair strands, but it caused more detail loss compare to the automatic one which recovers more hair detail.

Developing and refining the automatic hair strand extraction can help to improve the final 3D hair reconstruction result. And adopting some other new and high performance depth sensors to replace Kinect can be helpful for improving the final reconstruction result as well. These two improvement directions can be discussed in the future.
Chapter 7. Conclusion

This chapter summarizes the presented system, contributions of this research work and points out the direction of future research work.

7.1 Summary

This thesis presents a novel particle based 3D hair reconstruction method using Kinect sensor and DSLR camera. This method combines the 2D image and 3D point cloud to acquire the 3D information of hair strands which are represented as a spatial curve. The proposed system provides high quality detailed hair capture, and its device setting is simpler than many previous capture systems. Our method takes advantage of the 3D depth data from Kinect depth sensors, while the detailed hair strand extraction is done based on high resolution images. We adopted user interactive tool to manually select the hair strand in the high resolution images. After mapping 2D strands to point cloud, the 3D strands are obtained and represented as a set of 3D spline curves rather than a set of primitive surface elements (polygons or patches). Furthermore in order to solve the hair strand occlusion situation, we developed algorithms to analyze the strand segments and build the connection between them. The particle-based 3D hair reconstruction system utilizes the advantages of the particle system, such as the more realistic visualization on hair modeling, mature computation and processing on light tracing, physical simulation, to generate the more realistic hair model which is available for realistic hair rendering and dynamic simulation.

7.2 Contribution

The contribution of this particle-base hair modeling research can be summarized as follows:
• Proposing a novel, cheap and easy setup of hair capture method using a RGB-D camera. The system is able to handle some characteristic hairstyles in practice; it takes the advantage of depth sensor and decreases the workload on the aspect of 3D data acquisition.

• Integrating RGB-D camera and DSLR camera into the system, replacing the Kinect colour image with high resolution image, make the 2D hair strands extraction possible.

• Introducing algorithms to analyze the spatial curve and build the connection between strand segments, the algorithms roughly solve the hair strand occlusion issues.

7.3 Future Work

Although this thesis presents a complete solution of Kinect-based hair capture and reconstruction, the limitations which are brought by the hardware objectively restrict the accuracy and precision of the system. Some future work directions can be discussed to refine the performance of the proposed system. Here, the future work is divided into two aspects: hardware aspect and algorithm aspect.

In hardware aspect, in order to increase the accuracy of the mapping between the depth map and the colour image, the calibration of the Kinect depth sensor and colour camera should be refined. The normal camera calibration method is not suitable for the variable focal length lens camera which is adopted in the presented system. That resulted in error during image registration. Furthermore, a small offset between the colour image and point cloud was hard to be corrected. In order to solve the above issues, more works are needed. The new Kinect sensor Kinect V2 and all-new SDK were released in the summer of 2014. The Kinect V2 has better performance than the older generation Kinect. The data accuracy and precision of Kinect V2 had been greatly improved, we need more test to confirm the performance of Kinect V2, if this device meets the
requirements of the proposed method, the DSLR camera can be removed and the capture system setup can be simplified as well.

In the algorithm aspect, there is plenty of space for performance improvement. With the improvement of the device precision, the reconstruction result can be refined as well. In addition, the presented connection analysis algorithms cannot handle complex hair structure. And the input strand curve was considered as a 2D curve. In the future, with the improvement of data accuracy, the strand curve should be considered as spatial curve in the connection algorithms and the torsion of the spatial curve can be considered in the connection-weight computation. These refinements can help to increase the applicability of the system. With the more accurate data and optimized analysis, each processing stages and the reconstruction result can be improved.
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