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Abstract

With devastating natural disasters on the rise, technological improvements are needed in the field of search and rescue (SAR). Unmanned aerial vehicles (UAVs) would be ideal for the search function such that manned vehicles can be prioritized to distributing first-aid and ultimately saving lives. One of the major reasons that UAVs are under utilized in SAR is that they lack a long flight endurance which compromises their effectiveness. Dirigibles are well suited for SAR missions since they can hover and maintain lift without consuming energy and can be easily deflated for packaging and transportation. This research focuses on extending flight endurance of small-scale airship UAVs through improvements to the infrastructure design and flight trajectory planning.

In the first area, airship design methodologies are reviewed leading to the development and experimental testing two hybrid fuel-electric power plants. The prevailing hybrid power plant design consists of a 4-stroke 14cc gasoline engine in-line with a brushless DC motor/generator and variable pitch propeller. The results show that this design can produce enough mechanical and electrical power to support 72 hours of flight compared to 1-4 hours typical of purely electric designs. A power plant configuration comparison method was also developed to compare its performance and endurance to other power plant configurations that could be used in dirigible UAVs. Overall, the proposed hybrid power plant has a 600% increase in energy density over that of a purely electric configuration.

In the second area, a comprehensive multi-objective cost function is developed using spatially variable wind vector fields generated from computational fluid dynamic analysis on digital elevations maps. The cost function is optimized for time, energy and collision avoidance using a wavefront expansion approach to produce feasible trajectories that obey the differential constraints of the airship platform. The simulated trajectories including 1) variable vehicle velocity, 2) variable wind vector field (WVF) data, and 3) high grid resolutions were found to consume 50% less energy on average compared to planned trajectories not considering one of these three characteristics.

In its entirety, this research addresses current UAV flight endurance limitations and provides a novel UAV solution to SAR surveillance.
Preface

This thesis has been prepared in “Thesis by article” format described in the 2013 general regulations for a doctoral thesis, University of Ottawa, Faculty of Graduate Postdoctoral Studies.

“The minimum requirements for this thesis format are three articles for a doctorate. If the research embodied in the articles required approval of an ethics board or was part of a collaboration, this must be spelled out in a preface or statement. In this preface, the student must indicate the following: a) what ethics approvals, if any, were required and when those approvals were secured; b) what are the contributions of collaborators and/or co-authors, distinguish the student’s own contributions from all other contributions. The thesis by article must have: a) a general introduction, which outlines the thesis topic, and how the articles that comprise the main body of the text will address the topic. b) a general discussion and conclusion, which integrates the material addressed in the various articles and provides a global summary and analysis. The student must get permission to use copyrighted material from any co-authors (if they hold copyright) as well as from publishers.”

No ethics approvals were required for this research. The contributions of co-authors are listed on the following page. Copyright to republish the material from all manuscripts was obtained from Dr. Wail Gueaieb and Dr. Eric Lanteigne. Copyright has been obtained from the publisher of each respective journal for the final submission to the department.
Contributions of Co-authors

The manuscript-based format was used for Chapters 2, 3, 4 and 5 of this thesis. The chapters are not direct duplicates of the existing work. Several author original content additions and some formatting changes were made to promote clarity and coherence of the presented subject matter.

Chapter 2: Alcohol based hybrid UAV power plant  The chapter is based on two manuscripts that were based on the same power plant configuration. The author presented the implementation of Chapter 2 to the International Conference on Unmanned Aircraft Systems, 2012, Philadelphia, US, in a full paper entitled “Dirigible UAV power plant design”. A special edition, extended manuscript was published in the Journal of Intelligent and Robotic Systems, 69:69-81, 2013 entitled “Experimental testing of a hybrid power plant for a dirigible UAV” containing additional testing and results. This work was performed under the supervision of professors Dr. Atef Fahim, Dr. Wail Gueaieb and Dr. Eric Lanteigne who are the co-authors on both manuscripts. The author conducted the experiments, performed the analytics and prepared the Chapter. The professors acted in a supervisory role, aided in the conception of the design, and provided editing and technical support. The published manuscripts are included in Appendices A.1 and A.2, respectively.

Chapter 3: Gasoline based hybrid UAV power plant  The chapter is based on a manuscript that was published to IEEE/ASME Transactions on Mechatronics, 19:606-614, 2014, entitled “Hybrid power plant design for a long range dirigible UAV”. This work was performed under the supervision of professors Dr. Atef Fahim, Dr. Wail Gueaieb and Dr. Eric Lanteigne who are the co-authors of the manuscript. The author conducted the experiments, performed the analytics and prepared the Chapter. Dr. Atef Fahim contributed to the original conception of the research while Dr. Wail Gueaieb and Dr. Eric Lanteigne acted in a supervisory role, aided in the conception of the design, and provided editing and technical support. The published manuscript is included in Appendix A.3.
Chapter 4: Trajectory planning  The chapter is currently under final revision and will be submitted to the AIAA Journal of Guidance, Control, and Dynamics. This work was performed under the supervision of professors Dr. Wail Gueaieb and Dr. Eric Lanteigne who are the co-authors of the manuscript. The author formulated the theoretical approach, performed the simulations and prepared the Chapter. The professors acted in a supervisory role, aided in the conception of the theoretical approach, and provided editing and technical support.

Chapter 5: Dynamic modelling and flight control  The chapter is based on a manuscript in progress that will be submitted to an academic journal. The work was performed under the supervision of professors Dr. Wail Gueaieb and Dr. Eric Lanteigne who will be the co-authors of the potential manuscript. The author formulated the theoretical approach, performed the simulations and prepared the Chapter. The professors acted in a supervisory role, aided in the conception of the theoretical approach, and provided editing and technical support.
# Table of Contents

Acknowledgements ii

Abstract iii

Preface iv

Contributions of Co-authors v

List of Figures xi

List of Tables xii

Glossary xiii

1. Introduction 1
   1.1. Search and Rescue 1
   1.2. Current Solutions 1
   1.3. UAV Dirigibles 2
   1.4. Research Motivation and Contribution Areas 4
   1.5. Thesis Outline 5

2. Alcohol Based Hybrid UAV Power Plant 7
   2.1. Literature Review 7
   2.2. Hybrid Power Plant Design 10
      2.2.1. Design considerations 12
      2.2.2. Sizing 12
   2.3. Hybrid Power Plant Design Overview 13
      2.3.1. Hybrid power plant configuration 13
      2.3.2. Engine 14
      2.3.3. Propulsion 14
      2.3.4. Starter / Generator 15
      2.3.5. Energy storage 17
   2.4. Methodology 18
   2.5. Results and Discussion 20
5.6. Results and Discussion ............................................. 99
5.7. Chapter Summary .................................................. 103

6. Global Summary ......................................................... 104
6.1. Contributions ....................................................... 104
6.2. Future Directions ................................................... 106
   6.2.1. Advanced power management system .................... 106
   6.2.2. Air ballast testing and validation ....................... 107
   6.2.3. Collision avoidance using a reactive replanning subroutine . 108
   6.2.4. Full scale testing ........................................... 109

References ................................................................. 111

A. Manuscripts .......................................................... 125
   A.1. Dirigible UAV Power Plant Design ......................... 125
   A.2. Experimental Testing of a Hybrid Power Plant for a Dirigible UAV 135
   A.3. Hybrid Power Plant Design for a Long Range Dirigible UAV .... 149

B. Nomenclature for Chapter 4 ....................................... 159

C. Nomenclature for Chapter 5 ....................................... 160

D. Testing Safety Procedure ......................................... 162
List of Figures

1.1. UAV payload capacity versus endurance. Data was collected from both military and research agencies from several countries [12–16]. 3
1.2. UAV performance metric (payload x endurance x range) versus unit cost [12–16] 4

2.1. Specific fuel consumption for different aircraft types. Adapted from [16, 19, 23] 8
2.2. Alcohol based hybrid power plant built by Glasscock et al. [22]. . . 9
2.3. Parallel hybrid propulsion system for a fixed-wing aircraft [24, 25] . 9
2.4. Experimental hybrid power plant [23, 29] 11
2.5. Dirigible design (middle), camera, GPS and inertial navigation system (left), hybrid power plant (lower left), and auxiliary electric propulsion (below) [23, 29] 13
2.6. Propeller efficiency versus advance ratio for various propeller pitches [23, 29, 30] 15
2.7. Uncorrected power factor [23, 29] 16
2.8. Energy densities of various battery types [16, 23, 29, 33] 17
2.9. Battery management system components 19
2.10. Engine operating envelope for the OS 25LA two stroke glow engine [23, 29] 21
2.11. Summary of hybrid power plant losses [23, 29] 22
2.13. Generator power at 15°propeller pitch [23, 29] 25
2.14. Engine operating envelope for various nitromethane content fuels [29] 27
2.15. Power density versus energy density for electric, glow hybrid and gas hybrid systems [23, 29] 29

3.1. Dirigible UAV component layout and power flow diagram [16] . . 33
3.2. Experimental hybrid power plant [16] 34
3.3. Overview of testing apparatus configuration [16] 35
3.4. Engine operating envelope for the hybrid power plant with 11” APC propeller [16] 37
## List of Tables

1.1. List of UAV performance goals ........................................... 3

2.1. List of controlled variables and their operating ranges .......... 20

3.1. List of controlled variables and their operating ranges .......... 36

4.1. Percent increase of path length versus orientation change and turning radius ratio ........................................... 55

4.2. Seed values for terrain generation ....................................... 63

4.3. WindStation 4.0.1 field generation input parameters ................. 63

4.4. Performance comparison between trajectories planned for the four test cases ........................................... 65

5.1. Airship prototype characteristics ......................................... 80

5.2. Parameters used to calculate aerodynamic forces ................. 85

5.3. Summary controller performances ........................................ 99

5.4. Percentage of saturation time per actuator ........................... 102
Glossary

**CFD** Computational fluid dynamics

**CLF** Control Lyapunov Function

**CM** Centre of mass

**CV** Centre of volume

**DEM** Digital elevation map

**ETA** Estimated time of arrival

**HTA** Heavier than air (aircraft)

**LTA** Lighter than air (aircraft)

**MSZ** Minimum separation zone

**PWM** Pulse width modulation

**SOC** State of charge

**UAV** Unmanned aerial vehicle

**WVF** Wind vector field
1. Introduction

1.1. Search and Rescue

There has been a rising trend in the occurrence of natural disasters which have more than doubled worldwide in the past two decades [1]. In the wake of the 2004 Asian earthquake and tsunami, it became clear that navigating disaster areas can sometimes prove impractical, if not impossible, and that technological improvements in the field of Search and Rescue (SAR) were needed to support rescuers, efficiently distribute first-aid, and ultimately save lives. Current SAR technologies consist of a combination of manned vehicles such as helicopters for both the search and rescue functions. National and international SAR organizations are currently looking for new search and rescue initiatives and have setup research funds and competitions to promote development [2, 3]. With limited manned SAR assets, first responders are increasingly eyeing unmanned vehicles as cost-effective alternatives or complements to manned operations. In May 2013, the first account of a civilian unmanned aerial vehicle (UAV) saving a person’s life was reported following a car accident in rural Saskatchewan. Several weeks later, the Association for Unmanned Vehicle Systems International issued a statement predicting that disaster response would account for 10% of the future drone industry [4]. Unmanned aerial vehicles would be ideal for the search function such that manned vehicles can be prioritized to helping victims.

1.2. Current Solutions

In the SAR field, the collection of alternatives is broad ranging from satellites to search dogs. However, existing solutions consist mostly of manned crafts in disaster situations and volunteer search parties and sweeps in missing persons cases. Manned crafts, which are already firmly implanted in the industry, are typically costly to buy, operate and maintain. For example, a helicopter costs $1,600 per hour and a coast guard patrol boat costs $1,147 per hour [5]. When a C-130 cargo plane is needed, the cost soars to $7,600 per hour [5]. Furthermore, manned vehicles, as well as volunteer search parties, are prone to fatigue and panic which can bias their report of a situation. Volunteer search parties, although they
have no upfront purchase cost, still need to be lodged, fed, trained and equipped, which can add up to a significant expense. Satellite imagery and closed-circuit television (CCTV) cameras also figure amongst the alternate solutions. Satellite imagery's cost is prohibitive at $3,600 per scene and can only take pictures at specific times when the satellite is over the desired region [6]. CCTV cameras are a very inexpensive way to survey a situation, but they rely heavily on existing infrastructure that may or may not be damaged. Their lack of mobility is also a major limitation.

1.3. UAV Dirigibles

The use of UAVs for search and rescue is not a new idea, yet, UAVs are currently underutilized because they lack effectiveness. Current SAR UAVs are either small, battery powered propulsion systems which have very limited endurance or are very large military UAVs that are expensive to operate and cannot adequately survey disaster areas. Dirigibles are well suited for use as reconnaissances platform to aid rescue crews after disasters since they can maintain lift without consuming energy, take off and land vertically, and hover in place to monitor developments on the ground [7-11]. Figure 1.1 shows how current fixed wing, rotary wing and airship UAVs compare on the basis of endurance and payload. These data were collected and combined from multiple sources such as the US Department of Defense [12-15]. UAVs that do not travel, such as aerostats, and upper atmosphere UAVs were excluded. Data were also excluded if inconsistent between publications or when only a range was provided. Based on the shaded area in Figure 1.1, it can be seen that all small UAVs (indicated by payloads under 1 kg) have a flight endurance of four hours or less. A low flight endurance can severely limit a UAV's effectiveness in search and rescue operations. It should be noted that payload is only an indicator of vehicle size as some solar powered, upper atmosphere, fixed wing aircraft plotted are very large despite their small payload and impractical for SAR support.

Following several correspondences with various SAR organizations such as the Red Cross and the RCMP, a list of UAV performance criteria goals for search and rescue operations was defined and given in Table 1.1. A performance metric can also be used to compare the entire spectrum of UAVs [12]. Figure 1.2 combines three essential performance characteristics; maximum range, maximum endurance and payload versus unit cost for a baseline of existing technologies\(^1\). Other char-

\(^1\)The maximum range and maximum endurance are mutually exclusive properties. Unit cost was the only information that was published in verifiable database sources and does not include maintenance, operating or total cost.
Figure 1.1.: UAV payload capacity versus endurance. Data was collected from both military and research agencies from several countries [12-16].

Table 1.1.: List of UAV performance goals

<table>
<thead>
<tr>
<th>Property</th>
<th>Desired Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flight Endurance</td>
<td>( \geq 24 ) hours</td>
</tr>
<tr>
<td>Total Unit Construction Cost</td>
<td>( \leq 5,000 ) CAD</td>
</tr>
<tr>
<td>Flight Range</td>
<td>( \geq 10 ) km</td>
</tr>
<tr>
<td>Top Speed</td>
<td>( \geq 10 ) m/s</td>
</tr>
<tr>
<td>Payload excluding fuel</td>
<td>( \geq 1 ) kg</td>
</tr>
<tr>
<td>Cruise Altitude</td>
<td>200 m</td>
</tr>
<tr>
<td>Max Altitude</td>
<td>1,000 m</td>
</tr>
<tr>
<td>Packaged Volume</td>
<td>( \leq 250 ) L</td>
</tr>
</tbody>
</table>
characteristics could also be added, such as deployment time, however this information is rarely published. The performance metric is defined as the cubed root of the product of range, endurance and payload. For this comparison, equal weights were given for each characteristic since they are related through other factors such as fuel capacity and travel speed, however, they could also be adjusted based on their importance for application specific requirements. The target areas shown in Figures 1.1 and 1.2 represent favorable surveillance characteristics for SAR UAVs and lie outside the area of existing UAV technologies. Based on these findings, it is clear that a robust UAV system is needed to meet the operational requirement of long endurance while maintaining a low unit cost.

1.4. Research Motivation and Contribution Areas

The objective of this research is to design, develop and evaluate a low cost, long endurance, autonomous UAV dirigible capable of providing crisis management solutions and search and rescue support. The goal is not to replace existing technologies, such as helicopters, but rather complement their abilities and ultimately allow for efficient distribution of resources. Much research has been devoted to
UAV airship design methodology over the past decade [17–19] but none were found with focus on long endurance. To achieve a long endurance, the research that follows focuses on both increasing energy conversion efficiency and reducing energy consumption.

Due to the unique advantages, requirements and limitations inherent of a dirigible UAV, several adaptations are required to existing conventional fixed-wing and rotary-wing research and technology. Although these adaptations are frequently challenging, they offer interesting research opportunities.

Major areas where significant potential improvements to these criteria were made are:

1. UAV hybrid power plant design
2. Multi-objective trajectory planning
3. Dynamic modelling and flight control

1.5. Thesis Outline

The following sections are divided into chapters based on the major areas defined in the previous section.

Chapters 2 and 3 present the design and experimental testing of two different novel hybrid power plant configurations (alcohol and gasoline engines, respectively). Each of these configurations are compared on the basis of power and energy density as a viable alternative to conventional pure electric and pure fossil fuel configurations. Several considerations were made to facilitate UAV integration such as autonomous start-up/shutdown and the identification of key operating points.

Chapter 4 presents a wavefront expansion type, multi-objective trajectory planner incorporating variable wind vector fields generated from computational fluid dynamic analysis on randomly generated digital elevation maps. Near optimal and feasible trajectories are generated at real-time speeds and simulated in large, realistic, and 3D environments. Four cases are developed to compare the impact of vehicle velocity, variable WVF data, and grid resolution on energy consumption and path feasibility.

Chapter 5 presents the airship dynamic model and two automatic flight controllers. Several additions are made to the conventional airship dynamic model including low speed rotational damping terms, mass compensation, parametric and modelling uncertainty, air ballasts, and tail thruster actuators. A backstepping based control law is developed and compared to conventional PID control for
trajectory following on the basis of control effort and tracking error for each of the cases in the previous chapter.

Chapter 6 concludes with a global summary of the contributions and significance of the research performed and then outlines a number of potential future directions for this research.
2. Alcohol Based Hybrid UAV Power Plant

Disclaimer: Figures, tables and text in this chapter have been reprinted from a previously published manuscript in the Journal of Intelligent and Robotic Systems, 69:69-81, 2013 entitled “Experimental testing of a hybrid power plant for a dirigible UAV”. ©2013 Springer and the Journal of Intelligent and Robotic Systems. Reprinted, with kind permission, from Dr. Wail Gueaieb, Dr. Eric Lanteigne and Springer Science and Business Media.

The required propulsive power range of lighter than air (LTA) aircraft is much wider than that of heavier than air (HTA) aircraft since LTA aircraft do not require propulsive power for lift. The range of power requirements for rotary wing, fixed wing and LTA are presented in Figure 2.1. This presents a problem when selecting a suitable prime mover. Electrical power requirements for LTA aircraft can be over 65% of the total power and average cruise speeds compared to 15% for HTA aircraft [19]. Purely electric propulsion designs have significantly shorter flight endurance due to the lower energy density of electric power storage coupled with high electrical power requirements. Purely piston powered propulsion designs suffer from significant increases in specific fuel consumption at low engine power (during idling) and have a narrow peak efficiency range which makes varying the load on the engine undesirable. Furthermore, electrical energy storage is still required for avionics, therefore neither fuel or electric energy can be fully consumed during flight; the first depleted will limit flight endurance. The generally accepted ideal solution is to drive electric generators from piston-powered engines [17, 19–22]. This solution takes advantage of the high energy density of fossil fuels and wide peak efficiency operating range of electric motors.

2.1. Literature Review

Existing research into hybrid power plants for UAVs is limited, especially for dirigible-type UAVs. Glasscock et al. developed a hybrid alcohol-electric power
Figure 2.1.: Specific fuel consumption for different aircraft types. Adapted from [16, 19, 23]

plant for a fixed wing UAV [22]. The authors built a prototype with a model engine coupled in parallel with an electric generator and propeller through a gearbox shown in Figure 2.2. The prototype test results show that the UAV has the potential to increase performance (56% improvement to climb rate) and efficiency (13% improvement to endurance) compared to a solely internal combustion engine powered UAV. Gaide et al. simulated and tested a similar hybrid alcohol-electric power plant configuration for a fixed wing UAV [21]. The authors predicted a 60-70% increase in fuel efficiency over a traditional gas powered UAV of the same size. Experimental testing was limited to only testing the electric motor efficiency. Hiserote simulated several hybrid-electric propulsion system configurations for small fixed wing UAVs using Matlab [24]. He performed a comparison study of three power plant designs and three battery discharge strategies using weight fractions during three different mission objectives. An example of the parallel configuration is shown in Figure 2.3. He determined that the centerline-thrust design, a series hybrid with two dedicated electric motors, had a superior survivability and fuel efficiency. He also discussed both the advantages and limitations of using commercially available off the shelf (COTS) components.

Research into energy efficient and long endurance airship UAVs are largely unexplored to date and existing literature focuses on large, high altitude airship platforms used for communication and surveillance. Yu et al. presented a config-
Figure 2.2.: Alcohol based hybrid power plant built by Glasscock et al. [22].

Figure 2.3.: Parallel hybrid propulsion system for a fixed-wing aircraft [24, 25]
uration analysis for high altitude and long endurance airships [26]. The authors proposed methods and trends of sizing sub systems based on geographical, atmospheric and operating conditions. The energy balance analysis relies on the use of photovoltaic solar cells and very large envelope surface area and volume (≥200,000 m$^3$). Kotulla et al. presented the power management and control system for a multi-body high altitude airship [27]. The authors used Matlab to simulate a power management controller that manages a gas turbine, propulsion system and lithium battery State of Charge (SOC) over a 24h flight schedule. The proposed airship flies at an altitude of 20km and has an estimated volume of at least 28,000 m$^3$ based on the power rating. Lubkowski et al. investigated the regenerative power source options for a long duration loitering high altitude airship [28]. Based on the results, either luminescent solar concentrators or thin film photovoltaics were recommended for the baseline platform considered. The high altitude airship platform has a volume of 160,000 m$^3$ and flies at an altitude of 20km.

This chapter presents the design and testing for a novel hybrid power plant design for a UAV dirigible. First, power requirements and design considerations are discussed. Then an overview of the power plant design is presented, followed by the methodology and results of the experimental testing. The overall UAV design is then compared to existing UAVs on the basis of cost, payload, range and endurance.

### 2.2. Hybrid Power Plant Design

The proposed hybrid power plant consists of an engine, a brushless DC generator, and a propeller connected inline as shown in Figure 2.4. This configuration provides the most flexible operating conditions as both fuel and electrical energy can be depleted simultaneously (maximizing flight endurance). The engine can be shut down during periods when propulsion or electrical generation is not required and the generator can be run in reverse to start the engine when required. This eliminates the need for a separate starter motor. Starting and stopping the engine as required keeps the engine under constant load and maximum efficiency, and maintains the batteries in their useful operating range. When the power plant is connected to the UAV, the engine is turned on according to the current flight conditions. These conditions include: distance remaining to target, UAV operating speed, opposing wind and the SOC of the battery. The proposed design can be adjusted for the following three scenarios:

1. Maximum engine efficiency - Minimizing engine fuel consumption and maxi-
mizing flight duration are paramount in this operating mode. The loading of the engine is held in its maximum efficiency zone by balancing the mechanical propulsion and electrical generation based on the current flight conditions, trip characteristics and SOC of the battery.

2. Maximum propulsion - This mode is used when propulsion is required but not electrical generation such as when the batteries are charged but the LTA needs to move to a position quickly. During this time, the batteries cells can be electrically disconnected and the propeller pitch can be adjusted to maximum thrust based on current airspeed.

3. Maximum electrical generation - This mode is used when electrical generation is required but not propulsion such as when the batteries need to recharge and the LTA is hovering in one place. During this time, the propeller pitch is adjusted to a feathered position and additional battery cells are electrically connected.

Properly matching the engine and generator speed ranges is essential to minimizing the specific fuel consumption of the engine. Maximum propeller efficiency can be achieved by implementing a variable pitch propeller.
2.2.1. Design considerations

The maximum in-flight fuel usage for LTA aircraft is restricted by the maximum takeoff weight and the minimum landing weight [19]. To extend the inflight fuel usage, it is assumed that air will be gradually collected to balance fuel depletion. For the purposes of this design, the maximum in-flight fuel usage will be limited to 3kg of fuel. If severe overpressure is detected, helium can be vented to prevent damage to the helium bladder. This method is ideal because it provides a means for altitude control and can regulate the dirigible’s internal pressure to safe levels.

Another design consideration is the battery charging rate. The generally accepted charging rate of most lithium ion rechargeable batteries is no more than 1C (1 multiplied by the rated battery capacity). Ideally, the battery capacity should be minimized to reduce the weight of the power plant. Since the battery capacity is limited by the magnitude of power it can accept and the duration it is rated to accept it, the battery was chosen based on the maximum electrical generation of the selected engine-generator combination. Recently, new generation lithium polymer batteries have been released that offer twelve times the capacity charging rate. This significantly lowers the battery capacity limitation and thus reduces the size and weight of the battery.

2.2.2. Sizing

The initial sizing of the components was determined using the methodology proposed by Pant [18]. The iterative loop begins by estimating the helium volume storage of the airship, also known as the envelope. The envelope, air ballast and tail fin geometry, and the static lift were then calculated based on the volume estimate and the optimal aspect ratio. The optimal aspect ratio of airship length over diameter was selected to be 3.3 based on the minimum sum of form and skin drag on the streamlined National Physics Laboratory low drag airship body shape. The weights of the envelope, gondola, fins, and all sub-systems were estimated using preselected materials or weight factors modelled on existing LTAs [18,19]. The work envelope is iterated until the difference of lift to weight converges to a satisfactory value [18]. Drag, total propulsion power, electric capacity and fuel weight were estimated based on the desired operating performance.

For the proposed UAV dirigible, the work envelope was iterated until a payload mass of 1 kg was achieved to allow for additional accessories or modifications. Given a net lift of 118N, the total installed propulsive power, electric capacity and fuel mass were estimated at 720W, 75Wh and 3kg, respectively.
2.3. Hybrid Power Plant Design Overview

2.3.1. Hybrid power plant configuration

Three configurations that are common among hybrid electric road vehicles are series, parallel, and power split (a combination of series and parallel). The ideal configuration for a dirigible UAV will minimize the number of components (i.e. weight) and will minimize energy conversions and transformations (i.e. losses). A series configuration requires two energy conversion processes that reduces efficiency and prevents the engine from contributing to the total available propulsion power. A parallel configuration would require a controllable clutch mechanism to decouple the electric motor from the engine to prevent it from back driving.

The configuration chosen for this power plant is a power split configuration (full hybrid) with separately actuated propulsion which can be seen in Figure 2.5. It was determined that the weight of a controllable clutch mechanism was greater than adding two independent brushless DC propulsion systems to the vehicle, and these devices also contribute to the total available propulsion power. The hybrid power plant is in a parallel configuration while the additional electrically driven propellers act as the series portion. Two other benefits are the reduced dependence on a single propulsion system and increased operational flexibility.
2.3.2. Engine

Three options for the prime mover include petrol engines, diesel engines, and gas turbines. Gas turbines were omitted based on the relative scale of the UAV being designed (under 2 hp). The selection of the engine was based on the specific fuel consumption and weight per unit power. For petrol engines these values are 0.46 lb/(HP-hr) and 0.85 kg/HP while for diesel engines these values are 0.37 lb/(HP-hr) and 1.025 kg/HP [19]. Diesel engines are more efficient per HP and have improved reliability over spark ignition engines. Model (Glow-plug) engines operate similar to a diesel engine except for the fact that they have a heat filament to aid in combustion and that they use alcohol fuels rather than diesel fuel. A model engine was selected for this design for its high power to weight ratio and availability in the required horsepower range.

These engines come in two or four stroke cycles. Two stroke engines have a higher power to weight ratio, a lower cost per HP, and a simple construction with fewer moving parts. Four stroke engines have a higher fuel efficiency per HP, a longer engine life, a large range of peak engine performance, and tend to run quieter and cleaner. If the peak engine efficiency is matched with the generator output, and controlled in an on and off manner, then having a narrow peak efficiency range is sufficient. Therefore, a two stroke OS 25LA model engine was chosen for its high power to weight ratio.

2.3.3. Propulsion

The primary propulsion system consists of a variable pitch propeller connected to the model engine. The variable pitch propeller allows for the three different design scenarios proposed previously. The propeller pitch can be set to the feathered position to charge the battery pack without moving the aircraft. It can also be used to control the engine load for maximum engine efficiency, shown in Figure 2.6, when both generating electrical power and propelling. Alternatively, the propeller pitch can be optimized to maximize propulsion efficiency for a given engine speed when not generating electrical power.

In addition to the primary propulsion system, four additional brushless DC motors, connected to fixed pitch propellers, are used for low speed cruising when the engine is turned off, and for directional control while the UAV is hovering. This configuration provides greater maneuverability and eliminates the need for operating the engine at low RPMs. The UAV’s electric propulsion is shown in Figure 2.5.
2.3.4. Starter / Generator

The motor constant of a DC motor is determined from the number of turns and size of the coil. It can be shown that the rated power of the motor is inversely proportional to the motor constant. The motor constant dictates the ratio of rotational speed to voltage and current to torque. The most important consideration when using a motor as both a starter and generator is the selection of the motor constant since the optimal values for these two functions are contradictory. As a generator, the motor constant needs to be sufficiently large such that voltage is generated at a higher potential than the batteries. Most small electronic devices operate at 12V or lower and small model engines run at very high speeds (typically in excess of 10kRPM). As a starter, the motor constant needs to be sufficiently small such that the starting torque can overcome inertia and friction in the engine\(^1\). The torque required to induce a single turn in the engine was experimentally determined to be approximately 0.7 Nm using a pulley and incremental weights.

A common solution is to add a transmission stage or separate motors for each function, however this adds weight, complexity and non negligible frictional losses. The solution was to use a large electrical motor (with a lower motor constant) and to down convert the output voltage to a useable range when generating electricity using a high efficiency switching buck converter.

The options for electric motors include induction, brushed DC, or brushless DC (a type of 3-phase synchronous motor). Brushless DC motors generate 3-phase AC when driven, therefore they require filtering and rectification. Brushless DC motors also need a specialized electronic speed controller. However, they benefit

\(^1\)Particularly when the engine is starting cold, there is an interference fit between the piston head and the cylinder. As the engine heats up during combustion this tolerance increases allowing it to move more freely. This ensures a proper sealing during combustion.
from higher efficiency and a high power to weight ratio over conventional brushed DC motors. They have excellent heat dissipation, low noise, low maintenance, and great longevity and reliability because there are no brushes to replace [31]. An AXI 4120 brushless DC motor was selected since high efficiency power electronic circuits for motor control, filtering, rectification and DC/DC conversion have advanced to a point where they can be easily and inexpensively assembled in a small form factor using open source designs.

The main disadvantage of a brushless DC generator is that conventional rectification methods cannot achieve the maximum power possible because of a distorted or unsuitable current waveform [32]. A method is proposed by Lee [32] to maximize the power density of a brushless DC generator by actively switching rectifier diodes with PWM signals. Although this method of rectification provides higher efficiencies and the same power stage used for driving the motor could be theoretically used in reverse, its control is complex and requires a high-speed digital signal processor to detect the back EMF and current waveforms. Incorporating a 20 million instruction per second digital signal processor on-board for the sole purpose of rectification is unfeasible therefore a full bridge passive diode rectifier was selected for its low cost, simple construction and lack of complex control.

Another concern regarding power generation is the power factor. Unlike most power generation applications, the brushless DC generator will experience low resistance ($10^0 \Omega$) and large operating speeds ($10^3 \text{rad/s}$) leading to high inductance. During high operating speeds, the power factor will begin to drift away from unity as the voltage becomes out of phase with the current. This is shown in Figure 2.7. The power factor can be corrected by adding a capacitor in parallel to the
resistive load of each phase of the generator. This type of power factor correction is only optimal (close to unity) for one operating speed therefore the power factor will decrease as the generator speed moves away from the corrected speed. Since the engine’s peak efficiency occurs over a narrow speed range and the engine operation would be relatively constant at the optimal speed, the passive power factor correction was selected. The results of experimental testing on the power generator were used to determine the optimal engine/generator speed and select the power correction factor. Three capacitors of 45.5 µF were used to correct the power factor at 9,300 RPM.

DC/DC conversion is also required in two separate cases on board the dirigible. First to regulate the output voltage of the generator to the working range of the battery charger (16.8V) and second to regulate the battery voltage down to 12V, 5V, and 3.7V sources used by the auxiliary components such as the on-board computer, electric propulsion motors and servo motors. A high efficiency step down (buck) controller circuit was selected for this purpose.

### 2.3.5. Energy storage

A comparison of different battery chemistries on the basis of energy mass density and energy volume density (Watt-hours/Liter) is shown in Figure 2.8. Lithium (ion) polymer batteries are a new type of lithium ion that were selected for their higher energy densities as shown in Figure 2.8. They have no memory effect, a good life cycle, high energy efficiency [34]. The most important attributes of this battery are its fast charge and discharge rates. This is vital to hybrid designs as one of the power limitations of hybrid power plants is the maximum charging
current the battery bank can safely accept.

Lithium polymer batteries are not tolerant to over charging or over discharging which both lead to overheating and battery damage so they require an added protection circuit to prevent these conditions [34]. Maximum heat generation in a properly ventilated battery occurs during the final stages of charging (trickle charging) and during discharging, especially as the SOC is low. Charging a lithium ion battery to 100% SOC, or discharging to 0% SOC will degrade its long term capacity [35]. The operational SOC range of a lithium ion battery is usually limited to a smaller range, such as 30% to 70%. This reduces the useful battery capacity to only 40% of the fully specified capacity [35]. Hybrid systems have the advantage of maintaining the battery in its useful range by charging more frequently.

Maintaining the battery within this useful battery capacity offers many advantages both for the battery and for the efficiency of the system. As with all batteries, their life is extended by avoiding the damaging and inefficient periods of overheating. In combination with a hybrid system, keeping the battery within its useful range increases the effective energy density of the system when combined with fuel. Avoiding low power input trickle charge when the battery is near full SOC ensures that the loading on the engine is more stable and the engine is only used in its peak efficiency range. Avoiding near empty SOC prevents battery voltage fluctuations and voltage cutoff during discharging.

There are two branches to the battery management system: the first is the electronic speed controller which controls engine start up and the second is the rectification, filtering, power conversion and charging circuitry which controls power generation. An image of these components is shown in Figure 2.9. The engine start up controller determines the optimal conditions to start the engine based on the flight conditions and the SOC of the battery. Once it is determined that usable electrical power can be collected from the generator, the series of rectifier, DC/DC converter and battery charger are connected through the relay to accept the charge. The battery banks can be switched on or off by means of a solid state relay. Voltage, current and temperature are monitored for cell protection and safety. The charge controller only uses the constant current charging mode to provide maximum power to the batteries while the engine is on and generation is needed.

2.4. Methodology

The experimental platform shown in Figure 2.4 consists of a glow engine, a brushless DC generator, and a controllable pitch propeller connected in series. The
The plant frame is fixed to a pressurized air bed that provides a virtually frictionless contact to the test bench. The static thrust of the propeller is measured by a cable connected to a digital scale. Fuel flow is measured by taking mass readings every 10 ms.

The glow plug and electronic speed controller are connected to a double throw power relay that switches between the electronic speed controller (starter mode) and the 3-phase rectifier (generator mode). If the rotational speed of the brushless DC motor (measured by the frequency to voltage converter) is below 3000 RPM, the relay is switched to the starter motor and the glow plug is powered. When generating, the electrical load of the battery and charger is simulated using a rheostat (variable resistance) set to the equivalent resistance of the charger and battery in series. The free stream air velocity is the velocity of the air entering the propeller. Tests were performed at five different free stream velocity speeds produced by an electric blower to simulate the effect of the dirigible traveling at those speeds.

The power plant’s useful power output, energy consumption and overall efficiency were determined by varying the engine throttle, fuel mixture richness, propeller pitch, electrical load resistance, free stream velocity, and the nitromethane content in the fuel. Table 2.1 contains a list of all these control variables and their
Table 2.1.: List of controlled variables and their operating ranges

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Increment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine Throttle</td>
<td>50% (half)</td>
<td>100% (full)</td>
<td>12.5%</td>
</tr>
<tr>
<td>Needle Value</td>
<td>360 (lean)</td>
<td>720 (rich)</td>
<td>30</td>
</tr>
<tr>
<td>Propeller Pitch</td>
<td>15°</td>
<td>45°</td>
<td>15°</td>
</tr>
<tr>
<td>Electrical Resistance</td>
<td>1.4Ω</td>
<td>5.6Ω</td>
<td>1.4Ω</td>
</tr>
<tr>
<td>Free Stream Air Velocity</td>
<td>0 m/s</td>
<td>20 m/s</td>
<td>4 m/s</td>
</tr>
<tr>
<td>Nitromethane Content</td>
<td>5%</td>
<td>15%</td>
<td>5%</td>
</tr>
</tbody>
</table>

2.5. Results and Discussion

The recorded data points were segmented into groups according to engine speed, and averaged to produce the operating envelope shown in Figure 2.10. Data points below the engine’s start-up speed (3000 RPM) were omitted. The useful total power $P_U$ was calculated based on the sum of propulsion power $P_P$ and electrical power $P_G$ such that,

$$P_U = P_P + P_G$$  \hspace{1cm} (2.1)

where,

$$P_P = F_T \times \nu_f$$  \hspace{1cm} (2.2)

$$P_G = V_g \times I_g$$  \hspace{1cm} (2.3)

where $P_U$, $P_P$, and $P_G$ are in [W], $F_T$ is the propeller thrust in [N], $\nu_f$ is the free stream velocity in [m/s], $V_g$ is the generation voltage in [V], and $I_g$ is the generation current in [A].

Data points in the 98th percentile were considered to represent the useful power operating envelope. All other data points below the envelope were omitted for clarity. Trend lines are polynomial fit using a least squares approach. Overall system efficiency, $\eta_O$, was calculated as the ratio of useful power over the input power, $P_I$ [W]

$$\eta_O = \frac{P_U}{P_I}$$  \hspace{1cm} (2.4)
Figure 2.10.: Engine operating envelope for the OS 25LA two stroke glow engine [23, 29]
The input power is defined by,

$$P_I = \dot{m}_f \times \rho_f$$  \hspace{1cm} (2.5)

where $\dot{m}_f$ is the mass flow rate of fuel [g/s] and $\rho_f$ is the fuel’s energy density [J/g].

Based on the operating envelope, the engine was unable to reach its optimal operating speed of 15000 RPM specified by the manufacturer due to the increase in torque caused by the friction in the bearings, and the added inertia of generator and other rotating components. The useful power begins to plateau after 9000 RPM and the maximum useful output power achieved was 148.4W. In comparison, the engine’s rated output given in the manual is 447.6W (7.4% engine efficiency at 0.4g/s fuel consumption of 15% nitromethane glow fuel). This difference can be attributed to the losses due to propeller and generator efficiencies (maximum of 50% and 85% respectively) and friction torque in the bearings (the transmission efficiency is variable with engine speed but is roughly estimated to be 80%). A summary of these losses is shown in Figure 2.11. The engine’s fuel consumption was much higher than expected at upwards of 0.4g/s at maximum efficiency which tended to lower overall efficiencies.

Two separate methods were used to calculate propeller efficiency. The first approach uses the classical definition for efficiency given by the ratio of useful propulsion power out over power absorbed,

$$\eta_{P_1} = \frac{P_P}{P_A} = \frac{F_T \times \nu_f}{\omega_e \times T_P}$$  \hspace{1cm} (2.6)

where $P_P$ is the useful propulsion power [W], $P_A$ is the power absorbed [W], $\omega_e$ is
the engine speed [rad/s], and $T_P$ is the engine torque absorbed [Nm].

The propeller torque cannot be measured directly as it is a function of the engine torque, generator torque and frictional losses. Therefore, the propeller torque was estimated based on engine speed and propeller pitch using the following set of equations which were produced using propeller tables presented by Lesley [36],

$$C_T = 1.83 \times 10^9 \times \theta^2 + 1.04 \times 10^8 \times \theta + 1.70 \times 10^8 \; (2.7)$$

$$T_P = C_T \times \omega_e^2 \; (2.8)$$

where $\theta$ is the propeller pitch in inches measured at 3/4 propeller radius from the axis of rotation.

The second method used to calculate propeller efficiency is based on disk actuator theory [37],

$$\eta_{P2} = \frac{1}{1 + \frac{\nu_f - \nu_w}{\nu_f}} \; (2.9)$$

where $\nu_w$ is the velocity of the air in the wake of the propeller [m/s].

Both methods produced efficiencies within 10% of each other however only the first method is presented in Figure 2.12 since it was considered to have lower cumulative uncertainty.

The propeller’s efficiency for three pitch settings are plotted against the advance ratio in Figure 2.12. The advance ratio $J$ is the ratio between the distance a propeller moves forward through the fluid during one revolution over the product of engine speed and propeller diameter,

$$J = \frac{\nu_f}{n_e \times d_p} \; (2.10)$$

where $n_e$ is the engine speed [rev/s], and $d_p$ is the diameter of the propeller [m]. Error bars in the figure represent the combined measurement uncertainty of the individual sensor uncertainties.

Due to the size of the airship, flight speeds above $10 \frac{m}{s}$ are unfeasible based on the total available propulsion power on-board. Therefore advance ratios above 0.3 are unfeasible. Propeller efficiency values correspond well with theoretical values presented by McCormick [30] shown in Figure 2.6. Based on the results of these tests, propeller pitch would remain between 0 and 15 degrees to maximize the propeller efficiency for all foreseeable flight conditions.

The maximum generator power is shown in Figure 2.13. The electrical resistance represents the electrical load applied from the electrical propulsion motors, servos,
Figure 2.12.: Propeller efficiency at $3 \Omega$ resistance [23, 29]
Figure 2.13.: Generator power at 15° propeller pitch [23, 29]
and other on board electronics. Only electrical power produced with voltages above 14.8V can be used due to the battery voltage therefore, resistances below 3Ω are not useful. Maximum electrical generation is achieved between 3Ω and 4.5Ω of 90W. Above 4.5Ω, power begins to drop as the engine is no longer able to increase it's speed to increase the voltage and the current reduces following Ohm's law.

The effect of nitromethane content on the operating envelope of the system is illustrated in Figure 2.14. The useful power generated for all fuel types were within 20% at any given engine speed. However, the range of operating speeds significantly decreased with the decrease in nitromethane content. Fuel consumption was reduced with the use of the 10% fuel and increased with use of the 5%, compared to the 15%. This in turn resulted in higher efficiencies at the median nitromethane content of 10%. The increase in efficiency for the 10% fuel may be explained by the change in ignition timing caused by the change in fuel as glow engines are dependent on the catalytic reaction of the fuel for combustion. It is worth noting that the engine was much more difficult to start and tune with decreasing nitromethane content, and the engine struggled to reach a steady state for the majority of tests.

The average current draw required by the brushless DC motor to start the engine was measured to be 35.7A (with a peak of 49.6A) at 14.8V which translates into 538.4W. However, the average time before the engine began driving the brushless DC motor was 0.28 sec leading to an energy draw of the battery of 41.9mWh. The servos used to vary the engine throttle and pitch angle drew 1.08W and 2.00W and were typically used only at start-up for less than 5 seconds (1.5mWh and 2.8mWh, respectively). The glow plug drew a constant 7.58W over 5 seconds resulting in a drain of 10.5mWh. The microcontroller used to generate the PWM signals is run continuously, but enters a power save mode when not receiving an input. Thus reducing its active consumption from 20mW to 1.2mW and can be neglected. The total energy required to start the engine once is 56.7mWh or about 0.06% of the battery's capacity.

The current design can run the glow engine for 2.08 hours on 3 kg of fuel at the maximum efficiency point. Given the 88.8Wh battery capacity on-board plus 90W regeneration and assuming an average of 50W power draw from electric propulsion and electronics results in an overall flight endurance of 5.52 hours. With 60W mechanical propulsion during engine on time and assuming 30W electric propulsion on average the maximum range of the airship (with zero net wind) is 123km.

The method used previously to compare different battery chemistries in Figure 2.8 (also known as a Ragone plot) can be extended to compare different power
Figure 2.14.: Engine operating envelope for various nitromethane content fuels [29]
plant configurations. The power and energy density of the glow engine hybrid system at the optimal operating point can be calculated for a given amount of fuel. The power density, $\delta_P$, is found by,

$$\delta_P = \frac{P_U}{\sum m_f + \sum m_v}$$

(2.11)

and energy density, $\delta_E$, is found by,

$$\delta_E = \frac{P_U \times t_r}{\sum m_f + \sum m_v}$$

(2.12)

where $t_r$ is the operating time in [h], $\sum m_f$ is the sum of fixed or dead masses such as the engine, motor and frame, and $\sum m_v$ is the sum of variable masses such as fuel in [kg] of batteries or a combination of both. These two equations form the operational limits of each system which are represented by lines shown in Figure 2.15. The horizontal asymptote is the maximum power density (performance) and is governed by the maximum output power of the power plant considered divided by the power plant’s fixed mass. If the variable mass is infinitesimally small, maximum power density is achieved. The vertical asymptote is the maximum energy density (endurance) and is governed by the energy density of the fuel source. Increasing on-board fuel or battery mass will increase energy density to approach the fuel or battery energy density selected. However, this will also decrease power density as energy storage does not contribute to power output. Trend lines to his affect are included in Figure 3.8.

A circular point is plotted on Figure 2.15 for the current system supplied with 3 kg of fuel. Given the electric motor and propeller efficiency, and the same lithium polymer battery of the current system, similar points can be constructed for a fully electric system and a gasoline hybrid system. Figure 2.15 indicates a 30% improvement in energy density can be achieved with the current system over that of a fully electric system with 3 kg of dedicated batteries.

Energy density is paramount over power density for long duration missions as the mass of the fuel becomes larger than the mass of the power plant. Considering this, further improvement is possible if a 4-stroke gasoline engine is used in the place of the 2-stroke glow engine. Gasoline was calculated to have a 154% increase in energy density over glow fuel with 15% nitromethane and requires less oil in the mixture (which does not contribute towards useful work). A spark ignition would also provide practical benefits of reliable start up and ignition timing compared to a glow plug. Although 4-stroke engines generally weigh more than 2-stroke engines at the same power, they have significantly lower fuel consumption rates which becomes paramount when carrying over 1 kg of fuel. This can be seen in Figure 2.15. For lower variable masses (i.e. fuel) glow fuel hybrid systems would
Figure 2.15.: Power density versus energy density for electric, glow hybrid and gas hybrid systems [23, 29]
exhibit a higher power density compared to gasoline hybrid engines.

The conservatively estimated overall cost for fabricating a single UAV is $5,000 CAD. The low material and manufacturing cost was achieved from using or modifying commercially available, off-the-shelf components. The performance metric presented in Figure 1.2 is given by,

\[ C_P = \sqrt[3]{M_P \times D \times t_o} \quad (2.13) \]

where \( C_P \) is the performance metric, \( M_P \) is the payload mass in [kg], \( D \) is the UAV’s range in [km] and \( t_o \) is the maximum operating time or endurance in [h]. Given the estimated payload of 1kg (excluding fuel) and the maximum endurance and maximum range previously calculated (5.52h and 123km respectively), the performance metric for this UAV design is 8.8. The average UAV cost metric at the same price point is 1.9 as shown in Figure 1.2. This represents a 363% increase compared to existing designs.

2.6. Chapter Summary

The energy density of the purposed hybrid power plant design was proven to be higher than an equivalent purely electric system through experimental testing, despite sub-par engine performance. Further increases are expected if a 4-stroke gasoline engine is implemented in a similar configuration. Future plans involve testing the aforementioned air ballasting system, implementing a new power plant design focused around a 4-stroke gas engine, and performing full scale tests of the completed UAV system. An estimated additional 154% increase could be expected for a similar design with implementation of a 4-stroke gasoline engine instead of the 2-stroke glow engine.
3. Gasoline Based Hybrid UAV Power Plant

Disclaimer: Figures, tables and text in this chapter have been reprinted from a previously published manuscript in the IEEE/ASME Transactions on Mechatronics, 19:606-614, 2014, entitled “Hybrid power plant design for a long range dirigible UAV”. ©2014 IEEE. Reprinted, with permission, from Dr. Wail Gueaib and Dr. Eric Lanteigne, “Hybrid power plant design for a long range dirigible UAV”, April 2014.

Although the alcohol hybrid power plant proved to have significant advantages over purely electric systems, the low efficiency of the glow engine was a point of contention during the peer review process. Striving for a more efficient and reliable power plant solution, additional research was conducted with an alternate power plant design focused around a 4-stroke gasoline engine. This chapter presents the design of a gasoline-electric hybrid power plant for UAV dirigibles and outlines the performance of the experimental system. Tests were performed to determine the power plant’s power output, energy consumption and overall efficiency with respect to changing the engine throttle, the fuel mixture richness, the propeller pitch, the electrical load resistance, and the freestream velocity. Using these results, a UAV dirigible design equipped with this power plant is then compared to existing UAVs on the basis of cost, payload, range and endurance.

3.1. Changes to the Hybrid Power Plant Design

Based on the previous research with a 2-stroke OS 25LA model engine [23, 29], it was determined in section 2.5 that energy density is more important than power density when selecting a prime mover for maximizing flight endurance. Gasoline engines generally have lower power densities than glow engines but also have lower fuel consumption rates which becomes necessary when carrying over 1 kg of fuel for the same power. Gasoline has a 154% predicted increase in energy density over 15% nitromethane glow fuel and requires less oil in the mixture (which does not
contribute towards useful work). A spark ignition also provides reliable start up and ignition timing compared to glow plugs.

The experimental system presented in this chapter uses a Saito 4-stroke gasoline engine. This engine has a significantly higher fuel efficiency per HP, a larger range of peak engine performance, and a quieter and cleaner operation compared to the OS 25LA [29]. It also includes a closed loop spark plug controller with hall effect sensor feedback for optimal ignition timing.

Fundamentally, the configuration remained unchanged, consisting of an engine, brushless DC generator, and propeller connected inline. However, changing the prime mover in the power plant required several other modifications as the size and power output of the plant had doubled from 0.6 Hp to 1.2 Hp. A new structural frame was designed around the higher loadings. An improved pitch control mechanism was devised to solve set point stabilization problems inherent in the original design. A control servo was attached to the needle valve for precise fuel rate adjustments and to allow full autonomy. A block diagram of the power plant and UAV components is shown in Figure 3.1.

3.2. Methodology

The hybrid power plant prototype is shown in Figure 3.2. The power plant frame is fixed to a pressurized air bed that provides a virtually frictionless contact to the test bench. The thrust of the propeller is measured by a cable operated lever arm connected to a digital scale.

Fuel flow is measured by taking mass readings every 10s. The spark plug controller and electronic speed controller are connected to a double throw power relay that switches between the electronic speed controller (starter mode) and the 3-phase rectifier (generator mode). If the rotational speed of the brushless DC motor (measured by the frequency to voltage converter) is below 1000RPM, the relay is switched to starter motor and the spark plug controller is powered. When generating, the electrical load of the battery and charger is simulated using a rheostat set to the appropriate resistance. A freestream air flow is induced by the use of variable speed axial blower to simulate the movement of the UAV.

The power plant was run for a minimum of 60 seconds at each setting to allow the system to reach steady state. The experimental data was collected using LabView 8.2 with a NI PCI 6229 DAQ. Each input channel was sampled at a rate of 25 kHz. The measurement uncertainty contribution of the data acquisition card for each channel was negligible (±57μV) for the full scale range of ±100mV. The measurement uncertainty in each scale was ±0.5g and ±0.1g for the thrust and fuel scales, respectively. Two-pole digital low pass filters were applied to the
Figure 3.1.: Dirigible UAV component layout and power flow diagram [16]
data recovered by both mass scale readings to eliminate noise caused by mechanical vibrations of the engine. The current drawn from the spark plug controller and electronic speed controller from their respective batteries was converted to a small proportional voltage using 4Ω current sense resistor circuits which have measurement uncertainties of ±1%. Four pulse width modulated control signals were generated by the DAQ that control the brushless DC motor starting speed, throttle position, needle valve position and propeller pitch position. The air speed in both the wake of the propeller and the free stream air produced from a variable speed axial blower were measured by taking their respective air pressures with respect to a static pressure measurement which each have a measurement uncertainties of ±0.25 m/s. The pressure sensors used to measure air speed have 1/10th the uncertainty of the ones used in previous work, which are shown to be one of the largest source of error [29]. The data collected was output into a raw text file for manual post processing. An overview of the test apparatus can be seen in Figure 3.3.

Tests were performed to determine the power plant’s useful power output, energy consumption and overall efficiency with respect to changing engine throttle, fuel mixture richness, and the electrical load resistance for three propeller diameters. The pitch was set to a constant 15° and the free stream air velocity was set to 4.4
Figure 3.3.: Overview of testing apparatus configuration [16]
Table 3.1.: List of controlled variables and their operating ranges

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Increment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine throttle</td>
<td>40%</td>
<td>100% (full)</td>
<td>10%</td>
</tr>
<tr>
<td>Needle value</td>
<td>530° (lean)</td>
<td>550° (rich)</td>
<td>5</td>
</tr>
<tr>
<td>Electrical resistance</td>
<td>2.8Ω</td>
<td>8.8Ω</td>
<td>Variable</td>
</tr>
</tbody>
</table>

$m/s$. The angle of 15° was chosen based on previous findings of ideal efficiency [29]. Table 3.1 contains a list of controlled variables and their ranges, and the increment at which samples were collected.

3.3. Results

The recorded data points were segmented into groups according to engine speed, and averaged to produce the operating envelope shown in Figure 3.4. Data points below the engine's start-up speed were omitted. The total useful power was calculated based on the sum of propulsion and electrical power such that,

$$P_U = P_P + P_G = F_T \times \nu_f + V_g \times I_g$$  \hspace{1cm} (3.1)

where $P_U$ [W] is the total useful power produced, $P_P$ [W] is the propulsion power, $P_G$ [W] is the generation power, $F_T$ [N] is the propeller thrust, $\nu_f$ [m/s] is the free stream velocity, $V_g$ [V] is the generation voltage, and $I_g$ [A] is the generation current.

Data points in the 98th percentile were considered to represent the useful power operating envelope. Overall system efficiency, $\eta_O$, was calculated as the ratio of useful power over input power, $P_I$ [W]

$$\eta_O = \frac{P_U}{P_I} = \frac{F_T \times \nu_f + V_g \times I_g}{\dot{m}_f \times \rho_f}$$  \hspace{1cm} (3.2)

where $\dot{m}_f$ [g/s] is the mass flow rate of fuel and $\rho_f$ [J/g] is the fuel's lower heating value.

As seen with the previous glow engine [29], the useful power begins to plateau while nearing the engine’s maximum speed (9000 RPM) and the maximum useful output power achieved was 250W. In comparison, the engine’s rated output given in the manual is 895.2W at 9200 RPM with a fuel consumption of 0.096g/s (22% engine efficiency). This difference can be attributed to the losses due to propeller and generator efficiencies (maximum of 50% and 86% respectively) and the friction torque in the bearings (the transmission efficiency is variable with engine speed but is roughly estimated to be 80%). A summary of these losses can be seen in Figure 3.5. The engine’s fuel consumption was much higher than anticipated at
Figure 3.4.: Engine operating envelope for the hybrid power plant with 11” APC propeller [16]
engine speeds below 6000 RPM (idling speeds). For these speeds, it’s suspected that the ideal needle value setting was not found and the engine would not run consistently without stalling. Therefore, the portion of the fuel consumption trend below 6000 RPM is represented with a dashed line.

Commercially available APC propellers of 11”, 12” and 14” diameters were modified, mounted and tested at 15° degrees pitch. Each propeller was machined using a computer aided mill and then balanced in the propeller shaft to an accuracy of within 1 gmm\(^1\). The rated propeller for the selected engine is 14”, however, due to the additional load of the generator the engine would not start using the 14” propeller. The propeller’s power and efficiency versus advance ratio are illustrated in Figure 3.6. The advance ratio is the ratio of the free stream fluid speed over the rate a propeller moves forward through the fluid and is defined as,

\[
J = \frac{\nu_f}{n_e \times d_p}
\]  

(3.3)

where \(n_e\) [rev/s] is the engine speed, and \(d_p\) [m] is the diameter of the propeller.

The maximum propeller power for 11” and 12” propellers is shown in Figure 3.6 to be 60W and 65W, respectively. Propeller efficiency values for the 11” propeller correspond well with theoretical values presented by McCormick [30] and with the previously tested results [29]. Efficiency of the 12” propeller were slightly lower than expected as both curves should have the same trend if their pitch are exactly the same. The drop is likely explained by either non-identical pitch or slight increase in unbalance compared to the 11” propeller. Since there is an angle of twist to each propeller and due to limits in machining tolerances the exact

\(^{1}\)1gmm was the limiting precision of the balancing equipment available
Figure 3.6.: Propeller efficiency for various propeller diameters at 3Ω resistance and 15° pitch [16]
pitch of each propeller when placed in the holder may differ slightly. Also, the importance of propeller balance should not be understated. It was noticed that a static unbalance of as little as 40gmm would violently shake the propeller blades from their holders.

The method used to calculate propeller efficiency is based on disk actuator theory \[37\],

\[
\eta_{P2} = \frac{1}{1 + \frac{\nu_f - \nu_w}{\nu_f}}
\]  \hspace{1cm} (3.4)

where \( \nu_w \) [m/s] is the velocity of the air in the wake of the propeller.

This method was chosen over the method previously used \[29\], since it does not require propeller torque estimation and has lower uncertainty with the implementation of more accurate pressure sensors. Due to the size of the airship, flight speeds above 10 m/s are unfeasible based on the total available propulsion power on-board. Therefore advance ratios above 0.3 are unfeasible. Based on Figure 3.6, the results prove the previous claim \[29\] that slower rotating, smaller diameter propellers would result in higher advance ratios and therefore higher efficiency potential. Although propeller efficiency increases under these conditions, the propulsive power and therefore the productive work done decreases. A compromise between points of efficiency and performance must be chosen based on flight conditions and operational objectives.

The maximum generator power is shown in Figure 3.7. The electrical resistance represents the electrical load applied from the electrical propulsion motors, servos, and other on board electronics. Only electrical power produced with voltages above 14.8V can be used due to the battery voltage therefore, resistances below 2.5 \( \Omega \) are not useful. A maximum electrical generation of 180W is achieved between 5 \( \Omega \) and 6 \( \Omega \). Above 6 \( \Omega \), power begins to drop as the engine is no longer able to increase it's speed to increase voltage further and the current reduces following ohm's law.

The torque required to induce a single turn in the engine was experimentally determined to be approximately 1.25 Nm for the gasoline engine compared to 0.7 Nm for the previous glow engine. The average current draw required by the brushless DC motor to start the engine was measured to be 13.5A at 14.8V which translates into 199.8W. However, the average time before the engine began driving the brushless DC was 0.67 sec leading to an energy draw of the battery of 37.2mWh. The servos used to vary the engine throttle, needle valve and pitch angle drew 1.08W, 1.08W and 2.00W and were only powered between changes. The spark plug controller drew a constant 3W continuously while the engine was running. The total energy required to start the engine once is 40.2mWh or about 0.06% of
Figure 3.7.: Generator power with 11" APC propeller at 15° pitch [16]
the battery’s capacity.

3.4. Discussion

The current design can run the gasoline engine for 17.7 hours on 3 kg of fuel at the maximum efficiency point. Given the 75Wh battery capacity on-board plus 170W regeneration while the engine is running, and assuming an average of 50W power draw from electric propulsion and electronics combined, this results in an additional 61.7 hours of flight on electric power. This totals a flight endurance of 79.4 hours (over 3 days). With 55W mechanical propulsion during engine “on” time and assuming 30W electric propulsion consumption on average, the maximum range potential of the airship (with zero net wind) is 1494 km. It should be noted that the term zero net wind does not refer to the absence wind, only that it is equal in magnitude and direction for both departure and return trips. Assuming a one-way flight with a constant head wind of 3m/s (10.8 km/h), this reduces the range to 637 km.

The new power plant can now be added to configuration comparison from Figure 2.15. As previously stated, the electrical power requirements for LTA aircraft can be up to 65% the total required power. To provide a fair comparison when introducing purely mechanical configurations, the percentage breakdown of mechanical and electrical useful power components must be specified as both electric and hybrid options can produce both types of power while pure piston engines cannot. The power split for Figure 3.8 is shown for a 50% mechanical 50% electrical power split, however, it could be easily modified for other percentages. Therefore, fossil fuel only systems must carry batteries to support the electrical demand which subtracts from the total weight of fuel. The power split only significantly effects the curves of the purely mechanical configurations as both the hybrid and electrical options can provide virtually any power split with little change in performance. If the power split is 90% mechanical or more of the total power, both the power density and energy density of glow and gas only systems surpasses their hybrid counterparts. This indicates the cross over point when selecting between purely mechanical or hybrid configurations. In addition to the power split, the range of power required as illustrated in Figure 2.1 is not captured in these two metrics as the efficiency of electrically driven motors is much more constant than the specific fuel consumption of piston engines [38]. Piston engines would need to include variable speed transmissions to have the same operational flexibility. However, to include the impact of this flexibility into the metrics would require selecting specific flight operating conditions which would diminish the applicability and significance of this comparison.
The solid square point is plotted on Figure 3.8 for the current system with 3kg of fuel and one battery. Given the same propeller efficiency, a similar point can be constructed for a fully electric system with 3kg of the lithium polymer batteries and for the fossil fuel only systems with 3kg of fuel. Each point is labeled with its energy density value. Figure 3.8 indicates a 674% improvement in energy density with 3 kg worth of fuel plus battery over that of a fully electric system with 3 kg of batteries. The actual energy density of this system has shown to be higher than the original estimate from Figure 2.15 since the Saito engine not only used a higher energy dense fuel but also had a lower fuel consumption rate.

The conservatively estimated overall cost for fabricating a single UAV unit considering the new power plant is $6,000. Given the estimated payload of 1kg (excluding fuel) and the maximum endurance and maximum range previously cal-
culated (79.4h and 1495km respectively), the performance metric from equation (2.13) for this UAV design is 49.1. Considering the UAVs at the same price point in Figure 1.2, the average UAV has a performance metric of 1.9. This represents a 25 fold increase in operational performance compared to existing designs at the same unit cost. The performance, cost and endurance goals set by the target areas of Figures 1.1 and 1.2 have been achieved.

Now that the performance evaluation of the gas-electric hybrid power plant is complete, future work is required to apply power management algorithms for the different loading conditions. Many supervisory controllers previously developed for hybrid electric road vehicles could also be applied to a dirigible UAV power plant. One such option is the fuzzy logic controller for hybrid electric vehicles presented by Baumann et al. [38]. The major difference is that the load schedule (or “driving” schedule) is not standardized and is dependent on the planned flight trajectory which is not bound by roads. The possibility of combining the power management algorithm into the trajectory planning controller used for the UAV will be explored which will provide a manageable compromise between best performance and minimal energy consumption.

3.5. Chapter Summary

An in-line gas-electric hybrid power plant was designed, developed and evaluated as a low cost solution for a long range dirigible UAV. Tests were performed to study the effects of engine settings, propeller diameter, and electrical load on overall performance and to determine the optimal operating points. The power plant is then compared to other power plant configurations that could be used for a dirigible UAV. The energy density of the proposed hybrid power plant design was proven to be higher than equivalent purely electric, purely fossil fuel or the previously developed glow hybrid systems through experimental testing. Future work will involve implementing advanced power management algorithms, and performing full scale tests of the completed UAV system.
4. Multi-objective Trajectory Planning

Optimal path planning of unmanned vehicles is the process of generating an offline or online path to achieve a goal state at a minimum cost. For the case of aerial vehicles, the vehicle operates in large scale, three dimensional, time-varying environments and is subject to multiple flight constraints for which there is no exact analytical solution [39]. Since path planning algorithms are developed with simplifications and approximations to fit the particular characteristics of a path planning problem, the selection of the path planning algorithm depends on a well-characterized problem definition and on the computational power available. Many algorithms capable of solving planning problems are frequently too computationally expensive to implement in real-time, or if they are, they are not proven to be complete, sound or optimal [39,40]. In addition, the steps and considerations for the implementation into a physical system are commonly overlooked [39].

4.1. Literature Review

Goerzen et al. developed a comprehensive literature summary of path planning algorithms that are categorized into ones with and without differential constraints [39]. Differential constraints refer to limitations such as velocity and acceleration limits, non-holonomic motion, and other higher-order dynamic constraints. The inclusion of these are important to promote more realistic and feasible paths [41]. The task of path planning can be categorized into five distinct stages: sensor model, terrain representation, roadmap generation, graph search, and trajectory generation [39]. The idealized sensor model detects and maps all critical points in the environment such as obstacles, and the initial position and goal position. Many path planner algorithms assume obstacles are known a priori, however, effectively identifying and mapping objects using machine vision, sonar, or other means in real-time is a difficult task for small-scale unmanned aerial vehicles (UAVs) [42]. The terrain representation stage divides the map into a finite search space and segments passable and impassable regions. A major challenge to robotic navigation in large unstructured environments is map representation [43]. One common method
to reduce the computational requirement of path planning is using multiple resolutions during terrain representation. Three approaches used in path planning are obstacle-based decomposition [44], wavelet decomposition [45], and action space (lattice) decomposition [46]. Roadmap generation is the process of producing a graph which is then searched for feasible paths or the optimal path (depending on the search approach), between the start and end configurations. The optimality of the path is a subjective based on multiple mission objectives such as time, energy and risk. Applying a scalar-valued preference (or weighting) function to relate each objective into a global cost function is a common approach in multi-objective optimization problems [47, 48]. Finally, trajectory generation can perform path smoothing and speed control assuming a velocity varying trajectory.

On completion of these five stages, re-planning is required since flight and environmental conditions vary with time. There are three different conditions that can trigger re-planning: (i) events: re-planned on the occurrence of new obstacles or map update; (ii) scheduled: re-planned automatically after a set amount of time elapsed or distance traveled; and (iii) errors: re-planned when the error between the UAV’s internal and sensor representations exceeds a certain threshold [49].

Wind is a major concern for UAVs and commonly delays or cancels flights. Including this atmospheric disturbance in the path planning objectives is essential for small UAVs with limited propulsion power, as wind can severely increase the flight time of potential paths [50]. In some cases, the strength of the local wind is larger than the vehicle’s velocity creating impassible zones (obstacles), which many planners do not account for [51]. When a wind vector field (WVF) is included, it is usually considered as a disturbance whose influence is suppressed by the vehicle’s autopilot [52]. However, the wind vector field has the potential to be used as a source for powering the UAV to further reduce energy consumption and travel time [52, 53]. This has been especially important in the path planning of static soaring UAVs that use the vertical component of wind for lift or dynamic soaring UAVs that exploit the vertical gradients in the horizontal wind [54–58]. Two other sources of wind energy that can be exploited are horizontal shear layers and horizontal gusts [53, 59]. For example, unperturbed wind velocity creates a boundary layer with the earth’s surface as shown in Figure 4.1, which is caused by the surface roughness of the terrain. During path planning, it is more energy efficient to fly at lower altitudes when traveling into a head wind and higher altitudes when traveling with the wind. The challenge in harnessing wind’s energy potential for energy efficient path planning is the high variability and uncertainty of the wind magnitude and direction [55].

Potential field methods are uniquely suited to this path planning problem since much of the data available (such as digital elevation maps (DEMs) and WVFs) are
available in a discrete matrix form. The grid being searched is non-deterministic because of dynamic environment changes and the dependance on the UAV’s approach direction between nodes. The wavefront expansion approach propagates the costs for the grid and does not rely on the field strengths being known \textit{a priori}. A navigation policy can be applied to restrict grid connectivity during propagation based on dynamic constraints such as turning rate, pitching rate, velocity, and acceleration bounds. This policy promotes more realistic and feasible paths and has the added benefit of reducing the search space.

Soulignac presented a wavefront expansion type path planner for small UAVs that provides a feasible and minimum-time optimal path in the presence of strong current fields [51]. Unfortunately, the research is performed in 2D and does not include other objectives such as fuel or risk. Besada-Portas \textit{et al.} presented an evolutionary algorithm based on-line planner for multiple UAVs in 3D that includes optimization of multiple mission objectives such as path length, fuel and several flight risks but has no mention of wind [61]. McManus developed a wavefront expansion type planner with multiple objectives (distance traveled, time taken, fuel consumed) for a UAV in 3D [62]. In the work, wind is added as a disturbance only and does not apply dynamic constraints to potential paths. Al-Sabban \textit{et al.} presents a Markov Decision Process based fixed-wing UAV path planner that exploits wind energy to minimize energy consumption in an uncertain and time-varying wind field [53]. The simulation results showed almost 30% energy savings compared to a straight line path but was only conducted for one variable field sample. Also, the study was conducted in 2D with a constant ve-
hicle speed relative to the wind. Perhaps the most relevant work in this field is by Wu et al. who present an on-line, multi-objective, wavefront expansion based mission planner for fixed-wing UAVs in 3D that includes time, fuel, and several risk objectives in the presence of planar wind fields from weather forecasts [50]. However, their path planner uses a nodal resolution of 1 nautical mile with interpolated 10 nautical mile resolution wind fields to generate long range paths which cannot account for local terrain features.

Although there are many different path planning algorithms, many path planners (and path followers) found in the literature are based on uniform WVF’s [63-66] (if they consider wind at all) or constant vehicle velocities (i.e. path planning) [51,53,61,67,68]. The few planners that account for variable wind conditions simplify the environment to two dimensions by assuming a fixed cruise altitude [51,67,68] or assume that the WVF is horizontally planar [50,69,70] with coarse resolution discretization of the flight space (>1 km). Coarse resolutions can oversimplify wind, obstacle and path data which can create issues for limited power, small scale airships.

The goal of this study is to develop a trajectory planner for a lighter-than-air UAV that, (i) provides minimal energy consumption flight trajectories, (ii) that are realistic and feasible in large, high resolution, 3D environments (iii) and are computed faster than they are predicted to be flown. The optimal flight trajectory is defined to be the one that reaches the goal position within the desired time while consuming the minimum amount of energy and avoiding obstacles at a sufficiently safe distance. The importance of each of these criteria should also be scalable based on the specific mission objectives. The trajectory planner is considered to operate in real-time if the trajectories are computed faster than the UAV traverses them.

In this chapter, a cost wavefront expansion type trajectory planner is developed that generates feasible, realistic and optimal trajectories in variable 3D wind fields. Trajectories are generated in real-time and simulated in large, highly realistic, 3D environments. A multi-objective cost function is presented using variable WVF’s generated from computational fluid dynamic (CFD) analysis on digital elevations maps. The cost function includes the differential constraints of the physical dirigible platform and is optimized for time, energy and collision avoidance.

The chapter is organized as follows; first, a background on wind modelling and current wind usage is presented. Then the trajectory planning method is outlined followed by the development of the cost function. The trajectory planner is then simulated in a set of randomly generated 3D environments and effectiveness is evaluated based on several performance metrics.
4.2. Wind Vector Fields

Wind can be modelled as the vectored sum of two components, a stochastic (gust) component and a steady ambient component [71]. The gust component can be modelled using the Dryden model (a suitable approximation of the experimentally validated von Karman model), and is expressed in the vehicle body frame [72]. The Dryden model consists of passing white noise through the Dryden filter to produce the gust component as shown in Figure 4.2. The filter use generalized parameters based on flight conditions such as altitude and severity of turbulence which are defined in MIL-F-8785C [73]. This component is unpredictable, random, and cannot be used for planning.

The steady ambient wind is typically expressed in the earth inertial reference frame and can be modelled based on weather information for a given area. A constant and uniform steady wind vector field is typically employed since it is assumed that there is no prior knowledge of it [74]. However, wind vector fields are now available in 6 hour increments for multiple areas across North America [75] and will likely become more accurate, timely and widespread as weather sensing technology advances. Figure 4.3 shows a typical wind vector field provided by the National Weather Service in the US. This weather information is expected to replace the uniform bulk wind model and be added to the gust model to give a better approximation for the optimal flight trajectory. Unfortunately, the finest resolution wind models generated from a national weather service found in literature was 10 nautical miles [50, 51, 55].

As an alternative to the publicly available weather information, CFD software is capable of estimating the spatially variable WVF over a DEM given sparse known wind stations. WindStation is one such software [76]. CFD software is especially useful where online weather information for an area is not available or periods when communication with the UAV is lost. It can also provide finer resolution fields capable of capturing local weather patterns such as wind currents around buildings [77]. Turbulence caused by wind flow around buildings has been
shown to cause a UAV to fail by following a previously successful trajectory when the UAV’s dynamic model is introduced [78]. However, the low pressure zones created farther downstream from buildings where turbulence intensity is low have the potential to shield the UAV’s trajectory from undesirable winds vectors. One current challenge is computing CFD wind data on three dimensional environments in real-time [77]. This may be the reason that there is limited literature on path planning in temporal flow fields [40].

4.3. Cost Wavefront Expansion Approach

Please note, the nomenclature for this chapter can be found in Appendix B.

The cost wavefront expansion approach starts from the UAV’s current position and expands anisotropically outward toward the goal position, minimizing a cost function. The cost function is the sum of all trajectory objectives multiplied by the mission weights. The mission weights are dependent on the priority of mission’s objectives and selected by the user *a priori*. The cost function is then searched using a multi-resolution, grid-sampled Dijkstra algorithm. This approach produces a trajectory that is complete and resolution optimal [39]. The cost function between any two nodes \( n \) and \( n' \) is given by
\[
C(n, n') = W_t \cdot C_t(n, n') + W_e \cdot C_e(n, n') + W_a \cdot C_a(n, n')
\]  
(4.1)

\[
W_t + W_e + W_a = 1
\]  
(4.2)

where \(C\) are costs, \(W\) are operator weights and the subscripts \(t, e\) and \(a\) denote the time, energy, and avoidance objectives, respectively. Each objective's cost function, \(C_t, C_e,\) and \(C_a,\) is mapped onto a common scale of zero to one and the weights are user-selectable such that constraint (4.2) is satisfied. In this way, the user can easily differentiate the priority of each objective with respect to the same common scale. The weights can be easily divided into linguistic priority variables (such as “low” or “high” priority) that can simplify operator training and integration.

The selection of resolution and scope are critical since the Dijkstra search algorithm is only resolution optimal and has a proven time complexity of \(O(N \log N)\), where \(N\) is the number of nodes in the grid [39]. If the resolution is selected to be too large, the trajectory solution will generalize obstacles to be larger and over simplify wind vectors. If the resolution is selected to be too small for a large scope, the trajectory will not be generated in real-time. One approach to reduce computational time is to apply sub-optimality bounds through the inclusion of an inflated heuristic (a multiplier >1 that penalizes new path branches) [79]. It can be shown that the confidence of environmental information, such as wind, decreases as the distance away from the vehicle increases [80]. The optimal trajectory segments close to the goal node may change due to variations in temporal environmental information (such as wind vectors and the flight patterns of other aircraft). Thus, the value of determining the optimal trajectory segments near the goal node is diminished. Two types of methods can be imposed to mitigate this uncertainty. The first is the use of a multi-resolution grid, employing a fine resolution in the immediate vicinity of the UAV and a coarse resolution approaching the goal node. This approach is similar to the action space map decomposition approach outlined in [46]. Since both fine and coarse resolutions follow the same procedure, this chapter focuses on the short-range, fine resolution grid. Using this method, the sub-optimality condition can be effectively controlled by adapting the spatial range and gradient of resolution changes to maximize optimality within the computational constraints. The second method, which could also be applied during the implementation stage, is temporal replanning to keep information up-to-date similar to the three replanning triggers outlined in [49].
4.4. Trajectory Objectives

The three objectives in (4.1) need to be simultaneously optimized for any given UAV mission. The trajectory objectives are suited to the limitations and availability of the physical model’s on-board equipment where applicable. This is a desirable trait for a smooth transition to physical implementation of the planner.

Wind is added to each node according to the sum of WVF and gusts but assumed to be constant in between nodes (using the wind vector from the next node, $n'$). If the vehicle is to arrive at the next node, the vehicle’s ground velocity, $v_{vg}$, must be parallel to the unit vector direction to that node, $\vec{v}_{vg}$. Thus, the perpendicular components of the wind, $v_{w,\perp}$, and the vehicle velocity relative to the wind, $v_{vw,\perp}$, must be equal and opposite. The parallel component of the vehicle’s relative velocity, $v_{vw,\parallel}$, can then be optimized for the time and energy objectives depending on the current flight conditions. The velocity vector sum of these components is shown in Figure 4.4.

4.4.1. Arrival time

The time to traverse the cell can be approximated by,

$$ t(n, n') \approx \begin{cases} \frac{\sigma d(n,n')}{|v_{vg}|} & \frac{\sigma d(n,n')}{|v_{vw,\parallel}+v_{w,\perp}|} \\ \infty, & v_{vg} \cdot \vec{v}_{vg} > 0 \\ & v_{vg} \cdot \vec{v}_{vg} \leq 0 \end{cases} $$

(4.3)
where \( o \) is the orientation ratio (described in section 4.4.2) and \( d \) is the distance between nodes. This equation extends equation (2) from Wu et al. [50] by considering that the distances and vectors are three dimensional, and the time estimate approaches infinity when the wind magnitude along the vehicle trajectory equals the vehicle's cruise velocity. The equation adjusts for non-linear linear flight trajectory between nodes using the orientation ratio. It is assumed that for equilibrium, \( v_{uv,\perp} = -v_{w,\perp} \), and the vehicle will achieve an angle of sideslip (crab angle) to offset lateral winds. This is an important distinction as although lateral winds reduce the vehicle's available goal oriented velocity, only the parallel component will reduce the traversal time. It is also important to note that the true traversal time depends on other factors such as vehicle stabilization effort and trajectory tracking error which require a complete dynamic model flight simulation for a more accurate approximation.

Although time between nodes can be minimized directly, it does not provide the operator any feedback on the complete path travel time before selecting a weight, which makes weight selection difficult. In real world applications, the desired travel time between any two grid nodes is time-dependent [81, 82]. In other words, the arrival time cost is a function of the progress of the aircraft has made towards arriving to the goal node. Therefore, it is appropriate to non-dimensionalize time by a user selectable time goal and the distance remaining to the final goal node. This also has the advantage of extending the arrival time factor to the time-dependent case where the remaining cost is dependent on the total cost so far (i.e. how on schedule the UAV is to meet a given ETA). Cumulative time can be non-dimensionalized by considering the user selectable arrival time to the goal node, \( t_g \),

\[
C_t(n, n') = \begin{cases} 
\left( \frac{t_{sum}(n)}{2d_g} \right) - \left( \frac{d_g - d_r(n')}{2d_g} \right) + \frac{1}{2}, & t_{sum} < t_g \\
1, & t_{sum} \geq t_g
\end{cases}
\tag{4.4}
\]

where \( d_g \) is the initial Euclidean distance from start to the goal node, \( d_r \) is the remaining Euclidean distance from the current node to the goal node, and \( t_{sum} \) is the total time spent from the start node to node \( n \). When \( C_t \) is less than one half, the UAV is ahead of schedule, and when it is greater than one half the UAV is behind schedule. Equation (4.4) enables the trajectory planner to adapt to unforeseen environments. Since lighter-than-air vehicles do not need a forward velocity to maintain lift, the velocity of the UAV can be modified along the length of the path to successfully arrive at the goal node by the user set time. Under this assumption, the optimal vehicle speed for time at each node can be defined as,
$$v_{ol}(n') = \begin{cases} \left( \frac{d_r(n')}{r_{\text{min}}(n, n')} - v_{w,\parallel} \cdot \bar{v}_{vg} \right), & t_{\text{sum}} < t_g \\ v_{v,\text{max}}, & t_{\text{sum}} \geq t_g \end{cases} \quad (4.5)$$

If the current travel time has already exceeded the time goal, the vehicle speed for time is set to maximum vehicle velocity, $v_{v,\text{max}}$, for the remaining duration of the flight. Changing the weight for arrival time, $W_t$, affects the choice of the path but also changes the vehicle’s velocity which is further explained in section 4.4.2.

### 4.4.2. Energy consumption

For the simplest case, where input power is constant, the lowest energy path will be the path with the shortest arrival time. However, with the introduction of a set time goal and 3D wind vector fields, there is the potential of a velocity varying path (i.e. trajectory) that consumes less energy. Energy consumption estimates are dependent on multiple factors and are highly platform specific. Airships, like most UAVs, are under-actuated, non-holonomic vehicles which require additional energy to change orientation. Some fuel/energy consumption estimates include a limited number of flight parameters [61, 64], which can over simplify the energy consumption model. Rotational changes require energy and cannot be considered negligible for local or short range path planning and some maneuvers can even cause unstable behavior which can become costly to correct and re-establish course. A recent study by Al-Sabban et al. suggests that these changes as well as incorporating a six DOF model will affect path planning performance [53]. The model developed here attempts to include the differential constraints inherent to airships and other non-holonomic UAVs.

The theoretical energy required to change orientation as defined by an applied moment times an angle is negligible compared to that of forward motion for all but highly dynamic maneuvering of agile UAVs. However, due to the minimum turning radius of the vehicle, it must travel a longer path than the equivalent straight line path between two points. This increase in time directly leads to an increase in energy consumed which can not always be ignored. The additional time to travel between two points depends on two factors: the ratio of the minimum turning radius over the distance between nodes, $r_{\text{min}}/d(n, n')$, and the magnitude of the orientation change, $\psi$. Figure 4.5 shows an example of an idealized kinematic reorientation that takes into account the minimum turning radius. The true distance, $d'(n, n')$, is the arc length of the two tangent arcs; the first tangent to $v_{vg}(n)$ with radius $r_{\text{min}}$ and the second is tangent to both the first arc and $v_{vg}(n')$. The orientation ratio, $o$, mentioned in Equation (4.3) is the ratio of the true distance over the idealized straight line distance, $d'(n, n')/d(n, n')$. Table 4.1
shows examples of the impact of re-orientating the vehicle under different minimum turning radii. The minimum turning radius at cruise speed for the simulated lighter-than-air UAV platform is 10m. Considering a resolution between nodes of 50m, the increase in energy to reorient the vehicle is not negligible.

Conventional airship design have aerodynamic surfaces (tail rudders) instead of thrusters for directional control [19]. Rudders have the advantage of lower power consumptions over longer duration maneuvers but suffer from sluggish response time and ineffectiveness during low speed flight. These disadvantages are considered to be unacceptable traits for a small-scale lighter-than-air UAV. The platform being considered has a fixed pair of forward facing electric thrusters complimented by a hybrid gas-electric power plant and uses two tail mounted thrusters for directional control and roll stability [16, 29]. Small-scale airships typically use thrust vectoring or dynamic lift using aerodynamic surfaces for altitude control, which provide a fast control response but at a higher energy cost. The platform being considered also exploits the use of air ballasts (ballonets) for altitude control and pitch stability. These actuators use an electric air pump to change ballast volume. The ballonets also provide two essential alternate functions of pressure regulation to ensure structural integrity and weight ballasting to compensate for consumed
fuel of the power plant.

Considering this platform, the energy consumed to traverse between nodes is approximated by,

$$C_e(n, n') = \frac{(P_T + P_L + P_c) \cdot t(n, n')}{E_c}$$  \hspace{1cm} (4.6)

where $P_T$ is the power required to propel the vehicle at the desired ground speed along the horizontal path, $P_L$ is the power required to change altitude, $P_c$ is the constant electrical power required to maintain on-board electronics and $E_c$ is a constant energy used to normalize the cost. Substituting the definitions of mechanical power for propeller and pump actuators into equation (4.6) gives,

$$C_e(n, n') = \left( \frac{F_T}{\eta_T |v_{vw}|} + \frac{Q \Delta \rho(n, n')}{\eta_{pump}} + P_c \right) \cdot \frac{t(n, n')}{E_c}$$  \hspace{1cm} (4.7)

where $F_T$ is the force required from the UAV’s actuators, $Q$ is the air flow rate through the air ballast pump, and $\Delta \rho(n, n')$ is the change in atmospheric pressure between nodes. The propeller forces applied by the UAV actuators, including the electric motors and the hybrid power plant, are non-linear functions of input electrical power. A propeller’s efficiency, $\eta_T$, is dependent on the propeller advance ratio, which is the ratio of the vehicle’s relative velocity, $v_{vw}$ over the product of the propeller’s diameter and rotational speed. Based on a third order least squares fit of propeller efficiency curves from Figure 2.12 for a 12 inch propeller with $15^\circ$ pitch spinning at 9000 RPM,

$$\eta_T \approx -2.59 \cdot 10^{-5} v_{vw}^3 + 2.07 \cdot 10^{-4} v_{vw}^2 + 4.15 \cdot 10^{-2} v_{vw}$$  \hspace{1cm} (4.8)

when $0 < v_{vw} < 36 \text{ m/s}$. Lastly, $P_c$ is the constant electrical power requirement to maintain on-board electronics which can be up to 65% for dirigibles [19]. The inclusion of $P_c$ is important for a dirigible as it prevents unrealistic loitering in drift fields when a loose time goal is set. The wind vector field is a crucial addition to the energy consumption model as longitudinal winds will effect the arrival time in (4.3) and compounds the effect of applied lateral winds in (4.7). For a force equilibrium,

$$F_T = F_d = \frac{1}{2} C_d \delta_{air} A |v_{vw}|^2$$  \hspace{1cm} (4.9)

The product of the axial drag coefficient and reference area, $C_dA$, in (4.9) can be estimated in a few methods. Using the empirical method proposed by Hoerner [83], the value for this platform is 0.229. Using the procedure outlined by Jones [84], the value is 0.147. Furthermore, the value is not constant for all flight conditions, and increases with both the angle of attack and the angle sideslip. Therefore,
for the airship to hold a constant crab angle into the wind is not trivial in the perspective of energy consumption. The value predicted by Jones was used as it was developed explicitly for airships [84].

The air ballast flow rate, $Q$, is assumed to be ballast volume change, $\Delta V_b$, required to remain neutrally buoyant with a change in altitude divided by the travel time,

$$Q = \frac{\Delta V_b(n, n')}{t(n, n')} = \frac{\Delta \delta_{air}(n, n') V_v}{\delta_{air}(n) t(n, n')} \quad (4.10)$$

where $V_v$ is the envelope volume of vehicle. Substituting equations (4.3), (4.9) and (4.10) into equation (4.7) yields the complete energy objective function,

$$C_e(n, n') = \left( \frac{C_d \delta_{air} A}{2 \eta_T} |v_{vw}|^3 + P_c \right) \cdot \frac{\sigma d(n, n')}{E_c |v_{vw}||v_{vw} + \tau\|v_{ww}||} + \frac{\Delta \delta_{air}(n, n') V_v \Delta \rho(n, n')}{E_c \delta_{air}(n) \eta_{pump}} \quad (4.11)$$

Equation (4.11) is a non-linear function with respect to $v_{vw,\|}$ which makes solving for the vehicle velocity for minimum energy, $v_{oe}$, difficult. It can be solved using non-linear optimization or numerical methods but this was found to be too computationally expensive for the inner loop of the online planner. For these simulations, $v_{oe}$, was solved directly assuming that $\eta_T$ is constant and,

$$v_{vw,\|}^3 \approx v_{vw,\|}^3 + v_{vw,\perp}^3 \quad (4.12)$$

The normalizing energy constant, $E_c$, is selected to be the energy consumed traversing the longest vector between nodes at $v_{vw} = v_{v,max}$ with zero net wind (calculated to be 1.50Wh for the given platform).

Although the trajectory planner finds the optimal path based on the energy and time priorities, the vehicle’s velocity along the path also has a significant impact. When time and energy priorities have conflicting vehicle speeds, a weighted sum of both optimal speeds is used to select the speed according to,

$$v_{vw,\|}(n') = \begin{cases} \frac{W_t}{W_t + W_e} \cdot v_{ot}(n') + \frac{W_e}{W_t + W_e} \cdot v_{oe}(n') , & v_{oe} < v_{ot} \\ v_{oe} , & v_{oe} \geq v_{ot} \end{cases} \quad (4.13)$$

while satisfying the vehicle’s velocity limits of $0 < v_{vw}(n') < v_{v,max}$. If the vehicle speed for minimum energy is faster than the one for arriving on time, the vehicle speed for minimum energy is used.
4.4.3. Collision avoidance

In this model, collision avoidance refers to all types of collision risks including the terrain, restricted airspace regions, altitude limits and both static and dynamic obstacles. All types of risks are considered to have a finite minimum separation zone (MSZ) distance that forms around the centroid of obstacles. Each risk has a different MSZ distance is based on aircraft visual flight regulations or risk minimization. The collision avoidance objective cost is a repulsive field designed to strengthen exponentially as the vehicle approaches any MSZ limit. It is normalized from zero to one for normal flight conditions while operating outside any MSZ. The path planning approach presented here deals with collision avoidance from static and slow moving dynamic objects. The total collision avoidance factor at each node, \( C_a(n) \), is taken to be the maximum of three components such that,

\[
C_a(n) = \max(C_{a1}(n), C_{a2}(n), C_{a3}(n)) \tag{4.14}
\]

The terrain component, \( C_{a1} \), that is adopted is,

\[
C_{a1}(n) = \begin{cases} 
\left( \frac{MSZ_l}{d_{vl,z}} \right), & z_v > z_l \\
\infty, & z_v \leq z_l 
\end{cases} \tag{4.15}
\]

while for the pressure altitude ceiling component, \( C_{a2} \), is taken as,

\[
C_{a2}(n) = \begin{cases} 
\left( \frac{MSZ_m}{d_{vm,z}} \right), & z_v < z_m \\
\infty, & z_v \geq z_m 
\end{cases} \tag{4.16}
\]

For buildings and all other static obstacles the function component, \( C_{a3} \), is defined as,

\[
C_{a3}(n) = \begin{cases} 
\max\left( \frac{MSZ_o}{d_{vo,x}}, \frac{MSZ_o}{d_{vo,y}} \right), & (d_{vo,x}, d_{vo,y}, d_{vo,z}) > 0 \\
\frac{MSZ_o}{|d_{vo,x}, d_{vo,y}|}, & (d_{vo,x}, d_{vo,y}) > 0 \& d_{vo,z} \to 0 \\
\frac{MSZ_o}{d_{vo,z}}, & (d_{vo,x} | d_{vo,y}) \to 0 \& d_{vo,z} > 0 \\
\infty, & (d_{vo,x}, d_{vo,y}, d_{vo,z}) \to 0 
\end{cases} \tag{4.17}
\]

where \( MSZ_j \) are the predefined minimum separation zone distances, \( d_{i,j} \) are distances between the vehicle \( v \), and the terrain \( l \), altitude ceiling \( m \), and blocks of buildings \( o \), along the \( x,y,z \) axis in Cartesian coordinates. The avoidance term \( C_{a3} \) is shown graphically in Figure 4.6.

Additional \( C_a \) terms similar to equation (4.17) can be added to include no-fly zones and dynamic aerial obstacles. The planner's ability to avoid dynamic
obstacles depends on the object’s speed relative to the UAV, the frequency, range and uncertainty of the available on-board sensor information and the frequency of the re-planning process. A method to model the MSZ for dynamic obstacles that could be applied to this planner is presented by Wu et al [50].

4.5. Trajectory Planning

Once a multi-objective cost function field is formulated, the desired trajectory through the field is determined through 3D grid search techniques. A nodal list is generated based on an rectangular grid representation of 2000m×2000m×1000m with a nodal resolution of 50m×50m×10m. This resolution was chosen because it is roughly the same as 0.75 arc-sec digital elevation maps that are publicly available from GeoBase. To reduce the computational time, the connections between nodes are generated on the fly using the vector neighbor operator assigned in Figure 4.7 similar to the vector neighbors described in [50, 85]. The black arrow in Figure 4.7 represents the UAV’s direction while the gray lines represent possible UAV directions (assuming that the nodes exist and are not outside the search environment). Redundant connections are eliminated (for example, [2, 2, 2] is excluded because it is a multiple of [1, 1, 1]). Furthermore, connections that create an angle greater than the critical turning or pitching angles of the UAV are also omitted.

The field strengths for obstacles are computed using (4.15) to (4.17). The field strengths for time and energy consumption are computed on demand as they depend on the nodal approach direction, wind conditions and other flight
characteristics. The multi-objective cost function is minimized using the Dijkstra algorithm [86] and the computational time, total trip time, energy consumption and the distance to the closest obstacle along the path are recorded. This process is repeated for all the samples for each scenario. A summary of the method is shown in Figure 4.8. To implement the multi-resolution trajectory planner in practice, the procedure steps in gray are removed and step 2 would be replaced by sensory inputs and real-time WVF generation. WVF data can be recomputed frequently to capture field changes over time and should be supplemented by publicly available weather forecasts for added confidence.

4.6. Case Definitions

As mentioned in section 4.1, many planners found in literature consider only uniform WVFs or assume constant vehicle velocity paths (path planning instead of trajectory planning). It is proposed that if the trajectory planner is equipped with the variable WVF data, it will be capable of making better decisions leading to more realistic and improved results. The energy consumption model presented in (4.11) is a third order function of the vehicle velocity relative to the wind, so it is reasonable to assume that the optimal velocity will vary with wind speed. Additionally, planners found in literature that do include variable WVFs were found to have a coarse nodal resolution (>1 km) due to the sparsely spaced WVF information provided from national weather services. However, the low resolution of a planner can oversimplify weather information between nodes reducing the planning problem to the shortest straight line path in a uniform wind field case. The following four test cases are identified to illustrate the importance of having
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Figure 4.8: Simulation flow chart
a fine nodal resolution, and including both variable WVF s and variable vehicle velocities into the planning process.

**Case 1: Low spatial resolution** This case represents the situation where there is no planning between start and end nodes, or the planner has a coarse geographical resolution (2km x 2km x 1km instead of 50m x 50m x 50m). The cost function (4.1) is modified to \( C(n, n') = d_r(n') + W_a \cdot C_a(n, n') \). The planner constructs the shortest straight line trajectory between start and end nodes while still obeying vehicle constraints and avoiding known obstacles. The vehicle will however be equipped with the knowledge of the variable WVF and adjust velocity along the straight line path as normal.

**Case 2: Constant velocity** The planner will plan a path instead of a trajectory. The optimal velocity equation (4.13) is ignored and the vehicle velocity is held at a constant value throughout the planning process. The velocity value is equal to the distance between the start and goal nodes divided by the goal time. The vehicle will be equipped with the knowledge of the variable WVF and adjust the path according to the cost function as normal.

**Case 3: Uniform WVF** The planner is unaware of the WVF during the planning process and instead plans based on a constant and uniform WVF. The magnitude and direction of the uniform WVF is determined by the seed value of the variable WVF generation (i.e. average bulk flow direction and magnitude at all nodes). The vehicle will adjust both the vehicle velocity and path as originally intended.

**Case 4: Purposed complete planner** The full trajectory planner is applied as outlined in section 4.4. The planner is aware of the WVF during the planning process and optimizes both the vehicle velocity and path.

### 4.7. Results

The relative performance of the complete multi-objective trajectory planner proposed was studied through the comparison to each other planning case. Each of the four test cases were simulated in the same one hundred flight test environments. The DEM (terrain) for the test environments was generated based on statistical data from the real DEM of Vancouver, BC, Canada which is publicly available on GeoBase [87]. City blocks of buildings were then randomly added to the terrain and their placement was dependent on the grade of the topography. Producing geometrically accurate representations of a real world location was chosen over
Table 4.2.: Seed values for terrain generation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean altitude</td>
<td>600 m</td>
</tr>
<tr>
<td>Altitude standard deviation</td>
<td>600 m</td>
</tr>
<tr>
<td>Water table altitude</td>
<td>0 m</td>
</tr>
<tr>
<td>Mean grade</td>
<td>18.4 %</td>
</tr>
<tr>
<td>Max grade</td>
<td>306 %</td>
</tr>
<tr>
<td>Average number of blocks</td>
<td>20</td>
</tr>
<tr>
<td>Min block height</td>
<td>15 m</td>
</tr>
<tr>
<td>Max block height</td>
<td>200 m</td>
</tr>
<tr>
<td>Block length</td>
<td>100 m</td>
</tr>
</tbody>
</table>

Table 4.3.: WindStation 4.0.1 field generation input parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface roughness</td>
<td>2 m</td>
</tr>
<tr>
<td>Turbulence Model</td>
<td>k-epsilon</td>
</tr>
<tr>
<td>Max residual</td>
<td>$1 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

using samples from DEMs directly for this simulation since it reduced the memory required to store many different locations and provided infinite geographic combinations for probabilistic sampling. The terrains were randomly populated according to the seed variables typical of Vancouver which can be found in Table 4.2.

For each terrain, a 3D WVF was generated using the CFD software WindStation. The WVF was computed based on one wind vector seed and populates the entire control volume based on the interaction with terrain and building topography. The wind seed direction was a uniformly random integer between $0^\circ$ and $359^\circ$. The wind seed magnitudes were produced based on the approximation that wind magnitude follows a Weibull probability density function [88] with a shape value of 2 and a scale of $\mu_w/0.89$, where the mean wind velocity $\mu_w$, for Vancouver is 3.61 m/s (averaged annually) [89]. The WVF resolution was set equal to the terrain’s nodal resolution of 50m to negate any computational time required for interpolation between nodes. Pertinent software parameters that were selected for the WVF generation are listed in Table 4.3.

A trajectory was considered to have converged to a feasible solution if the planner finds an obstacle-free path that connects the start and end nodes and that satisfies the condition, $t < \infty$. If the trajectory selected had a magnitude of wind ($|v_{w,\perp} + v_{w,\parallel}|$) that is higher than the vehicle velocity along its length, then that trajectory is considered to have failed. If the planner cannot find a solution, such as when strong opposing wind vectors form a planar barrier that cannot be over-
Figure 4.9.: Typical planned trajectory in a simulated city landscape showing WVF magnitude cross sections. Please refer to the full color PDF.

taken, then those solutions also do not converge. Trajectories were planned on a node to node basis (online planning) using the WVF data generated, however, it is not realistic to assume that this data is perfect. Therefore, stochastic (gust) wind was added to the steady field that the trajectory planner did not account for. The gust wind component was applied through the Dryden filter. If the total wind exceeded the vehicle velocity after planning the trajectory, the trajectory also did not converged to a feasible solution. Trajectories that do not meet the time goal are still considered to converge to a feasible solution but perform poorly due to their undesirably late arrival.

The three weights defined in the cost function (4.1) were all selected to be equal to $\frac{1}{3}$. The goal time $t_g$, is set to 300s and the maximum vehicle velocity is set to $12 \frac{m}{s}$. Separate trajectories were produced for each case scenario and for each flight environment. Four performance criteria that were distinguished are the convergence rate, the average computational time, the average flight time, and the average energy consumption. Important note: only the results from the test environments that all four cases had produced a feasible trajectory for were considered for the averages (44/100). Figure 4.9 shows a typical environment with the planned trajectory for each case and cross sections of the variable WVF. Wind
Table 4.4: Performance comparison between trajectories planned for the four test cases

<table>
<thead>
<tr>
<th>Case</th>
<th>Convergence (%)</th>
<th>Avg. computation time (s)</th>
<th>Avg. flight time (s)</th>
<th>Avg. energy consumption (Wh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>57</td>
<td>15.2</td>
<td>388.9</td>
<td>181.7</td>
</tr>
<tr>
<td>4</td>
<td>94</td>
<td>41.7</td>
<td>206.9</td>
<td>43.9</td>
</tr>
<tr>
<td>Change</td>
<td>+64.9%</td>
<td>+173.9%</td>
<td>-46.8%</td>
<td>-75.8%</td>
</tr>
</tbody>
</table>

(a) Impact of nodal resolution

<table>
<thead>
<tr>
<th>Case</th>
<th>Convergence (%)</th>
<th>Avg. computation time (s)</th>
<th>Avg. flight time (s)</th>
<th>Avg. energy consumption (Wh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>74</td>
<td>43.6</td>
<td>325.2</td>
<td>94.0</td>
</tr>
<tr>
<td>4</td>
<td>94</td>
<td>41.7</td>
<td>206.9</td>
<td>43.9</td>
</tr>
<tr>
<td>Change</td>
<td>+27.0%</td>
<td>-4.2%</td>
<td>-36.4%</td>
<td>-53.3%</td>
</tr>
</tbody>
</table>

(b) Impact of path planning versus trajectory planning

<table>
<thead>
<tr>
<th>Case</th>
<th>Convergence (%)</th>
<th>Avg. computation time (s)</th>
<th>Avg. flight time (s)</th>
<th>Avg. energy consumption (Wh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>83</td>
<td>44.4</td>
<td>185.2</td>
<td>114.8</td>
</tr>
<tr>
<td>4</td>
<td>94</td>
<td>41.7</td>
<td>206.9</td>
<td>43.9</td>
</tr>
<tr>
<td>Change</td>
<td>+13.3%</td>
<td>-6.0%</td>
<td>+11.7%</td>
<td>-61.8%</td>
</tr>
</tbody>
</table>

(c) Impact of fixed versus variable WVF

seed direction in the example is approximately along the vector [-0.707, 0.707, 0] with a magnitude of 3.25m/s. A comparison of the summarized results from the 100 trials is shown in Table 4.4.

4.8. Discussion

There are several meaningful conclusions that can be drawn from the differential results of the cases described in section 4.5.

Comparison #1: Impact of nodal resolution

The first comparison shown in Table 4.5a, illustrates the impact of using a low resolution grid (2km x 2km x 1km) versus high resolution (50m x 50m x 10m) grid for trajectory planning. The high resolution trajectory planner converged to a
valid solution 94/100 times while the low resolution version only converged 57/100 times. The convergence rate for the shortest straight line case is understandably low since the vehicle has limited on-board power and the number of passable nodes are limited. Clearly, linearly interpolating coarse grid data can create potential issues for flight paths for small UAVs. Furthermore, the energy computation for the low resolution case for the trajectories that did converge was over 4 times higher than the high resolution version. Since the shortest straight line trajectory is used between the start and end nodes, the path planner cannot adapt or optimize its trajectory for local wind fields and thus must waste energy to overcome them. There is a significant decrease in computational time for the shortest straight line case which is caused by many of the potential trajectory options being naturally eliminated when optimizing for the shortest distance instead of minimum time and/or energy. However, the computational time for both cases is still only a fraction of the predicted flight time. It should also be emphasized that refining the grid resolution for any trajectory planner is not a trivial operation. Many search algorithms are too computationally expensive at such high resolutions. Also, some model assumptions such as negligible reorientation between nodes, begin to lose validity.

Comparison #2: Impact of path planning versus trajectory planning

The second comparison shown in Table 4.5b, illustrates the impact of using a constant vehicle velocity versus a planned variable velocity. The paths generated by ignoring the optimization of velocity were generally spatially similar to the complete trajectory planner. The constant velocity planner converged 20 less times due to the inability to overcome stronger lateral and head winds. Excluding velocity in the path planning process also excludes the option of planning the time the UAV will be in a given wind field. To fully optimize energy consumption, it is desirable to remain in tail winds for a longer period of time (by reducing airspeed) and passing through strong lateral and head winds quickly. A case study was conducted to highlight the function selecting vehicle velocity to minimize the energy consumption defined in equation 4.11. Consider the vehicle flying horizontally over a straight line distance of 100m, with varying amounts of parallel and perpendicular wind components, $-10 \frac{m}{s} \leq v_{vw,||} \leq 5 \frac{m}{s}$ and $v_{vw,\perp} = 0, 3, 6 \frac{m}{s}$, respectively. If these wind components are known, the vehicle velocity, $v_p$, can be chosen to minimize energy which is shown by the white line on each surface in Figure 4.10. Clearly, since the line in each graph is not linear, the desired vehicle velocity for minimal energy consumption is not constant and should be included in
Figure 4.10.: Energy map for various lateral wind speeds

(a) $v_{uw,\perp} = 0 \frac{m}{s}$

(b) $v_{uw,\perp} = 3 \frac{m}{s}$

(c) $v_{uw,\perp} = 6 \frac{m}{s}$
the planning process. Also notice that the optimal vehicle velocity never reaches \(0 \frac{m}{s}\) even in the presence of a pure tail wind because there is a non-negligible constant energy being consumed by the on-board electronics (camera, computer, telemetry, etc.).

**Comparison #3: Impact of fixed versus variable WVF**

The third comparison shown in Table 4.5c, illustrates the impact of the planner incorporating a fixed WVF or a spatially variable WVF into the planning process. The trajectories generated from the fixed WVF case were similar to the low resolution case, and they tended to take the shortest straight line to the goal node. Since the WVF was assumed to be uniform, the UAV would climb into higher magnitude wind speeds with considerable cost to energy consumption (2.6 times increase). The uniform WVF case converged less often due to the lack of awareness and planning for stronger head winds. When the trajectories did converge, they tended to be slightly faster (21.7s) than the complete planner version. However, noting the standard deviation in flight times for cases 3 and 4 to be 135s and 74s, respectively, the fixed WVF case arrives less predictably.

**Additional comments**

In addition to the comparisons between each case and the complete planner, several other general comments that can be made about the design of the trajectory planner. The energy consumed by trajectories generated by the complete trajectory planner using a variable trajectory and variable WVF data (case 4) was found to be at least 50% lower on average than any other case over all scenarios simulated. Figure 4.11 shows the average energy consumed for each case with a 95% confidence interval. The improvement in performance between the purposed planner and the other cases considering only 2 of the 3 key factors is greater than the error in performance caused by the random gust wind component. Therefore, the inclusion of all three key factors to UAV trajectory planning can be considered a significant improvement.

Furthermore, the proposed trajectory planner has a consistently higher convergence rate than any other case considering only 2 of the 3 key factors. The limited flight speed for small scale UAVs (12 \(\frac{mp}{s}\) for this airship prototype) impose severe path restrictions and even impassible regions in upper altitude flight where wind magnitudes can be higher. The inability to adapt the path or vehicle velocity to avoid these conditions has been shown to reduce the feasibility of the trajectories that are produced.
The maximum computational time for the complete planner was 78 seconds. It is worth noting that the WVF s were loaded from a calculated a priori database in this work, so to include variable WVF s data using CFD computations in the physical UAV, there would be an increase in computational time. However, it was observed that the WVF s for these trials were calculated in 60 seconds, on average, and never more than 90 seconds using WindStation version 4.0.1\(^1\). The resulting total computational time to calculate the CFD WVF plus the trajectory over the 2km x 2km x 1km control volume would still be only a fraction of the predicted flight time to traverse the trajectory. Since the trajectories can be planned faster than they can be followed, it is reasonable to assume this trajectory planner could be used online. Depending on the desired resolution and on-board processing capabilities, it is foreseeable to include variable WVF generation into the replanning process thus incorporating time-varying flow fields. CFD generated WVF data could also be fused with national weather service predictions (when available) for added certainty.

The UAV attempts to arrive to the goal node before the goal time by adjusting both the path in (4.4) and adjusting the vehicle speed in (4.5). This redundancy leads to a conservative trajectory planning approach. Based on the one-to-one weight ratio of time and energy, the trajectory planner’s ability to arrive at the goal node on time for cases 1 through 4 was 53.2%, 53.2%, 87.2%, and 91.5%, respectively. In addition, Case 4 arrived 32.5% earlier than expected, on average. If the weight for time is reduced, the arrival time will follow the goal time more closely. The average additional time due to reorientation of the UAV was roughly 1.5% per trial for all scenarios that converged. Therefore, the idealized

\(^1\)The simulation was performed in Matlab R2010B using an Intel Core 2 Duo 2.80 GHz CPU with 4 GB of RAM.
reorientation of Figure 4.5 is relevant to this UAV platform.

The trajectory planner uses wind speed and direction to optimize the vehicle velocity and path. As an example, this means penalizing the area circled in a solid line and rewarding to the area circled in a dashed line in Figure 4.12a. Turbulence flows persist long into the wake of the disturbance and, although the intensity is a low percentage, it may have a detrimental effect on the flight performance. The software generated WVF s also produces the turbulence intensity fields, shown in Figure 4.12b, which could readily be incorporated into the objectives in the cost function. However, experimental flight data is required to fully realize the impact of turbulence intensity on flight performance and to properly utilize the turbulence data for trajectory planning.

Although this trajectory planner is developed based on an airship UAV, it could be extended to cover a variety of different platforms by redeveloping the energy consumption model from Section 4.4.2 and modifying the differential constraints in Section 4.5.
4.9. Chapter Summary

In this chapter, a wavefront expansion trajectory planner is proposed for a dirigible UAV incorporating a novel multi-objective function to be applied in large, highly realistic, 3D environments with variable WVFIs. The proposed trajectory planner is simulated over a variety of flight conditions and multiple test environments. Recommendations are made to implement the trajectory planner on the physical platform. The inclusion of CFD generated, three dimensional, variable WVF data yielded significant improvements in trajectory feasibility and minimum energy consumption when compared to using uniform WVF information.

Although (4.11) encompasses many of the factors contributing to the energy consumption, it is still not complete. The aerodynamic drag on the vehicle is not constant for all flight conditions. Also, various degrees of stabilization are often required to maintain a UAV on a given trajectory which are not accounted for in this equation. Errors due to this stabilization effort will increase when trajectory aggressiveness increases (i.e. small t_g). Applying a trajectory following controller with the complete non-linear dynamic model will help validate the realism of the generated trajectories and will provide a more accurate prediction of the travel time and energy consumed.
5. Dynamic Modelling and Flight Control

This chapter details the development and simulation of the airship dynamics and trajectory following control. The unmanned airship mechanistic non-linear dynamic model is derived use the Newton-Euler method to evaluate two different types of trajectory following controllers. The control effort and tracking error results from the controllers are then used to validate both the feasibility and fuel economy of the trajectories generated by the planning algorithm described in Chapter 4. This work is also a necessary step towards realizing the autonomous hybrid airship platform since each controller is platform specific.

The chapter is organized as follows; first a literature review on airship dynamic models and trajectory tracking controllers is presented in section 5.1. Then, the development of the dynamic model is presented with relevant changes to the conventional model in section 5.2 and the control theory for both PID and backstepping control are developed with considerations made for actuator saturation and error coupling in section 5.3. Finally, the controllers are simulated and the results are discussed in section 5.6.

5.1. Literature Review

The literature review for this chapter is divided into two parts: Airship dynamic models and autonomous low-level flight control strategies.

5.1.1. Airship dynamic models

Gomes presented the first known non-linear dynamic model for an airship derived based on a Newton-Euler approach which has become an essential starting point for other future research [90]. A common practice is to decouple this model into longitudinal and lateral motion and linearize it about a trimmed flight condition. An analysis of the small perturbations of these equations of motions was constructed by Cook [91] and was used to determine the six visible stability modes common of modern airship flight [19,92]. Based on step inputs of each control
action, the magnitude of the responses were small and the settling time was in the order of a minute. The sluggish response suggests the control actions are under-powered [19]. However, the airship is quite stable in both longitudinal and lateral directions due to its natural pendulum stabilizing moments and large virtual mass and inertia. Although the linearized model can predict how the airship will behave in steady state conditions at trimmed flight velocities it is not valid for all flight regimes. Therefore, only the complete non-linear equations of motion will be considered here.

As an alternative to the Newton-Euler approach, some literature also derives the system dynamics based on a Euler-Lagrangian approach [93–95]. This approach is based on combining kinetic and potential energy terms into the equation of conservation of momentum. However, both approaches consist of summing the forces applied to the vehicle.

There is a significant amount of literature that investigate modelling assumptions and present improvements to address shortcomings. One of these shortcomings is the requirement of experimental wind tunnel testing for each airship type to determine aerodynamic coefficients which can be lengthy and expensive. There has been several attempts to overcome this issue. Separate works from Mueller et al. and Ashraf et al. presented alternative methods to system identification using geometric data that can be used to model all airship types and sizes [96, 97]. Yongmei et al. avoided the need for experimental wind tunnel tests by applying an adaptive control law to correct for any discrepancies in airship parameter values [98].

Mass compensation is frequently neglected in small-scale airships, however, the required mass of fuel for long endurance flights is a large fraction of the airship’s overall mass (up to 25% for the airship prototype). Waishel et al. have simulated that time-varying mass can have a significant impact on system behaviour and control requirements and that a constant mass assumption is insufficient without mass compensation system [99].

In Gomes’ model, air ballasts (also referred to as ballonets) are assumed to be set for the desired altitude and held constant [90]. In reality, ballonets can vary the mass of the airship and their motion relative to the hull, known as sloshing, can contribute to the airship dynamics [100, 101]. Cai et al. presented a dynamic model for ballonets derived by Newton-Euler laws and Kirchhoff’s equations [101]. The model also considers coupling between the ballasts and the airship body. However, steps to implement the model into a controller are not considered. Wu et al. presented an LQR linear feedback controller to propel a high altitude airship through buoyancy forces alone [102]. The unconventional model uses two ballonets and control is performed through a moving internal ballast (no thrusters).
Another consideration that has been studied but is not included here is the concept of structural flexibility. As an airship’s hull is considered to be non-rigid, it will deform due to aerodynamic forces which will affect the dynamics. Bessert et al. presented a method to compensate lift coefficients for different types of common deformations [103]. Lateral bending forces caused by the vertical tail fins were observed to be the main source of deformation. Bennaceur et al. presented a model that allows for aeroelastic deformations that is based on the Euler-Lagrange approach [104]. The work also computed the differences in the added (virtual) mass terms for rigid-body and flexible airships. The authors concluded that the impact of flexibility in the dynamic model should not be neglected.

Along the same lines, the computation of the virtual mass and inertia has been approached from different directions. When any object accelerates through a fluid, the displaced fluid adds to the object’s effective mass and inertia. These virtual mass and inertia terms are typically neglected for heavier than air aircraft. However, for a neutrally buoyant airship, virtual mass and inertia terms can be as large as the airship’s own mass and inertia [105]. In Gomes’ model, these terms are scaled based on empirical wind tunnel data [90]. Atkinson et al. presented an alternative to attaching virtual mass and inertia terms by allowing additional degrees of freedom to the displaced air through added acceleration coefficients [106]. Wang et al. presented a numerical method to calculate them based on CFD analysis which is compared to the theoretical Hess-Smith panel method [107].

Li et al. presented a detailed and comprehensive literature review of these considerations including experimental studies, analytical models and computational fluid dynamics (CFD) methods [100].

5.1.2. Trajectory tracking controllers

The basic definition of autonomy is to have the ability to self govern. In UAVs and other robotic devices, autonomy can be subdivided into levels from zero (remote control) to ten (full autonomy) based on mission complexity, environmental difficulty and robot-human interaction [108]. More generally, autonomy can be categorized into three levels: organization, coordination and execution [109]. The organization level involves swarm coordination and high level learning capabilities, and is outside the scope of this research. The coordination level, as described in the previous chapter, provides the UAV with the ability to combine sensor inputs for improved accuracy, plan and re-plan trajectories in 3D and has some ability to deal with uncertainties that arise. The execution level provides a UAV with the minimum requirements to manipulate all of its actuators and follow a given trajectory within an acceptable error. The execution level (also known as autopilots) is a
heavily researched field in UAVs including airships. There exist numerous control methods that have been applied to the airship trajectory tracking problem such as PID [96, 110–112], gain scheduling [94, 113, 114], dynamic inversion [115, 116], backstepping [117–124], model predictive [125], sliding mode [126, 127] and reinforcement learning control [128]. Both Liu et al. and Potdaar et al. presented detailed summaries and explanations of the low level control methods used for autonomous airships [129, 130]. Assuming that the trajectories generated by the planner are both feasible and near optimal, higher levels of advanced control (such as adaptive or reinforcement learning control methods) may not be necessary for trajectory tracking and are not investigated here. Two methods that are commonly chosen for trajectory tracking are PID and backstepping.

PID is the traditional control strategy which can be easily implemented and is considered here as a minimum standard. Since it is a linear and symmetric feedback system, it is expected to have difficulty with the highly non-linear dynamic system. Mueller et al. presented a set of separate PID controllers to independently stabilize each trajectory tracking error of an airship [96]. The controllers were simulated with various step inputs and shown to be stable for a range of vehicle speeds in a wind free environment. Elbes et al. presented experimental PI execution level controls for altitude, pitch and yaw of an airship used for planetary exploration [111]. The tracking performance was satisfactory, however, the authors admit that the control type was chosen because of its quick implementation to gain autonomous field test experience and that more robust and precise controllers were being investigated.

Backstepping, on the other hand, uses Control Lyapunov Functions (CLF) which are based on the dynamic model inversion and has been proven to offer robustness in the presence of parametric uncertainties [120]. Backstepping has also been proven to solve under actuated systems and can provide asymptotically stable solution to airship path tracking [118, 119, 123, 131].

Hygounenc et al. presented backstepping-based subcontrollers for each airship flight regime (takeoff, trimmed flight, landing) [121]. The model relies on the decoupling of longitudinal and lateral motion and is linearized during trimmed flight conditions. Simulations show the airship transition between flight regimes in a wind free environment.

Kahale et al. presented a Lyapunov function based controller for path tracking of an airship in the presence of unknown wind gusts [117]. Although the performance results prove to be stable, it is only kinematically modelled and is missing several physical constraints such as actuator saturation.

A recent paper presented by Liesk et al. uses a combined backstepping/Lyapunov method to control a fin-less airship and is validated with experimental testing [122].
Separate controllers were developed for three of the vehicle's degrees of freedom. Unfortunately, the control law is developed for a unconventional actuator orientation (4 vertical thrusters) and is not easily comparable to conventional airships.

The closest related work is by Azinheira et al., who presented a backstepping controller for realistic path tracking of an underactuated airship [123]. The controller tracks trajectories in 3D and accounts for wind (constant and gust), actuator saturation and underactuation constraints. The trajectories included portions of several flight regimes such as hovering, ascent and trimmed flight. However, their airship model consists of conventional airship actuators (thrust vectoring and aerodynamic control surfaces) with no mass compensation or quantitative assessment of energy consumption needed for long endurance.

5.2. Airship Dynamic Model Development

In order to apply trajectory tracking control strategies, a complete dynamic mechanistic model of the airship is needed based on the physical characteristics of the prototype platform as well as empirical coefficients derived from similar airship designs. The model presented by Gomes is still commonly used today. Not found in the work of Gomes is the concept of modeling and parametric uncertainty which are important to ensure controller robustness considering some aspects of the model are scaled from empirical relationships. The second modification to the Gomes model is the adaptation to the input state matrix and control vectors to suit the unique configuration of the UAV prototype. This section also develops modifications to include rotational aerodynamic damping to further improve the reliability and theoretical accuracy of the model at low flight speeds.

The model's reference system is shown in Figure 5.1 and its equation of motion is defined as,

\[
M \ddot{x}_v + D(\dot{x}_v) = A(\dot{x}_v) + G(T) + E + U
\]  

(5.1)

Where,

- \( M \) is the 6x6 mass matrix
- \( D \) is the 6x1 dynamics vector
- \( A \) is the 6x1 aerodynamic vector
- \( G \) is the 6x1 gravitational and buoyancy vector
- \( E \) is the 6x1 model uncertainty vector
- $\mathbf{U}$ is the 6x1 input force vector
- $\mathbf{x}_v$ is the 6x1 state vector
- $\mathbf{R}_4$ is the 3x3 rotation matrix

The vehicle has 6 DOF, three linear and three angular, which are defined in the vehicle (body) frame. The state convention is written as

**Positions:** $\mathbf{x} = \begin{bmatrix} x & y & z & \phi & \theta & \psi \end{bmatrix}^T$, where $x$, $y$, and $z$ are Cartesian coordinates and $\phi$, $\theta$, and $\psi$ are Euler angles corresponding to roll, pitch and yaw, respectively.

**Velocities:** $\dot{\mathbf{x}} = \begin{bmatrix} \nu & \omega \end{bmatrix}^T = \begin{bmatrix} \dot{x} & \dot{y} & \dot{z} & \dot{\phi} & \dot{\theta} & \dot{\psi} \end{bmatrix}^T$, where the components of $\dot{\mathbf{x}}$ are the rates of change of the previous vector.

**Reference frames:** Both the position and the velocity vectors can be defined in either the earth or vehicle reference frames which have the subscripts $g$ and $v$, respectively. In some instances, the repetitive vehicle frame subscripts have been removed for clarity.

**Forces and moments:** $\mathbf{F} = \begin{bmatrix} X & Y & Z & L & M & N \end{bmatrix}^T$, where $X$, $Y$, and $Z$ are forces along $x$, $y$, and $z$ and $L$, $M$, and $N$ are roll, pitch and yaw moments, respectively.

The complete nomenclature for the remainder of this chapter can be found in Appendix C.
5.2.1. Inertia matrix

After applying simplifications due to vehicle symmetry, the mass matrix is given by,

\[
M = \begin{bmatrix}
    M_a & -md_{CG}^T \\
    md_{CG} & J_a
\end{bmatrix} = \begin{bmatrix}
    m_x & 0 & 0 & 0 & md_{m,z} & 0 \\
    0 & m_y & 0 & -md_{m,z} & 0 & md_{m,x} \\
    0 & 0 & m_z & 0 & -md_{m,x} & 0 \\
    0 & -md_{m,z} & 0 & J_x & 0 & -J_{xz} \\
    md_{m,z} & 0 & -md_{m,x} & 0 & J_y & 0 \\
    0 & md_{m,x} & 0 & -J_{xz} & 0 & J_z
\end{bmatrix}
\]  

(5.2)

where \(d_{CG}\), is a skew symmetric matrix containing distances between the CV and CM,

\[
d_{CG} = \begin{bmatrix}
    0 & -d_{m,z} & 0 \\
    d_{m,z} & 0 & -d_{m,x} \\
    0 & d_{m,x} & 0
\end{bmatrix}
\]  

(5.3)

and \(M_a\) and \(J_a\) are the added mass and added inertia matrices with terms,

\[
m_x = (1 + k_1) m \quad (5.4)
\]
\[
m_y = m_z = (1 + k_2) m \quad (5.5)
\]
\[
J_x = I_x (1 + \sigma_1) \quad (5.6)
\]
\[
J_y = I_y (1 + k') (1 + \sigma_1) \quad (5.7)
\]
\[
J_z = I_z (1 + k') (1 + \sigma_1) \quad (5.8)
\]
\[
J_{xz} = I_{xz} (1 + \sigma_1) \quad (5.9)
\]

The masses and inertias in the mass matrix are found based on the dimensions of the airship in the computer-aided drafting program SolidWorks, while virtual masses terms \(k_1, k_2,\) and \(k'\) above are approximated using the works of Lamb [105] and Munk [132]. The moments of inertia and product of inertia are known to have considerable error [98]. The uniformly distributed random percentage, \(\sigma_1\), was added to model this parametric uncertainty which has a bilateral symmetry threshold of 30%. All other terms, such as off diagonal virtual terms, are typically assumed to be negligible and have been removed for clarity. Table 5.1 shows a summary of the physical characteristics of the airship platform.
Table 5.1.: Airship prototype characteristics

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>Airship mass</td>
<td>14.68</td>
<td>kg</td>
</tr>
<tr>
<td>$V$</td>
<td>Airship volume</td>
<td>12</td>
<td>m$^3$</td>
</tr>
<tr>
<td>$l_{v,z}$</td>
<td>Airship diameter</td>
<td>1.868</td>
<td>m</td>
</tr>
<tr>
<td>$l_{v,x}$</td>
<td>Airship length</td>
<td>6.541</td>
<td>m</td>
</tr>
<tr>
<td>$d_{m,z}$</td>
<td>Distance between CM and CV along Z</td>
<td>0.540</td>
<td>m</td>
</tr>
<tr>
<td>$d_{m,x}$</td>
<td>Distance between CM and CV along X</td>
<td>0</td>
<td>m</td>
</tr>
<tr>
<td>$d_{b,z}$</td>
<td>Distance between the ballonets and CV along Z</td>
<td>2.000</td>
<td>m</td>
</tr>
<tr>
<td>$d_{b,x}$</td>
<td>Distance between the ballonets and CV along X</td>
<td>0.500</td>
<td>m</td>
</tr>
<tr>
<td>$I_x$</td>
<td>Moment of inertia about OX</td>
<td>9.65</td>
<td>m$^2$kg</td>
</tr>
<tr>
<td>$I_y$</td>
<td>Moment of inertia about OY</td>
<td>142.76</td>
<td>m$^2$kg</td>
</tr>
<tr>
<td>$I_z$</td>
<td>Moment of inertia about OZ</td>
<td>147.59</td>
<td>m$^2$kg</td>
</tr>
<tr>
<td>$I_{xx}$</td>
<td>Product of inertia about OY</td>
<td>-3.94</td>
<td>m$^2$kg</td>
</tr>
<tr>
<td>$k_1$</td>
<td>Lamb’s inertia ratio along OX</td>
<td>0.1069</td>
<td>-</td>
</tr>
<tr>
<td>$k_2$</td>
<td>Lamb’s inertia ratio along OY or OZ</td>
<td>0.8239</td>
<td>-</td>
</tr>
<tr>
<td>$k'$</td>
<td>Lamb’s inertia ratio about OY or OZ</td>
<td>0.5155</td>
<td>-</td>
</tr>
</tbody>
</table>

5.2.2. Dynamics vector

The vehicle dynamics vector is given by,

$$
\mathbf{D} = \begin{bmatrix} D_X & D_Y & D_Z & D_L & D_M & D_N \end{bmatrix}^T = \begin{bmatrix} \omega \times \mathbf{M}_a \nu - m \omega \times (\omega \times \mathbf{r}_{CG}) \\ (\omega \times \mathbf{J}_a \omega) + m \mathbf{r}_{CG} \times (\omega \times \mathbf{v}) \end{bmatrix}
$$

(5.10)

where the axis convention is defined in Figure 5.1. The forces and moments in equation (5.10) are derived based on Newton’s laws for rigid body motion about the CV in the body frame. These equations consist of both centrifugal $(\omega \times \mathbf{M}_a \nu_{CG})$ and Coriolis $(\omega \times \mathbf{J}_a \omega)$ components which are a function of the linear and angular velocities of the vehicle, $\nu = \begin{bmatrix} \dot{x} & \dot{y} & \dot{z} \end{bmatrix}^T$ and $\omega = \begin{bmatrix} \dot{\phi} & \dot{\theta} & \dot{\psi} \end{bmatrix}^T$, respectively. Since the centre of rotation is considered to be offset from the centre of mass, the velocity used for these components be modified according to $\nu = \nu_{CG} + \omega \times \mathbf{r}_{CG}$ where $\mathbf{r}_{CG} = \begin{bmatrix} d_{m,x} & 0 & d_{m,z} \end{bmatrix}^T$. Written in component form, the dynamics vector becomes,

$$
D_X = m_z \dot{\theta} - m_y \dot{\psi} \dot{y} + m \left( d_{m,z} \dot{\theta}^2 + \dot{\psi}^2 - d_{m,z} \dot{\theta} \dot{\psi} \right) \quad (5.11)
$$

$$
D_Y = m_x \dot{\psi} - m_z \dot{\theta} \dot{z} - m \left( d_{m,x} \dot{\psi} \dot{\theta} + d_{m,z} \dot{\psi} \dot{\theta} \right) \quad (5.12)
$$

$$
D_Z = m_y \dot{\psi} \dot{\phi} - m_x \dot{\theta} \dot{x} + m \left( d_{m,z} \dot{\theta}^2 + \dot{\phi}^2 - d_{m,z} \dot{\theta} \dot{\phi} \right) \quad (5.13)
$$
\[ D_L = (J_z - J_y) \dot{\psi} - J_{xz} \dot{\phi} \theta + m d_{m,z} \left( \phi \dot{z} - \dot{x} \psi \right) \]  
\[ (5.14) \]
\[ D_M = (J_x - J_z) \dot{\psi} + J_{xz} \left( \dot{\phi}^2 - \dot{\psi}^2 \right) + m \left( d_{m,z} \left[ \dot{z} \theta - \dot{\psi} \dot{y} \right] + d_{m,x} \left[ \dot{\theta} \dot{x} - \dot{\psi} \dot{\phi} \right] \right) \]  
\[ (5.15) \]
\[ D_N = (J_y - J_x) \dot{\theta} + J_{xz} \dot{\theta} \dot{\phi} + m d_{m,x} \left( \dot{x} \psi - \dot{\phi} \dot{z} \right) \]  
\[ (5.16) \]

5.2.3. Aerodynamics vector

The aerodynamics vector acts to dampen linear and rotational rates of change in the vehicle. The coefficients within the aerodynamic terms are determined through wind tunnel testing that result in figures of non-dimensional and steady-state, lift, drag, and rotational stability derivative coefficients. As mentioned previously, one of the shortcomings of the model is the requirement of experimental wind tunnel testing for each airship type which can be lengthy and expensive. The vector presented here is an adaptation of the work of Mueller et al. who presented an alternative method to system identification using airship geometry [96].

One interesting note is that many non-linear equations of motion presented in literature use aerodynamic models that are linear combination of terms containing angle of attack \( \alpha \), angle of sideslip, \( \beta \), and control surface deflections (if applicable), all of which are multiplied by the square of the trimmed vehicle velocity, \( \upsilon_o \) [19, 84, 90, 96, 97]. This assumes that rotational rates only effect the aerodynamic forces indirectly through induced angles of attack or sideslip. These models can be adequate for medium to high speed flight with light (or no) disturbances. A major flaw with this approach is that aerodynamic damping is reduced asymptotically with relative vehicle speed. Gomes was one of the first to present rotational pitch and yaw damping terms to the model [90]. Unfortunately, the terms are also a product of the forward airspeed and have no effect at hover. The work also ignores roll dampening. Ashraf et al. presented a model with rotational dampening terms but incorrectly formulated the moments by multiplying by the dynamic pressure twice resulting in them being overly conservative [97]. The model also neglects hulls effects which are on the same order of magnitude as the fins.

This research incorporates the aerodynamic model derived based on the work of both Jones and Mueller [84, 96] with additional rotational dampening added. The aerodynamic vector is given by,

\[ \mathbf{A} = \begin{bmatrix} A_X & A_Y & A_Z & A_L & A_M & A_N \end{bmatrix}^T \]  
\[ (5.17) \]

where the axis convention is defined in Figure 5.1. Each term is defined as,
\[ A_X = \hat{P} \left[ C_{X1} \cos^2 \alpha \cos^2 \beta + C_{X2} \sin (2\alpha) \sin \left( \frac{\alpha}{2} \right) \right] \quad (5.18) \]

\[ A_Y = \hat{P} \left[ C_{Y1} \cos \left( \frac{\beta}{2} \right) \cos (2\beta) + C_{Y2} \sin (2\beta) + C_{Y3} \sin \beta \sin |\beta| \right] \quad (5.19) \]

\[ A_Z = \hat{P} \left[ C_{Z1} \cos \left( \frac{\alpha}{2} \right) \cos (2\alpha) + C_{Z2} \sin (2\alpha) + C_{Z3} \sin \alpha \sin |\alpha| \right] \quad (5.20) \]

\[ A_L = \hat{P} \left[ C_{L1} \sin \beta \sin |\beta| \right] + \frac{1}{2} \rho_a C_{L2} \left| \dot{\psi} \right| \quad (5.21) \]

\[ A_M = \hat{P} \left[ C_{M1} \cos \left( \frac{\alpha}{2} \right) \sin (2\alpha) + C_{M2} \sin (2\alpha) + C_{M3} \sin \alpha \sin |\alpha| \right] + \frac{1}{2} \rho_a C_{M4} \left| \dot{\theta} \right| \quad (5.22) \]

\[ A_N = \hat{P} \left[ C_{N1} \cos \left( \frac{\beta}{2} \right) \sin (2\beta) + C_{N2} \sin (2\beta) + C_{N3} \sin \beta \sin |\beta| \right] + \frac{1}{2} \rho_a C_{N4} \left| \dot{\psi} \right| \quad (5.23) \]

where the steady state dynamic pressure is defined as \( \hat{P} = \frac{1}{2} \rho_a v_0^2 \) and the angles of attack and side slip relative to the air are defined as \( \alpha = \arctan \left( \frac{\dot{z}}{\dot{x}} \right) \) and \( \beta = \arcsin \left( \frac{\dot{y}}{\sqrt{\dot{x}^2 + \dot{y}^2 + \dot{z}^2}} \right) \), respectively. The factors relating aerodynamic forces due to control surface deflections are removed from the conventional model.

The last term on each aerodynamic moment are the added rotational damamgening that are proportional to the angular rates squared. The magnitude of these three terms is driven from the dynamic pressure which negligible at trim flight speeds but become the primary aerodynamic damamgening moments at low speed flight nearing hover. The coefficients of drag are,

\[ C_{X1} = -\left[ C_{Dho} S_h + C_{Dfo} S_f + C_{Dgo} S_g \right] \quad (5.24) \]

\[ C_{X2} = C_{Y1} = C_{Z1} = (k_2 - k_1) \eta_h I_1 S_h \quad (5.25) \]

\[ C_{Y2} = C_{Z2} = -\frac{1}{2} \left( \frac{\delta C_L}{\delta \alpha} \right)_f S_f \eta_f \quad (5.26) \]

\[ C_{Y3} = -\left[ C_{Dch} J_1 S_h + C_{Def} S_f + C_{Dcg} S_g \right] \quad (5.27) \]

\[ C_{Z3} = -\left[ C_{Dch} J_1 S_h + C_{Def} S_f \right] \quad (5.28) \]
\[ C_{L1} = C_{Dcg} S_d d_{c,z} \]  
(5.29)

\[ C_{L2} = -2C_{Def} S_f d_{f,z}^3 \]  
(5.30)

\[ C_{M1} = -C_{N1} = -(k_2 - k_1) \eta_k b \nu_x \]  
(5.31)

\[ C_{M2} = -C_{N2} = \frac{1}{2} \left( \frac{\delta C_L}{\delta \alpha} \right)_f S_f \eta_f d_{f,x1} \]  
(5.32)

\[ C_{M3} = -C_{N3} = -[C_{Dch} J_2 b \nu_x + C_{Def} S_f d_{f,x2}] \]  
(5.33)

\[ C_{M4} = C_{N4} = - \left[ C_{Dcf} S_f d_{f,x2}^3 + \frac{l_v^4 \nu_x^2}{240} \right] \]  
(5.34)

Much of the notation for this set of equations is only used locally so it is not included in the nomenclature found in the appendix. Please refer to Table 5.2 for variable definitions.

The coefficients \( C_{L2}, C_{M4}, \) and \( C_{N4} \) are new additions to the conventional airship model that are derived based on conventional external incompressible viscous flow theory [37]. An example of the derivation is provided here for the pitch direction (the fourth term of (5.22)). The aerodynamic (drag) moment due to a rotational rate about the \( z \)-axis is defined as the integral over the length of the airship of the linear drag force of both the fins and hull.

\[ A_{M4} = -\int_{l_v/2}^{l_v/2} [F_{D,f} + F_{D,h}] d\tau \]  
(5.35)

The effects of the gondola are ignored here since the gondola has a low projected area. The familiar equation for linear drag force can be inserted for both fins and hull. The equivalent linear velocity at any one point along the length of the airship is assumed to be equal to the rotational rate times the distance between that point and the CV.

\[ A_{M4} = -2 \int_0^{l_v/2} \left[ \frac{1}{2} C_{Dcf} S_f \rho_a \left( \tau \dot{\theta} \right)^2 + \frac{1}{2} C_{Dh} S_h \rho_a \left( \tau \dot{\theta} \right)^2 \right] d\tau \]  
(5.36)

Rotation is assumed to be about the CV of the envelope and the length of the airship in front and behind the CV is assumed to be equal to \( \frac{l_v}{2} \). Factoring out the dynamic pressure exposes the equivalent coefficient of drag for the drag moment,

\[ A_{M4} = \frac{1}{2} \rho_a \dot{\theta} \left[ -2 \int_0^{l_v/2} \left( C_{Dcf} S_f \tau^2 + C_{Dh} S_h \tau^2 \right) d\tau \right] \]  
(5.37)

The two terms within the integral correspond to the drag moment caused by the fins and hull, respectively. Since the fins only exist in a short segment of the
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Figure 5.2.: Aerodynamic drag force profile on the bare airship hull, \( F_{D,h} \), produced from a pitch rate, \( \dot{\theta} \)

Airship length, the integral of force over the length can be approximated by a point force at the aerodynamic centre of the fins, \( d_{f,x} \). The coefficient of drag for cross-flow over the fins, \( C_{D_{cf}} \), is already known.

The drag moment on the hull is more difficult to evaluate since the projected half hull area, \( S_h \), is a function of airship length according to the,

\[
S_h = 2 \int \sqrt{\frac{l_{v,z}^4}{4} - \left( \frac{l_{v,z}^2\tau^2}{l_{v,x}^2} \right)} d\tau
\]  
(5.38)

The coefficient of drag for the hull, \( C_{Dh} \), is a function of the length \( \tau \) since the hull diameter and equivalent linear velocity varies with the distance from the centre of rotation. The coefficient of drag is difficult to estimate since there are components of flow around the hull and flow slipping along the hull, however, it can be related to the Reynolds number of the flow. Ignoring the regions within 5% of the CV and the end of the airship, the Reynolds number for the flow around the hull normalized by rotational rate varies from \( 1 \times 10^4 \) to \( 1.1 \times 10^5 \left[ \frac{Re}{rad/s} \right] \). Assuming rotational rates are always below 3 rad/s, the coefficient of drag for flow around a smooth cylinder is approximately \( C_D = 1 \) for the entire range of Reynolds numbers [37]. The shape of the bare hull drag force, \( F_{D,h} \), along the airship length, \( l_{v,x} \), is shown in Figure 5.2.

Therefore the moment drag coefficient, \( C_{M4} \), can be simplified to:

\[
C_{M4} = -C_{D_{cf}}S_f d_{f,x}^3 - 2 \int_{0}^{l_{v,x}/2} S_h\tau^2 d\tau = - \left[ C_{D_{cf}}S_f d_{f,x}^3 + \frac{l_{v,z}^4l_{v,x}^4}{240} \right]
\]  
(5.39)
Table 5.2.: Parameters used to calculate aerodynamic forces

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_{v,z} )</td>
<td>Airship diameter</td>
<td>1.868</td>
<td>m</td>
</tr>
<tr>
<td>( l_{v,x} )</td>
<td>Airship length</td>
<td>6.541</td>
<td>m</td>
</tr>
<tr>
<td>( C_{D_{ho}} )</td>
<td>Hull zero-incidence drag coefficient [83]</td>
<td>0.024</td>
<td>-</td>
</tr>
<tr>
<td>( C_{D_{fo}} )</td>
<td>Fin zero-incidence drag coefficient [83]</td>
<td>0.006</td>
<td>-</td>
</tr>
<tr>
<td>( C_{D_{ggo}} )</td>
<td>Gondola zero-incidence drag coefficient [96]</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>( C_{D_{ch}} )</td>
<td>Hull cross-flow drag coefficient [83]</td>
<td>0.32</td>
<td>-</td>
</tr>
<tr>
<td>( C_{D_{cf}} )</td>
<td>Fin cross-flow drag coefficient [133]</td>
<td>2.0</td>
<td>-</td>
</tr>
<tr>
<td>( C_{D_{cg}} )</td>
<td>Gondola cross-flow drag coefficient [96]</td>
<td>1.0</td>
<td>-</td>
</tr>
<tr>
<td>( \frac{\delta C}{\delta \alpha} )</td>
<td>Derivative of fin lift-coefficient [133]</td>
<td>5.687</td>
<td>-</td>
</tr>
<tr>
<td>( S_h )</td>
<td>Hull reference area, ( V^{2/3} )</td>
<td>5.241</td>
<td>( m^2 )</td>
</tr>
<tr>
<td>( S_f )</td>
<td>Fin reference area [19]</td>
<td>2.160</td>
<td>( m^2 )</td>
</tr>
<tr>
<td>( S_g )</td>
<td>Gondola reference area [19]</td>
<td>0.067</td>
<td>( m^2 )</td>
</tr>
<tr>
<td>( d_{f,x1} )</td>
<td>Distance between CV to GC of fins along X</td>
<td>2.352</td>
<td>m</td>
</tr>
<tr>
<td>( d_{f,x2} )</td>
<td>Distance between CV to AC of fins along X</td>
<td>2.368</td>
<td>m</td>
</tr>
<tr>
<td>( d_{f,z} )</td>
<td>Distance between CV to AC of fins along Z</td>
<td>0.915</td>
<td>m</td>
</tr>
<tr>
<td>( d_{c,z} )</td>
<td>Distance between CV to AC of gondola along Z</td>
<td>0.915</td>
<td>m</td>
</tr>
<tr>
<td>( \eta_f )</td>
<td>Fin efficiency factor [84]</td>
<td>0.20</td>
<td>-</td>
</tr>
<tr>
<td>( \eta_h )</td>
<td>Hull efficiency factor [84]</td>
<td>1.50</td>
<td>-</td>
</tr>
<tr>
<td>( I_1 )</td>
<td>Hull integrals [96]</td>
<td>0.350</td>
<td>-</td>
</tr>
<tr>
<td>( I_3 )</td>
<td>Hull integrals [96]</td>
<td>-0.124</td>
<td>-</td>
</tr>
<tr>
<td>( J_2 )</td>
<td>Hull integrals [96]</td>
<td>1.202</td>
<td>-</td>
</tr>
</tbody>
</table>

\( C_{N4} \), is considered to be the same since the airship has the same profiles in pitch and yaw with the exception of the gondola. The derivation of \( C_{L2} \) includes only the components due to form drag on the fins and is multiplied by 2 since all 4 fins are in effect. Only the drag on the fins is assumed to impact the coefficient for roll (i.e. negligible hull skin drag).

All other variables and coefficients are summarized in Table 5.2 and include references to where they can be determined for any airship platform using a combination of semiempirical models and geometric functions.

5.2.4. Gravitational and buoyancy vector

The gravitational and buoyancy vector accounts for gravitational and buoyancy forces applied to the vehicle. Since these forces align with the axes of the earth...
reference frame, they must be premultiplied by a rotation matrix to convert them to the body reference frame. Pendulum moments are produced by the CM being located below the CV. The centre of buoyancy is assumed to be the same as the CV. The fuel tank is assumed to be located closely to the CM such that fuel consumed does not affect the location of the CM, $a_x$ and $a_z$.

$$G = \begin{bmatrix} m g \\ m d_{CG} g \\ \rho_a V g \end{bmatrix} - \begin{bmatrix} \rho_a V g \\ \rho_a V d_{CV} g \end{bmatrix}$$

(5.40)

where $d_{CG}$ is defined in equation (5.3), $d_{CV} = 0_{3 \times 3}$ since the centre of buoyancy is assumed to be at CV, $g = \begin{bmatrix} g_1 \\ g_2 \\ g_3 \end{bmatrix}^T = R_1^T \begin{bmatrix} 0 \\ 0 \\ g \end{bmatrix}^T$ is the gravitational vector expressed in the body frame and a rotation matrix, $R_1$ (also known as the 123 or roll-pitch-yaw Euler sequence),

$$R_1 = \begin{bmatrix} \cos \theta \cos \psi & \sin \phi \sin \theta \cos \psi - \cos \phi \sin \psi & \cos \phi \sin \theta \cos \psi + \sin \phi \sin \psi \\ \cos \theta \sin \psi & \sin \phi \sin \theta \sin \psi + \cos \phi \cos \psi & \cos \phi \sin \theta \sin \psi - \sin \phi \cos \psi \\ -\sin \theta & \sin \phi \cos \theta & \cos \phi \cos \theta \end{bmatrix}$$

(5.41)

Written in component form, the gravitational and buoyancy vector becomes,

$$G_X = (m - \rho_a V) g_1$$

(5.42)

$$G_Y = (m - \rho_a V) g_2$$

(5.43)

$$G_Z = (m - \rho_a V) g_3$$

(5.44)

$$G_L = -md_{mz} g_2$$

(5.45)

$$G_M = m (d_{mz} g_1 - d_{mx} g_3)$$

(5.46)

$$G_N = md_{mx} mg_2$$

(5.47)

5.2.5. Uncertainty terms

In addition to the parameter uncertainty of the inertia terms, $\sigma_1$, previously mentioned in subsection 5.2.1, there is also uncertainty in the model formulation. This uncertainty arises from assumptions made about the vehicle aerodynamics and the actuator dynamics. For example, aerodynamic forces are assumed to be linear combinations of individual airship features and drag coefficients are assumed to be constant. Additionally, the model is derived based on unseparated, steady state flow which is not always true. These variations will result in an unknown, higher order aerodynamic model. Therefore, the uncertainty vector is modelled as,
\[ E = \sigma_2 (A + U)^T \]  

(5.48)

where \( \sigma_2 \) is a 6x1 vector of uniformly distributed random percentages within the range of \( \pm 10\% \). This range was chosen based on the variation between methods to determine empirically derived constants and is discussed in detail in Section 5.6.

### 5.2.6. Input force vector

The forces applied to the airship from the various actuators are contained in the input force vector which is the product of the control vector \( u \), and the input state matrix, \( B \), such that,

\[ U = B (R_1) u \]

A common technique in control simulations is to assume that thrust forces can be applied directly. Unfortunately, the unmodelled dynamics of the electric motors and propellers can oversimplify and under estimate the real control effort required to apply such forces. In reality, thrust force depends heavily on the advance ratio of each propeller which changes based on the relative airspeed of the vehicle. The thrust generated by the propellers on the engine and all electric motors is modelled as,

\[ T = \frac{P \eta}{v_r} \]  

(5.49)

where \( P \) is the input power to the actuator, \( v_r \) is the relative airspeed across the propeller, and \( \eta \) is the combined efficiency of the electric motor and propeller. The thrust produced from the hybrid power plant and the two forward facing electric thrusters are combined into one resultant thruster for simplicity.

The input vector is defined by the forward thruster cluster \( (u_1) \), the front and rear air ballasts \( (u_2 \text{ and } u_3) \), and top and bottom tail thrusters \( (u_4 \text{ and } u_5) \) into one 5 dimensional vector written as,

\[ u = \begin{bmatrix} u_1 & u_2 & u_3 & u_4 & u_5 \end{bmatrix}^T = \begin{bmatrix} P_c & V_{b,l} & V_{b,r} & P_t,l & P_t,b \end{bmatrix}^T \]  

(5.50)

The input vector uses power \( (P) \) as the input for propulsion systems and volume of air \( (V) \) as the input for the air ballasts. The air ballasts were included here in the input vector instead of in the gravity vector to consolidate all the control inputs. The sum of all five actuator forces as they apply in the vehicle body frame is,
\[
U = \begin{bmatrix}
T_c & 0 & 0 & 0 \\
0 & T_{t,t} & 0 & 0 \\
0 & 0 & d_{f,z}T_{t,t} & 0 \\
d_{c,z}T_c & 0 & 0 & -d_{f,z}T_{t,t}
\end{bmatrix}
- \begin{bmatrix}
g & \mathbf{d}_{CB} & g & \mathbf{d}_{CB}
\end{bmatrix}
\rho_a V_{b,f} - \begin{bmatrix}
g & \mathbf{d}_{CB} & g & \mathbf{d}_{CB}
\end{bmatrix}
\rho_a V_{b,r} + \begin{bmatrix}
0 & T_{t,b} & 0 & 0 \\
0 & 0 & -d_{f,z}T_{t,b} & 0 \\
0 & -d_{f,z}T_{t,t} & 0 & 0 \\
-\rho_a(g_3d_{b,x} + g_1d_{b,z}) & 0 & 0 & -l_{f_x}\frac{T_{t,b}}{P_h} - l_{f_x}\frac{T_{t,t}}{P_h}
\end{bmatrix}
\]

(5.51)

where \( \mathbf{d}_{CB} \) is a skew symmetric matrix containing the distances between the CV of the airship and each ballonet defined as,

\[
\mathbf{d}_{CB} = \begin{bmatrix}
0 & -d_{b,z} & 0 \\
d_{b,z} & 0 & -d_{b,x} \\
0 & d_{b,x} & 0
\end{bmatrix}
\]

Separating the (5.50) from (5.77), yields the input state matrix which describes how the input vector applies forces and moments on the vehicle,

\[
B = \begin{bmatrix}
\frac{T_c}{P_c} & -\rho_a g_1 & -\rho_a g_1 & 0 & 0 \\
0 & 0 & 0 & \frac{T_{t,t}}{P_t} & \frac{T_{t,b}}{P_t} \\
0 & -\rho_a g_3 & -\rho_a g_3 & 0 & 0 \\
0 & 0 & 0 & l_{f_x}\frac{T_{t,b}}{P_h} & -l_{f_x}\frac{T_{t,t}}{P_h} \\
l_{cz}\frac{T_c}{P_c} & -\rho_a(g_3d_{b,x} - g_1d_{b,z}) & -\rho_a(g_3d_{b,x} + g_1d_{b,z}) & 0 & 0 \\
0 & 0 & 0 & -l_{f_x}\frac{T_{t,b}}{P_h} & -l_{f_x}\frac{T_{t,t}}{P_h}
\end{bmatrix}
\]

(5.52)

Based on experimental results in [29], \( \frac{T_c}{P_c} = \frac{n_c}{v_{r,x}} = -2.59 \cdot 10^{-5}v_{r,x}^2 + 2.07 \cdot 10^{-4}v_{r,x} + 4.15 \cdot 10^{-2} \) [s/m] is defined for an 11 inch propeller at 15° pitch and 9000 RPM within the range \( 0 < v_{r,x} < 36 \frac{m}{s} \) and \( \frac{T_{t,b}}{P_t} = \frac{n_{t,b}}{v_{r,y}} = -2.37 \cdot 10^{-5}v_{r,y}^2 - 7.32 \cdot 10^{-4}v_{r,y} + 6.07 \cdot 10^{-2} \) [s/m] for a 7 inch propeller at 15° pitch and 12000 RPM within the range \( 0 < |v_{r,y}| < 28 \frac{m}{s} \).

An energy consumption model can now be defined based on the commanded inputs. The air ballast pump power can be defined based on Bernoulli’s equation as,

\[
P_b = \frac{(|\Delta P_a| + \hat{P}_o) |Q_b|}{10^5 \eta_p}
\]

where \( \Delta P_a \) is the differential air pressure for changes in altitude, \( \hat{P}_o \) is the constant internal envelope overpressure required for rigidity, \( \eta_p \) is the air pump efficiency,
and $Q_{b,f}$ and $Q_{b,r}$ are the volume flow rates of air to the front and rear ballasts, respectively.

The partial energy consumed in Wh, over one time step, $\Delta t$, is,

$$\Delta E = \sum \left[ |P_c| \ |P_{b,f}| \ |P_{b,r}| \ |P_{t,t}| \ |P_{t,b}| \right]^T \frac{\Delta t}{3600} \left[ \frac{\text{sec}}{h} \right]$$

(5.53)

The total energy consumed is then,

$$E = \sum_{t=0}^{t_{\text{end}}} \Delta E$$

(5.54)

and will be used as a performance comparison metric between trajectories and controllers. As energy is consumed, mass on-board is lost from the conversion of liquid gasoline to exhaust gases. Although the hybrid power plant is currently used in an on-off fashion, mass change due to fuel consumption is assumed to be linear and defined by the empirical relationship,

$$\Delta m = -C \Delta E$$

(5.55)

where $C$ is a constant. Using the results from the experimental testing of the hybrid power plant running at the most efficient operating point from Section 3.3, we can say that the ratio of the fuel consumed in one hour over the total useful power produced in one hour is,

$$C = \frac{0.05 \frac{g}{\text{sec}} \cdot 3600 \frac{\text{sec}}{1h} \cdot 1h}{220 W \cdot 1h} = 0.82 \left[ \frac{g}{Wh} \right]$$

(5.56)

5.2.7. Kinematics

The dynamic equations of motion in equation (5.1) dictate how the vehicle will accelerate based on the applied forces. Vehicle kinematics are applied in tandem to determine the vehicle’s velocity and positional changes and how they translate to the earth reference frame.

Coordinates and trajectories in the earth reference frame can be determined from the equivalent states in body reference frame pre-multiplied by the Jacobian matrix,

$$\dot{\mathbf{x}}_g = J \dot{\mathbf{x}}_v + \mathbf{v}_w = \begin{bmatrix} R_1 & 0_{3 \times 3} \\ 0_{3 \times 3} & R_2 \end{bmatrix} \dot{\mathbf{x}}_v + \mathbf{v}_w$$

(5.57)

where $R_1$ is the rotation matrix described in equation (5.41), $\mathbf{v}_w$ is the total wind (steady + gusts) in a 6x1 vector defined in section 4.2 and,
$$\mathbf{R}_2 = \begin{bmatrix} 1 & \sin \phi \tan \theta & \cos \phi \tan \theta \\ 0 & \cos \phi & -\sin \phi \\ 0 & \sin \phi \sec \theta & \cos \phi \sec \theta \end{bmatrix} \quad (5.58)$$

Since a direct solution is not feasible for the highly non-linear equations of motion, numerical methods are applied for an approximate solution. If we set a small time step, $t_i$, it can be assumed that acceleration is constant over that step and thus the vehicle’s motion obeys the kinematic equations,

$$\ddot{x}_v (t_n) = \ddot{x}_v (t_{n-1}) + \ddot{x}_v (t_n) t_i \quad (5.59)$$

$$x_g (t_n) = x_g (t_{n-1}) + \dot{x}_g (t_n) t_i \quad (5.60)$$

Next, the acceleration, $\ddot{x}_v$, from (5.1) can be reevaluated for the new vehicle and environmental conditions and this process is continued iteratively. A time step of $t_i = 50\text{ms}$ was determined to be sufficiently small to not interfere with the natural frequencies of the model as observed during simulations. To improve the accuracy of motion, a 4th order Runge-Kutta approximation was applied to equations (5.59) and (5.60).

Implementation of the Runge-Kutta-Fehlberg 4/5 method should be considered to improve the computational efficiency for use in the physical system. It computes both the 4th order and 5th order solution at each step, and uses the error between the two approximations to automatically adapt the step size to within a desired threshold accuracy. The simulation time was in the order of seconds and therefore Runge-Kutta-Fehlberg 4/5 was not required here$^1$.

### 5.2.8. Summary of additions to conventional airship dynamic models

The following subsection outlines the notable extensions to existing airship dynamic models.

#### Airship actuator selection and modeling

The main design goal of this airship platform is to operate over long endurance as determined as this was to be a limiting factor for many small UAVs [16, 29]. It was experimentally proven that a fixed pair of forward facing electric thrusters complimented by a hybrid gas-electric power plant can provide significant endurance

$^1$Simulations were performed in Matlab R2010B using an Intel Core 2 Duo 2.80 GHz CPU with 4 GB of RAM
improvements over a purely electric system [16, 29]. The dynamic model combines all three thrust forces into one resultant for simplicity. Only the right mounted electric thruster is shown in Figure 5.1. Since this airship platform employs a gasoline engine, the airship mass will decrease by up to 25% during flight and this requires compensation.

Small scale airships typically use thrust vectoring or dynamic lift using aerodynamic surfaces for altitude control, which provide a fast control response but require continuous power to maintain an altitude. Thrust vectoring alone also increases the differential pressure between the lifting gas and the atmosphere at higher altitudes which can compromise the structural integrity of the envelope [19]. The solution to these drawbacks is the use of air ballasts (ballonets) for mass compensation, pressure equalization, altitude control and pitch stability. In a ballonet controlled airship, the structure and aerodynamic stiffness of the aircraft is maintained by a constant applied overpressure. By inflating the ballonets with air, the mass of the airship increases (for the same envelope volume) causing the airship to descend. Similarly, when the ballonets are emptied, the helium is allowed to expand, the mass decreases for the same buoyancy and the airship begins to rise. Conventional designs have two ballonets, one at the bow and one at the stern, to fine tune the centre of gravity and allow for pitch control, if required. The ballasts are inflated using an electric air pump and air volumes are controlled by a set of valves. Figure 5.3 shows a conventional ballonet system.

Although ballonets have been used in large-scale airships, the concept of downsizing them for altitude and pitch control is unique to this work. Also, two tail mounted thrusters were added to provide both directional control and optional roll stability. The combination of these two types of actuators eliminates the need for aerodynamic control surfaces (elevators and rudders) which are seen on conventional airships. Aerodynamic control surfaces have the advantage of lower power consumption for sustained control inputs but suffer from sluggish response.
time and ineffectiveness at low flight speeds [94, 134]. These disadvantages were considered to be unacceptable for a small scale and long endurance dirigible UAV that frequently experiences all flight regimes.

The arrangement of actuators used on the physical platform and the concept of variable vehicle mass is unconventional in previously derived airship dynamic models but has been incorporated in this work.

**Added aerodynamic terms**

One of the major drawbacks of conventional non-linear airship dynamic models is that they are not defined for all flight regimes; specifically low speed flight. The effects of aerodynamic terms typically exponentially diminish with the decreasing forward cruising speed of the airship. The original derivation is reasonable since the conventional airship configuration relies on aerodynamic control surfaces, which have diminishing effectiveness at low speeds as well. However, for small-scale airships that have limited cruise speeds that can be further reduced by the impact of wind disturbances, there is a necessity for the model to be well defined in both regimes.

Let's consider a simple case study to illustrate the impact of the added aerodynamic terms. Given a constant angle of side slip $\beta = +5^\circ$ and an instantaneous turning rate of $\dot{\psi} = -0.15 \text{ rad/s}$, the total aerodynamic moment, $A_N$, can be plotted as a function of forward cruising speed $\dot{x}$ with and without the contribution of $A_{N4}$. Figure 5.4 represents the sums of the aerodynamic moments applied to the vehicle if entering a turn at any cruise speed between 0 and 4 m/s. For this
scenario, the aerodynamic dampening term $A_{N4}$ contributes 100% to the total moment at a cruise of 0m/s, 50% at 1.43m/s, and 5% at 6.24m/s. Logically, if a turning moment is applied to the airship during hover, air resistance will resist the motion. At higher cruising speeds, the weather cock stability proved by the tail fins will dominate the restoring moment. Although these appear to be reasonable results, the validity of the aerodynamic terms require experimental testing which is recommended for future work.

Uncertainty terms

Regardless of the level of detail of the dynamic model, there will always be discrepancies with the physical model. To account for these discrepancies, parameter uncertainty terms were added to items that are the least known such as the vehicle’s real and virtual inertia. Modelling uncertainty terms were also added to account for sensor noise, unaccounted dynamics and modelling assumptions such as rigid body motion. The inclusion of uncertainty will provide an unbiased and more realistic environment for observing controller performance.

5.3. Flight Control Law Development

The following section details the development of two types of flight controllers that were applied for trajectory following. A block diagram of the control system overview is shown in Figure 5.5. It is important to emphasize that the controllers themselves are used here as example solutions. They are not considered to be new control theory nor are they necessarily the optimal solution.
5.3.1. Simulated environment, constraints and tracking error

There are several commonalities identified between the controller designs which will be introduced here. First, the desired trajectory (both path and vehicle velocity) is produced from the trajectory planner and is considered to be already known [135]. The validation will be performed on a case-study basis using the worst-case energy consumption scenario predicted by the trajectory planner as the case environment (shown previously in Figure 4.9). The same variable WVF that was added for the trajectory planner is also applied in the simulated environment for both controllers. The wind consists of two parts, a steady component that was calculated based on CFD analysis and a gust component which is generated by a Dryden filter [135].

The second commonality are actuator saturation constraints, which are imposed based on the physical airship prototype as follows,

Resultant forward thrust power: \( u_1 : 0 \leq P_f \leq 1540W \)

Air ballast volume: \( u_{2,3} : 0L \leq V_b \leq 1300L^2 \)

Air ballast flow rate: \( \dot{u}_{2,3} : -12L_s \leq Q_b \leq 12L_s \)

Tail thrust power: \( u_{4,5} : 0 \leq P_t \leq 340W \)

Third, the definition of errors are defined as,

\[
e = x_d - x_g
\]

\[
\dot{e} = \dot{x}_d - \dot{x}_g = \dot{x}_d - J\dot{x}_v
\]

\[
\ddot{e} = \ddot{x}_d - \ddot{x}_g = \ddot{x}_d - J\ddot{x}_v - J\dot{x}_v
\]

where \( \dot{x}_g \) if the vehicle’s velocity in the earth fixed frame, \( \dot{x}_v \) is the vehicle’s velocity in the vehicle frame, and the desired trajectory \( \dot{x}_d \) is known to be,

\[
x_d = \begin{bmatrix} x_d \\ y_d \\ z_d \\ \phi_d \\ \theta_d + \alpha + K_x \theta_c \\ \psi_d + \beta + K_y \psi_c \end{bmatrix} \quad \dot{x}_d = \begin{bmatrix} T_r & 0_{3 \times 3} \\ 0_{3 \times 3} & 0_{3 \times 3} \end{bmatrix} \begin{bmatrix} \dot{v}_d \\ 0 \\ 0 \\ 0 \end{bmatrix} \quad \ddot{x}_d = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}
\]

\(^{2}\)The air ballasts start with 400L of air during take off
where $I_{3 \times 3}$ is an identity matrix, $T_r = T \left[ \begin{bmatrix} 0 & \theta_r & \psi_r \end{bmatrix}^T \right]$ with $\theta_r$ and $\psi_r$ being the pitch and direction angles between waypoints $n$ and $n'$ in the earth reference frame, and $K_y$ and $K_z$ are design weighting factors which are chosen to be equal to one. Since the airship is underpowered, if the errors are corrected independently it will likely result in actuator saturation [123]. The pitch, $\theta_e$, and yaw, $\psi_e$, angles between the airship’s current orientation and the vector of the euclidean distance to the desired position were added to both controllers similar to the method proposed by Azinheira [123] in order to reduce redundant correction. These two angles can be observed in Figure 5.6. Pitch angle $\theta_e$, can be used to quickly adjust altitude in same way that yaw angle $\psi_e$, can be used to quickly adjust course direction. Utilizing these two factors should provide the following benefits over independent error correction:

- Faster response
- Smoother input requests
- Reduce actuator saturation time
- Reduce overall control effort and energy consumption

The desired roll and desired pitch angles are chosen here to be equal to zero ($\phi_d = \theta_d = 0$). This is intuitive as the vehicle’s passive pendulum stability will naturally tend towards these values.

Furthermore, two additional trajectory tracking errors, $e_{t1}$ and $e_{t2}$, are identified for a baseline of tracking performance used for comparison. These tracking errors are representative of the UAVs perpendicular deviation from the path which, if too large, could risk collision with static obstacles. The distance between the vehicle’s CV and perpendicular to the desired trajectory in a vertical plane is defined as $e_{t2}$. The distance between the vehicle’s CV and perpendicular to the desired trajectory in a horizontal plane is defined as $e_{t1}$. These two tracking errors are illustrated in Figure 5.6.
Finally, both controllers were implemented at a rate of 20Hz. This frequency is at least one decade higher than the fastest frequency observed from the open loop plant dynamics (0.6Hz for the roll pendulum mode).

5.4. PID Control

The first type of control implemented for trajectory tracking is PID. Control allocation is performed based on prior knowledge of the system’s behavior. Five errors are identified for correction:

**Ground velocity:** $\dot{e}_1 = v_d - \dot{x}_g$

**Altitude:** $e_3 = z_d - z_g$

**Roll:** $e_4 = \phi_d - \phi$

**Pitch:** $e_5 = (\theta_d + \alpha + k_z \theta_e) - \theta$

**Orientation (yaw):** $e_6 = (\psi_d + \beta + k_y \psi_e) - \psi$

The first error is the difference in desired ($v_d$) and actual ground velocity where the tracking point along the path changes at a rate equal to the desired ground velocity from the trajectory planner. This error can be corrected by the forward thrust cluster, $u_1$, directly. For the four last errors, pairs of actuators contribute to reduce the errors so it is useful to define intermediate control variables. The intermediate variable for each error is defined as,

$$\tilde{u}_j = K_{pj} e_j + K_{ij} \int_0^t e_j(\tau) d\tau + K_{dj} \frac{d}{dt} e_j(t)$$

(5.65)

where the index $j$ is from the errors listed above. Knowing the system configuration we can say that the vehicle orientation ($\tilde{u}_6$) is regulated by the sum of tail thrusters ($u_4 + u_5$) while roll angle ($\tilde{u}_4$) is controlled by the difference ($u_4 - u_5$). Altitude ($\tilde{u}_3$) is governed by the sum of ballonet volumes ($u_2 + u_3$) while the difference ($u_3 - u_2$) controls the pitch angle ($\tilde{u}_5$). Rearranging for the actual control inputs yields,

$$u = \begin{bmatrix} u_1 \\ u_2 \\ u_3 \\ u_4 \\ u_5 \end{bmatrix} = \begin{bmatrix} \tilde{u}_1 \\ \tilde{u}_3 - \tilde{u}_5 \\ \tilde{u}_3 + \tilde{u}_5 \\ \tilde{u}_6 + \tilde{u}_4 \\ \tilde{u}_6 - \tilde{u}_4 \end{bmatrix}$$

(5.66)
Since the airship is under powered the gains in equation (5.65) must be chosen carefully not to constantly saturate the inputs and produce a bang-bang control solution.

5.5. Backstepping Control

Backstepping control uses a Control Lyapunov Function (CLF) to stabilize virtual states of strict feedback dynamic systems [122]. Each state is stabilized separately until the final external control is determined. Since the position of the vehicle in equation (5.61) cannot be controlled directly through the vehicle’s actuators, a virtual velocity is introduced to stabilize the position,

\[ e_2 = \dot{e}_1 + K_1 e_1 \quad (5.67) \]
\[ \dot{e}_2 = \ddot{e}_1 + K_1 \dot{e}_1 \quad (5.68) \]

where \( e_1 = e \) from (5.61), and \( K_1 \) is a positive definite design matrix. Let’s consider the CLF for the first step to be,

\[ W_1 = \frac{1}{2} e_1^T e_1 \quad (5.69) \]

then it’s time derivative is,

\[ \dot{W}_1 = e_1^T \dot{e}_1 = -e_1^T K_1 e_1 + e_1^T e_2 \quad (5.70) \]

If \( e_2 \) is minimized to zero in the next step, \( \dot{W}_1 \) will be negative definite and the position tracking error \( e_1 \) will converge asymptotically to zero.

Now let’s consider the CLF for the second step,

\[ W_2 = \frac{1}{2} e_1^T e_1 + \frac{1}{2} e_2^T e_2 \quad (5.71) \]

then it’s time derivative is,

\[ \dot{W}_2 = e_1^T \dot{e}_1 + e_2^T \dot{e}_2 \quad (5.72) \]

If the virtual control action is chosen such that,

\[ \dot{e}_2 = -e_1 - K_2 e_2 \quad (5.73) \]

where \( K_2 \) is another positive definite design matrices, then the time derivative of the second CLF becomes,
\[
\dot{W}_2 = e_1^T (e_2 - K_1 e_1) - e_2^T (e_1 + K_2 e_2)
\]
\[
\dot{W}_2 = -e_1^T K_1 e_1 - e_2^T K_2 e_2 \quad (5.74)
\]

Using Barbalat’s lemma, it can shown that,

1. \( W_2 \) is lower bounded since \( e_1^2, e_2^2 \geq 0 \), then \( W_2 \geq 0 \)

2. \( \dot{W}_2 \) is negative semi-definite since \( e_1^2, e_2^2 \geq 0 \), and \( K_1, K_2 > 0 \), then \( \dot{W}_2 \geq 0 \)

3. \( \dot{W}_2 \) is uniformizing continuous in time: As a result of 2, \( W_2 \) is non-increasing and thus is bounded by \( 0 \leq W_2 (t) \leq W_2 (t_0) \). Therefore, \( e_1 (t) \) and \( e_2 (t) \) are also bounded according to (5.71) which ensures \( \dot{W}_2 (t) \) is finite.

Thus, according to Lyapunov control theorem, \( W_2 (t) \to 0 \) as \( t \to \infty \) and the system is globally asymptotically stable for constant desired \( x_d \) [136, 137]. Using the virtual control action defined in equation (5.73), the real control force can be found through algebraic manipulation. First, virtual states are removed by setting equation (5.73) equal to equation (5.68) and substituting in equations (5.67), such that,

\[
\dot{e}_1 + K_1 \dot{e}_1 = -e_1 - K_2 (\dot{e}_1 + K_1 e_1) \quad (5.75)
\]

Next, the acceleration, \( \ddot{x} \), which is related to the real control force through the equations of motion (5.1), can be found by substituting equation (5.63) into (5.75) and rearranging,

\[
\ddot{x} = J^{-1} \left[ (1 + K_1 K_2) e_1 + (K_1 + K_2) \dot{e}_1 - \dot{J} x - \ddot{x}_d \right]
\]
\[
= M^{-1} (-D(\dot{x}) + A(\dot{x}) + G(\lambda) + B(\lambda) u) \quad (5.76)
\]

Since the uncertainty terms are unpredictable, they are removed from the desired control response. Finally, the desired control force, \( U \), can be found through

\[
U = B(\lambda) u
\]
\[
U = M \left( J^{-1} \left[ (1 + K_1 K_2) e_1 + (K_1 + K_2) \dot{e}_1 - \dot{J} x - \ddot{x}_d \right] \right)
\]
\[
- (D(\dot{x}) + A(\dot{x}) + G(\lambda)) \quad (5.77)
\]

where \( K_1 \) and \( K_2 \) are tunable diagonal positive-definite matrices.
Table 5.3: Summary controller performances

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case #1</th>
<th>Case #2</th>
<th>Case #3</th>
<th>Case #4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel time (s)</td>
<td>154.2</td>
<td>132.8</td>
<td>126.2</td>
<td>147.2</td>
</tr>
<tr>
<td>Travel distance (m)</td>
<td>2044</td>
<td>2066</td>
<td>1967.1</td>
<td>2005</td>
</tr>
<tr>
<td>Fuel consumed (g)</td>
<td>74.4</td>
<td>86.0</td>
<td>62.2</td>
<td>48.2</td>
</tr>
<tr>
<td>Average $e_{t,y}$ (m)</td>
<td>18.2</td>
<td>17.6</td>
<td>16.1</td>
<td>12.1</td>
</tr>
<tr>
<td>Maximum $e_{t,y}$ (m)</td>
<td>42.1</td>
<td>53.4</td>
<td>53.7</td>
<td>40</td>
</tr>
<tr>
<td>Average $e_{t,z}$ (m)</td>
<td>18.3</td>
<td>17.9</td>
<td>16.1</td>
<td>12.1</td>
</tr>
<tr>
<td>Maximum $e_{t,z}$ (m)</td>
<td>42.1</td>
<td>86.6</td>
<td>86.6</td>
<td>40</td>
</tr>
</tbody>
</table>

(a) PID controller performance

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case #1</th>
<th>Case #2</th>
<th>Case #3</th>
<th>Case #4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel time (s)</td>
<td>169.5</td>
<td>189.0</td>
<td>158.0</td>
<td>161.5</td>
</tr>
<tr>
<td>Travel distance (m)</td>
<td>2177.7</td>
<td>2347.6</td>
<td>2060.1</td>
<td>2013.6</td>
</tr>
<tr>
<td>Fuel consumed (g)</td>
<td>86.0</td>
<td>114.5</td>
<td>86.9</td>
<td>68.4</td>
</tr>
<tr>
<td>Average $e_{t1}$ (m)</td>
<td>12.5</td>
<td>11.7</td>
<td>9.0</td>
<td>5.5</td>
</tr>
<tr>
<td>Maximum $e_{t1}$ (m)</td>
<td>43.9</td>
<td>45.6</td>
<td>45.6</td>
<td>25.5</td>
</tr>
<tr>
<td>Average $e_{t2}$ (m)</td>
<td>12.6</td>
<td>11.8</td>
<td>9.1</td>
<td>5.6</td>
</tr>
<tr>
<td>Maximum $e_{t2}$ (m)</td>
<td>75.9</td>
<td>79.6</td>
<td>61.7</td>
<td>48.0</td>
</tr>
</tbody>
</table>

(b) Backstepping controller performance

5.6. Results and Discussion

Figure 5.7 shows PID trajectory tracking for a trajectory which includes model and parametric uncertainty, and wind with gusts, for the same trajectory presented in Figure 4.9. A summary of the test results are presented in Table 5.3. Both the travel time and the travel distance generated by the controller simulations correspond well with the values predicted by the trajectory planner for this case study environment. The energy consumption, however, is at least 50% higher during trajectory following for both controllers in all cases. This increase can be attributed to the effects of introducing the full dynamic model and uncertainty. The stabilization of transient behaviors clearly plays a significant role in the required control effort, especially with frequent directional changes in strong winds. The concept of a longer flight path due to reorientation that is introduced in Figure 4.5 is evident in the Figure 5.7. Changes in orientation are not negligible for the airship considering the 50m path resolution. The trajectory generated by the planner was not smoothed before passing to the two trajectory followers so these changes in orientation contribute to the observed tracking error. The average tracking error of 12.1m for the full planner (case #4) is modest considering the length of the vehicle is 6.3m. All of the listed maximum directional and altitude tracking errors for the full planner are below the MSZ threshold of 50m set in
Figure 5.7.: An example of PID and backstepping trajectory tracking. Note: please refer to the full color PDF.
the trajectory planning process and thus, considered to be within an acceptable margin. If more or less obstacle separation is desired, the MSZ should be adjusted during the trajectory planning process to suit.

Backstepping was shown to have a 50% decrease in tracking error and a 40% increase in fuel consumption versus PID for the full planner trajectory in this case study. Observing (5.77) we can see that even in the case where errors are zero, input force is requested to offset dynamic, aerodynamic and gravitational forces. Although the inclusion of these non-linear model terms promotes increases in stability and tracking performance, it also tends to have larger fluctuating control requests leading to an increase fuel consumption. It should be noted that these results are subjective to the controller design parameters chosen.

The design parameters for both controllers in this case study were manually tuned to reduce both tracking error and energy consumption. Controller tuning can be a challenging process as mentioned by the work of Mountinho [94], due to non-linearities such as state coupling in the system. This is further complicated by the introduction of multiple tuning objectives in this work (tracking error and energy consumption). Ideally, the trajectory following controller would be capable of adaptive auto tuning based on the optimization of an objective function that would incorporate several mission goals. Nonlinear model predictive control is one such method that could be applied with this purpose and is an interesting avenue for future work.

The necessity to have active control authority over pitch and roll is questionable. Allowing only passive stabilization of pitch and roll by the vehicle’s natural pendulum moments which appears to be sufficient to successfully track the trajectory. Although the tracking error was observed to be slightly greater in some cases, there was a 25% reduction in fuel consumption on average when compared to active stabilization. The magnitude of the static restoring moments diminish at low angles, and with consistent wind and uncertainty disturbances, the actuators are constantly providing control effort to correct them. Having command over pitch and yaw does have advantages in some foreseeable situations. For example, if pitch and yaw are held closer to zero, the vehicle’s camera will require less gimbal stabilization to focus and track targets on the ground. However, a dead-band region should still be included to reduce unnecessary control effort.

The airship is underpowered, especially in the vertical direction. The air ballasts can be used for active altitude and pitch control over longer distances but have a sluggish response to aggressive maneuvers due to severe rate limitations. Incorporating the pitch coupling factor, $\theta_e$, helps significantly to mitigate these drawbacks. The percentage of the time that the forward thrusters, air ballasts and tail thrusters are in saturation are given in Table 5.4.
Table 5.4: Percentage of saturation time per actuator

<table>
<thead>
<tr>
<th>Actuator</th>
<th>Time in Saturation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward thrusters</td>
<td>2.1%</td>
</tr>
<tr>
<td>Air ballast pumps</td>
<td>28.9%</td>
</tr>
<tr>
<td>Tail thrusters</td>
<td>0.1%</td>
</tr>
</tbody>
</table>

One noticeable attribute is the vehicle’s ability to maneuver in a variety of severe flight conditions. Many airship controllers are developed for either tracking during trimmed flight or tracking a point during hover. However, since the model contains aerodynamic terms that do not depend on the relative airspeed and the vehicle has rotational control authority that does not depend on aerodynamic surfaces, the UAV can transition and perform well in both flight conditions. For example, when the same PID controller is set to track a stationary point for 10 minutes in the presence of a strong wind (7m/s) and uncertainty, it has an average tracking error of 15.5m with a maximum of 51.7m.

The inclusion of wind into the model is considered to be based on the kinematic vector addition with the vehicle velocity vector as is done in several other flight controllers [68, 117, 123]. The assumption of kinematic addition of wind is theoretically valid for steady state conditions but for variable wind with gusts, the transient behavior is over simplified, especially rotational disturbances which are ignored. In practice, wind speed does not effect vehicle ground speed directly. Wind causes drag forces and moments which induce linear and rotational vehicle velocities. Azinheria et al. present one possible method of including wind-induced forces and torques into the airship dynamics [93]. The impact of these effects are assumed to absorbed by the model uncertainty but its magnitude is worth investigating in future research.

The magnitude and distribution of the uncertainties assumed in this study are difficult to validate. Virtual mass and inertia terms were developed from well known empirical models [105, 132] however their precision when scaled down to a 12m$^3$ airship is debatable. Also, the dynamic model does not include effects such as structural flexibility or ballonet sloshing dynamics which introduce further non-linearities into the model. Although these effects could be modelled theoretically, their impact is highly subjective to the nature of the infrastructure assembly. Future work is recommended to quantify the uncertainties by comparing this theoretical model to an empirical model derived from experimental results.
5.7. Chapter Summary

Both controllers successfully track trajectories generated by the trajectory planner in the presence of both uncertainty and variable wind with unknown gusts. The results presented here indicate that the trajectories generated from the trajectory planner underestimate the energy consumption, but nevertheless, are feasible and realistic. The maximum tracking errors for both controllers was determined to be within the MSZs imposed by the trajectory planner, thus mitigating the risk of collisions with known objects. As predicted, the airship response is sluggish and underpowered, especially in the vertical direction. The air ballasts were proven to provide adequate long term altitude control and but are energy intensive for dynamic pitch stabilization. In general, allowing passive stabilization of roll and pitch through restorative pendulum moments reduces the required control effort leading to reduced energy consumption with minor increase in trajectory tracking error. Active roll and pitch correction is only recommended is special circumstances such as aiding camera gimbal stabilization.
6. Global Summary

6.1. Contributions

To summarize, the primary contributions of this thesis are as follows:

1. Two novel hybrid power plants were conceptualized, designed, manufactured and experimentally tested. These power plants are presented as viable alternatives to purely electric storage systems and the prevailing solution provides mechanical and electrical power for up to 72 hours of flight endurance compared to one to 4 hours for equivalent purely electric storage systems. Every effort was made to increase the operating efficiency of the power plant to maximize the potential of the fuel being spent. Incorporating a variable pitch propeller has proven to increase the operating flexibility and maximize propeller efficiency of the power plant. The key operating set points for various flight conditions were identified which are essential to the control and full-scale testing operation.

2. A wavefront expansion trajectory planner was developed for a dirigible UAV incorporating a novel multi-objective cost function applied to large, highly realistic, 3D environments with spatially variable WVF's generated from computational fluid dynamic (CFD) analysis on digital elevations maps. The cost function includes the differential constraints of the physical dirigible platform and is optimized for time, energy and collision avoidance to produce feasible, realistic and optimal trajectories. Trajectories were generated in real-time speeds and simulated over a variety of randomly generated test environments and flight conditions. The results of the simulation on a small-scale airship UAV showed that the inclusion of 1) variable vehicle velocity, 2) variable WVF data, and 3) high grid resolutions yields significant improvements in trajectory feasibility and energy economy when compared to simulations using only two of these three elements. Recommendations were made to implement the trajectory planner on the physical platform.

3. A complete dynamic mechanistic model of the UAV was developed that extends existing models by including low speed rotational damping, variable vehicle mass, parametric and modelling uncertainty, and air ballast
and tail thruster actuators. Two flight controllers were developed to track the trajectories generated from the previously developed trajectory planner. Considerations were made to prevent actuator saturation and address error coupling. The controllers were compared on the basis of control effort and tracking error. The trajectories generated by the planner were shown to underestimate energy consumption overall, however, they retain their relative performance compared to the other cases and can be feasibly followed.

In addition to the individual advancement of the literature that is presented in each manuscript topic area, the research project as a whole was advanced in other areas worth noting:

- The hybrid power plant has been attached to the gondola along with much of the electronics required to implement the designed trajectory planner and flight controller. Some of the electronics that were sourced and installed include a GPS unit, a three axis digital compass, a three axis pitot tube, Pico-ITX minicomputer, and forward and tail propellers driven by brushless DC motors. In keeping with the thesis goals, the use of commercially available components enable a low cost and modular design that can be adapted to other devices (e.g. infrared cameras, microphone and speakers) according to specific mission objectives.

- Custom electronics were developed for several applications such as power conversion, sensor feedback filtering, and power plant management (including autonomous engine start-up).

- In order to physically realize this solution, many innovations needed to be made to conventional, small-scale, airship infrastructure design to accommodate the large changes in mass due to fuel consumption. Ballonets used in large-scale airships were miniaturized, designed and constructed as an alternative altitude control system to thrust vectoring for small UAVs. An actuated helium pressure regulation valve was designed to ensure structural integrity. An air blower and air valving system was built to actuate the ballonets.

- Several innovations were made in material and component selection, assembly techniques and design integration to reduce weight and improve reliability of the envelope structure. For example, a dual layer envelope construction is used to separate the roles of helium barrier layer and load bearing, component mounting and environmental protection layer.
The platform’s impressive performance characteristics, such as endurance, cannot be attributed to one element but is the sum of each part. The concert of innovations presented here have real potential as an effective and efficient platform to aid in search and rescue.

6.2. Future Directions

The research topics outlined below represent possible future directions that were outside the scope of the primary research objectives of this thesis. These areas were discovered through the author’s own review of the current literature, peer review comments to submitted manuscripts, or recommendations of subject matter experts.

6.2.1. Advanced power management system

One area of future work is to apply intelligent power management algorithms for the different power plant loading conditions. The currently proposed flight controller tracks trajectories based on combined input from the gasoline-electric hybrid power plant and forward electric thrusters. The ideal combination of power inputted from these two independent sources depends the current state of the UAV (efficiency of each actuator, fuel remaining, battery SOC, tracking error, etc.) and should be optimized for the different scenarios outlined in section 2.2. Similarly, the power plant itself has several customizable set points. The current power plant controller is configured in an on-off operation when a command is sent from the UAV’s on-board computer. Although the key operating set points were determined in this work, when to enact each set point also depends on the current state of the UAV.

Another important consideration is the requirements of the charge and discharge controller for the on-board battery. As mentioned previously in section 2.3.5, maintaining the battery within this useful battery capacity offers many advantages such as increased battery life and charge/discharge efficiency. Maximizing power usage from the engine will lead to increased fuel efficiency but is limited by the charging rate of the battery system. The currently selected battery (Thunder Power 65C 5000mAh) has a proposed charging rate of 12C. Unfortunately, there are no commercially available battery chargers available that can charge at such rates and the side effects on the battery are unknown. The power management system should incorporate battery temperature and health in addition to the SOC.

Many supervisory controllers previously developed for hybrid electric road vehicles could be applied to the dirigible UAV power plant for this purpose. One
such option is the fuzzy logic controller for hybrid electric vehicles presented by Baumann et al [38]. The major difference is that the load schedule (or “driving” schedule) is not standardized and is dependent on the planned flight path which is not bound by roads. Using the trajectories generated by the trajectory planner as a guide, the optimal power plant operation could be determined through non-linear optimization techniques.

6.2.2. Air ballast testing and validation

The infrastructure of an airship is a well researched field with decades of literature published dating back to the late 19th century. Khoury and Gillett provide a comprehensive review of historical airship design practices, general principles and other considerations [19]. The most recent developments in airship technology are hull shape optimization [138,139], unconventional shape designs [140], advances in materials including composite structures [141,142], as well as some considerations of ballonet sloshing [142]. However, there is a very limited number of experimental and theoretical studies on ballonets that can be found to literature [100].

One future direction for this research is to investigate the use of an air ballast based altitude control system and compare its performance and energy consumption to conventional thrust vectoring for small UAVs. The purpose of this study would be to design a theoretical altitude control system that could later be applied in practice to a similar physical system. Typical methods of controlling airship altitude include using directional propellers (thrust vectoring), aerodynamic lift or ballonets. For most small airships, propellers can be a light weight solution for altitude control but require continuous power to maintain set positions and velocities. Aerodynamic lift requires relatively high speeds and complicates the option of hovering in one place. Ballonets on the other hand, take full advantage of the properties of helium and air to provide a low power solution to altitude control. In keeping with the research goal, reducing power consumption for altitude control will further extend flight endurance. The ballonets will also provide the alternate functions of pressure regulation to ensure reliability and weight ballasting to compensate for consumed fuel of the power plant.

Following the completion of the envelope assembly, the air ballasts should be experimentally tested. The results of the tests will provide the control responses used for the autopilot and trajectory planning controller designs. In addition, the air ballast power consumption data will be used to determine the efficiency and effectiveness of the air ballasts. This information can be used in a comparison study using thrust vectoring as a baseline (the conventional method of altitude control for small UAVs) to validate the use of air ballasts for small airship designs.
The comparison can be based on a performance metric that includes energy consumption, weight and performance indicators such as response time for various flight scenarios. The goal would be to determine if the benefit of increased in energy efficiency outweighs the increased weight penalty of adding an air ballast system. Also, if there is a benefit, to quantify the increase and the envelope size crossover point at which it becomes negligible.

6.2.3. Collision avoidance using a reactive replanning subroutine

All UAVs need to be certified by the air traffic control agency for use in restricted air space. Based on the use and dimensions of the prototype, it would need to be obtain a Special Flight Operation Certificate from Transport Canada [143]. Transport Canada states that the industry is not mature enough to merit a regulatory structure, and that each application is considered on a case-by-case basis [143]. The application requires the demonstration of the predictability and reliability of the UAV in the desired environment. When operating a UAV outside of visible range, there are additional requirements to prove satisfactory risk mitigation measures are in place. One of these measures is to have a “detect, sense and avoid” capability. The “avoid” aspect of this capability is handled by the path planner. Specifically, it is the ability to avoid collisions of static and dynamic obstacles.

Reactive re-planning algorithm must be able to execute and react quickly, especially for fast moving fixed wing UAVs. The algorithm typically re-plans only the most immediate segment of the path and needs to be able to re-plan at a higher frequency than the primary path planner. For this reason, it is usually implemented as a separate function that oversees flight operations and can interrupt the planned path when obstacles are detected. The UAV’s ability to avoid dynamic obstacles depends on the object’s speed relative to the UAV, the frequency, range and uncertainty of the available on-board sensor information and the frequency of the re-planning process. It’s imperative that the MSZ from other aircraft is sufficiently large for UAVs with slow cruise velocities and reaction times, such as airships. The MSZ values should change based on the aircraft’s probability density function of it’s predicted linear trajectory [50]. If the path does not cross within $2\sigma$ of the aircraft’s estimated position, the risk is deemed negligible. The standard deviation, $\sigma$, of the aircraft is modelled as a function of time and acceleration capability of the aircraft (if known) [144]. The MSZ for a moving object is increased based on a function of the object’s relative speed and the uncertainty of it’s trajectory.

One the largest hurdles of the sense and avoid problem is the detection of ob-
obstacles. Many sensors such as RADAR or LADAR that are used in large scale UAVs are too large and heavy for micro UAVs [42]. Two sensors that have been used in collision avoidance are laser range finders and optic flow sensors. Griffiths et al presented an obstacle avoidance algorithm that relies on a laser range finder and optic flow sensors fixed to a small fixed wing UAV [42]. Using the laser range finder, they were able to implement an algorithm that avoids a single obstacle on the planned path. One of the limitations of the laser range finder used for the experiments was that it has a fixed forward direction (i.e. non-scanning) and therefore could not detect dynamic obstacle collisions. The optic flow sensors were positioned out the left and right wings with the intended use to allow the UAV to fly equidistant between walls (when walls are detected).

The use of vision based obstacle algorithms is well researched and still emerging field of study. Lorigo et al presented an visual-based obstacle avoidance system for a ground vehicle [145]. The system uses multiple independent visual processing modules that compare visual properties such as intensity gradients and color information to determine the perceived locations of obstacles. Olivares-Mendez et al developed see and avoid approach for an unmanned quad-rotor using fuzzy logic control to tune PID gains [146]. An on-board camera identifies a distinct and known static object and uses a fuzzy logic controller to ensure the object remains to the side edge of the video capture screen as the vehicle passes the obstacle. This method is limited to static obstacles know a priori and avoiding them at a fixed altitude. Zsedrovits et al investigate dynamic obstacle avoidance using a see-and-avoid algorithm to avoid air to air collisions of fixed wing aircraft [147]. The algorithm tracks and measures the distance and angle between the wing span of approaching fixed wing aircraft. The velocity vector is then calculated based on the rate of change of wing span and angle to be used to determine a safe path around the obstacle. This method was limited to fixed wing dynamic obstacles traveling on a straight flight course. Oliensis presents a critical review of several structure-from-motion algorithms as well as general experimental issues [148].

6.2.4. Full scale testing

Several sub-assembly tests were conducted that have not been mentioned previously. The two layer dirigible envelope consisting of a 2 mil Mylar helium barrier and a rip-stop nylon outer layer (used to protects the helium barrier and allows for the mounting of on-board components) was constructed. For ease of assembly and added reliability, a dual layer construction was used to separate the roles of helium barrier layer and load bearing and environmental protection layer. Commercially available materials such as polyester blown films and ripstop nylon were
used for the envelope for availability and ease of assembly. The helium barrier was seamed by heat sealing when possible to reduce weight and adhesives otherwise. Figure 6.1 shows the helium barrier shape and construction. The helium envelope was pressure and leak tested by applying a soapy water solution and marking areas that bubble. Circular patches are cut and adhered to repair any damaged areas. The load bearing layer was be machine sewn together with reinforced mounting supports for the fins and other mechanical devices. Two balloonets were constructed out of the same material used for the helium barrier. A high volume centrifugal blower was modified to be used for inflating and deflating the balloonets and a custom two-way valving system is purposed to direct the flow and hold air pressure in the balloonets. Helium is injected using a custom Schroeder valve fitted with a control servo for helium release during flight. The first complete assembly test was performed in a large, two story laboratory can be seen in Figure 6.2.

The next steps for the project is to perform full scale testing of the assembled dirigible UAV. Initial flight tests should be performed indoors to troubleshoot any potential problems with control or communication to the UAV. These tests will also be used as a baseline for the determining the control responses of each actuator to a step input used to perform system parameter identification. Parameter identification will be used to finely tune the reference model in the simulated trajectory planner and flight controller to mimic the physical prototype. Future tests should incorporate the trajectory planner and flight controller mentioned in Chapters 4 and 5, respectively. Ideally, the recommendations made previously in this section would also be implemented.

To facilitate full scale testing, a safety procedure has been outlined to mitigate any health risks during the initial flight test and included in Appendix D. Propul-
sion, telemetry and power management systems have been fully instrumented into the gondola and onto the envelope. After some final modifications, the outdoor flight tests are proposed for Spring 2014, in a suitable flight space (at low altitude with a safety tether), to validate the design for real world surveillance operations.
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Dirigible UAV Power Plant Design
Steven Recoskie, Atef Fahim, Wail Gueaieb, Eric Lanteigne

Abstract—Dirigibles have the ability to take off and land vertically, hover and maintain lift without consuming energy and can be easily deflated for packaging and transportation. As such, dirigibles are well suited for surveillance and surveyance missions such as rescue and aid operations after disasters. This paper reviews hybrid dirigible UAV design considerations and presents a novel hybrid power plant design. The hybrid power plant design consists of a 2-stroke 4cc glow engine in-line with a brushless DC motor/generator and variable pitch propeller capable of producing a maximum power output of 148.4W.

INTRODUCTION

Dirigibles have several advantages over fixed wing and rotary wing aircraft. They have the ability to maintain lift without consuming energy making them ideal for long range and long endurance missions. This ability also allows them to take off and land vertically without the need for a runway and hover in place to monitor developments on the ground. Dirigibles can be easily deflated for packaging and transportation and then inflated on site before operation. As such, dirigibles are well suited for use as reconnaissance platform to aid rescue crews after disasters [1]–[5].

An endurance and payload comparison between fixed wing, rotary wing and dirigible UAVs is shown in Figure 1. These data were collected and combined from multiple sources [6]–[9]. UAVs that do not travel, such as aerostats, and upper atmosphere UAVs were excluded. Data were also excluded if inconsistent between publications or when only a range was provided. Based on the data in Figure 1, it can be seen that the majority of UAVs with payloads under 1 kg have a flight endurance of 1 hour or less. Furthermore, UAVs that have large payload and endurance tend to have large unit cost. Cost metrics can be used to compare the performance of the entire spectrum of UAVs [6]. A cost metric consisting of the cubed root of the products of range, endurance, and payload is applied for a baseline of existing technologies. Based on the performance results shown in Figure 2, it is clear that a robust UAV system is needed to meet the operation requirements of both long endurance and long range while maintaining a low unit cost.

This paper presents the design and testing for a novel hybrid power plant design for a UAV dirigible. First, power requirements and design considerations are discussed. Then an overview of the power plant design followed by the methodology and results from the experimental testing. The UAV design is then compared to existing UAVs on the basis of cost, payload, range and endurance.

Figure 1: UAV Payload Capacity versus Endurance. Data was collected from both military and research agencies from several countries. These data were summarized from multiple sources [6]–[9].

Figure 2: UAV Cost Metric (Payload x Endurance x Range) versus Unit Cost [6]–[9]
Dirigible UAV Power Requirements

The propulsive power requirements of lighter than air (LTA) aircraft are far greater than of heavier than air (HTA) aircraft as LTA aircraft do not require propulsive power for lift. This presents a problem when selecting a suitable prime mover. Electrical power requirements for LTA aircraft can be over 65% total power and average cruise speeds compared to 15% for HTA aircraft [10]. Purely electric propulsion designs have significantly shorter flight endurance due to the lower energy density of electric power storage coupled with high electrical power requirements. Purely piston powered propulsion designs suffer from significant increases in specific fuel consumption at low engine power (during idling) and have a narrow peak efficiency range which makes varying the load on the engine undesirable. Furthermore, electrical energy storage is still required for avionics, therefore neither fuel or electric energy cannot be fully consumed during flight (the first depleted will limit flight endurance). The generally accepted ideal solution is to drive electric generators from piston powered propulsion engines [10], [11].

Hybrid Power Plant Design

The proposed hybrid power plant consists of an engine, a brushless DC generator and a propeller connected in series as shown in Figure 4. This configuration provides the most flexible operating conditions as both fuel and electrical energy can be depleted simultaneously (maximizing flight endurance). The engine can be shut down during periods when propulsion or electrical generation is not required and the generator can be run in reverse to start the engine when required, eliminating the need for a separate starter motor. Starting and stopping the engine as required keeps the engine under constant load and maximum efficiency, and maintains the batteries in the their useful operating range. Properly matching the engine and generator speed ranges can minimize specific fuel consumption of the engine. Maximum propeller efficiency can be achieved by implementing a variable pitch propeller. When the power plant is connected to the UAV, the engine is turned on according to the current flight conditions. The conditions can include distance remaining to target, UAV operating speed, opposing wind and the State of Charge (SOC) of the battery. This design can be adjusted for the following three scenarios:

1) Maximum engine efficiency - Minimizing engine fuel consumption and maximizing flight duration are paramount in this operating mode. The loading of the engine is held in its maximum efficiency zone by balancing the mechanical propulsion and electrical generation based on the current flight conditions, trip characteristics and SOC of the battery.

2) Maximum propulsion - This mode is used when propulsion is required but not electrical generation such as when the batteries are charged but the LTA needs to move to a position quickly. During this time, the batteries cells can be electrically disconnected and the propeller pitch can be adjusted to maximum thrust based on current airspeed.

3) Maximum electrical generation - This mode is used when electrical generation is required but not propulsion such as when the batteries need to recharge and the LTA is hovering in one place. During this time, the propeller pitch is adjusted to a feathered position and additional battery cells are electrically connected.

Design Considerations

The maximum in-flight fuel usage for LTA aircraft is restricted by the maximum takeoff weight and the minimum landing weight [10]. To extend the inflight fuel usage, it is assumed that air will be gradually collected to balance fuel depletion. For the purposes of this design, the maximum inflight fuel usage will be limited to 3kg of fuel. If severe overpressure is detected, helium will be vented to prevent damage to the helium bladder. This method is ideal because it provides a means for altitude control and can regulate the dirigible’s internal pressure to safe levels.

Another design consideration is the battery charging rate. The generally accepted charging rate of most lithium ion
rechargeable batteries is no more than one times the battery capacity. Hybrid designs benefit over purely electric designs in that most of the energy is stored in fuel which has a much higher energy density than a battery’s energy density. Ideally, the battery capacity should be minimized to reduce the weight of the power plant. Since the battery capacity is limited by the magnitude of power it can accept and the duration it is rated to accept it, the battery was chosen based on the maximum electrical generation of the selected engine-generator combination. Recently, new generation lithium polymer batteries have been released that offer twelve times the capacity normal operating, oil is not considered to burn during combustion and as such does not contribute to the lower heating value value of the fuel mix.

**Sizing**

The initial sizing of the components was determined using the methodology proposed by Pant [12]. The iterative loop begins by estimating the helium volume storage of the airship, also known as the envelope. The envelope, air ballast and tail fin geometry, and the static lift were then calculated based on the volume estimate and the optimal aspect ratio. The optimal aspect ratio of airship length over diameter was selected to be 3.3 based on the minimum sum of form and skin drag on the streamlined National Physics Laboratory low drag airship body shape. Drag, total propulsion power, electric capacity and fuel weight were estimated based on the desired operating performance. The weights of the envelope, gondola, fins, and all sub-systems were estimated using preselected materials or weight factors modeled on existing LTAs [10], [12]. The work envelope is iterated until the difference of lift to weight (payload) converges to a satisfactory value [12].

**Hybrid Power Plant Design Overview**

**Engine**

Three options for the prime mover include petrol engines, diesel engines and gas turbines. Gas turbines can be omitted based on the relative scale of the UAV being designed (under 2 hp). Engine selection effects specific fuel consumption and weight per unit power. For petrol engines these values are 0.46 lb/(HP-hr) and 0.85 kg/HP while for diesel engines these values are 0.37 lb/(HP-hr) and 1.025 kg/HP [10]. Diesel engines are more efficient per HP and have improved reliability over spark ignition engines. Model (Glow-plug) Engines operate similar to a diesel engine except for the fact that they have a heat filament to aid in combustion and that they use alcohol fuels rather than diesel fuel. A table of fuel properties is presented in Table I. Model engines are best suited for this design and are readily available in the required horsepower range.

These engines come in two or four stroke cycles. Two stroke engines have a higher power to weight ratio, a lower cost per HP, and a simple construction with fewer moving parts. Four stroke engines have a higher fuel efficiency per HP, a longer engine life, a large range of peak engine performance, and tend to run quieter and cleaner. If the peak engine efficiency is matched with the generator output, and controlled in an on and off manner, then having a narrow peak efficiency range is sufficient. A two stroke OS 25LA model engine was chosen for its high power to weight ratio.

**Propulsion**

The primary propulsion system consists of a variable pitch propeller connected to the model engine. The variable pitch propeller allows for the three different design scenarios proposed previously. The propeller pitch can be set to the feathered position to charge the battery pack without moving the aircraft. It can also be used to control the engine load for maximum engine efficiency when both generating electrical power and propelling. Alternatively, the propeller pitch can be optimized to maximize propulsion efficiency for a given engine speed when not generating electrical power.

In addition to the primary propulsion system, four additional brushless DC motors, connected to fixed pitch propellers, are used for low speed cruising when the engine is turned off, and for directional control while the UAV is hovering. The UAV’s electric propulsion is shown in Figure 4.

**Starter/Generator**

The motor constant of a DC motor is determined from the number of turns and size of the coil. It can be shown that the rated power of the motor is inversely proportional to the motor constant. The motor constant dictates the ratio of rotational speed to voltage and current to torque. The most important consideration when using a motor as both a starter and generator is the selection of motor constant because...
the optimal values for these two functions are contradictory. As a generator, the motor constant needs to be sufficiently large such that voltage is generated at a higher potential than the batteries. Most small electronic devices operate at 12V or lower and small model engines run at very high speeds (typically in excess of 100RPM). As a starter, the motor constant needs to be sufficiently small such that the starting torque can overcome inertia and friction in the engine. The torque required to induce a single turn in the engine was experimentally determined to be approximately 0.7 Nm using a pulley and incremental weights.

A common solution is to add a transmission stage or separate motors for each function, however this adds weight, complexity and non negligible frictional losses. The solution was to use a large electrical motor (with a lower motor constant) and to down convert the output voltage to a usable range when generating using a high efficiency switching buck converter.

The options for electric motors include induction, brushed DC, or brushless DC (a type of 3-phase synchronous motor). Brushless DC motors generate 3-phase AC when driven, therefore they require filtering and rectification. Brushless DC motors also need a specialized electronic speed controller. However, they benefit from higher efficiency and a high power to weight ratio over conventional brushed DC motors. They have excellent heat dissipation, low noise, low maintenance, and great longevity and reliability because there are no brushes to replace [14]. An AXI 4120 brushless DC motor was selected since high efficiency power electronic circuits for motor control, filtering, rectification and DC/DC conversion have advanced to a point where they can be easily and inexpensively assembled in a small form factor using open source designs.

The main disadvantage of a brushless DC generator is that conventional rectification methods cannot achieve the maximum power possible because of a distorted or unsuitable current waveform [15]. A method is proposed by Lee [15] to maximize the power density of a brushless DC generator by actively switching rectifier diodes with PWM signals. Although this method of rectification provides higher efficiencies and the same power stage used for driving the motor could be theoretically used in reverse, its control is complex and requires a high-speed digital signal processor to detect the back EMF and current waveforms. Incorporating a 20 million instruction per second digital signal processor on-board for the sole purpose of rectification is unfeasible therefore a full bridge passive diode rectifier was selected for its low cost, simple construction and lack of complex control.

Another concern regarding power generation is the power factor. Unlike most power generation applications, the brushless DC generator will experience low resistance \((10^5 \Omega)\) and large operating speeds \((10^3 \text{rad/s})\) leading to high inductance. 2Particularly when the engine is starting cold, there is an interference fit between the piston head and the cylinder. As the engine heats up during combustion this tolerance increases allowing it to move more freely. This ensures a proper sealing during combustion.

During high operating speeds, the power factor will begin to drift away from unity as the voltage and current become out of phase with each other as shown in Figure 6. The power factor can be corrected by adding a capacitor in parallel to the resistive load per phase of the generator. This type of power factor correction is only optimal (close to unity) for one operating speed therefore the power factor will decrease as the generator speed moves away from the corrected speed. Since the engine’s peak efficiency occurs over a narrow speed range and the engine operation would be relatively constant at the optimal speed, passive power factor correction will be adequate. The results of experimental test on the power generator were used to determine the optimal engine/generator speed and select the power correction factor.

DC/DC conversion is also required in two separate cases on board the dirigible. First to regulate the output voltage of the generator to the working range of the battery charger (16.8V) and second to regulate the battery voltage down to 12V, 5V, and 3.7V sources used by the auxiliary components such as the on-board computer, electric propulsion motors and servo motors. A high efficiency step down (buck) controller circuit was selected for both situations.

**Energy Storage**

A comparison of different battery chemistries on the basis of energy mass density and energy volume density (Watt-hours/Liter) is shown in Figure 7. Lithium polymer batteries are the newest generation of lithium batteries offering the
highest energy density compared to other types. They have no memory effect, a good life cycle, high energy efficiency [17]. The most important attributes of this battery are its fast charge and discharge rates. This is vital to hybrid designs as one of the power limitations of hybrid power plants is the charging current provided by the generator. The maximum charging rate for lithium polymer batteries is limited to one times the capacity. The battery capacity must be chosen as a compromise between maximizing charging rate and minimizing weight.

Lithium polymer batteries are not tolerant to over charging or over discharging which both lead to thermal runaway. Battery damage and thermal runaway are associated with overheating. Maximum heat generation in a properly ventilated battery occurs during the final stages of charging (trickle charging) and during discharging (increases as the SOC is reduced). Charging a Li-Ion battery to 100% SOC, or discharging to 0% SOC will degrade its long term capacity [18]. Li-Ion operation SOC is usually limited to a smaller range, such as 30% to 70%. This reduces the useful battery capacity to only 40% of the fully specified capacity [18]. Therefore, the practical energy density of the battery is reduced. Although the useful battery capacity is a limitation of purely electric systems, hybrid systems have the advantage of maintaining the battery in its useful range by charging more frequently. This offers many advantages both for the battery and the efficiency of the system. As with all batteries, its life is extended by avoiding the damaging and inefficient periods of overheating shown in Figure 8. In combination with a hybrid system, keeping the battery within its useful range increases the effective energy density of the system when combined with fuel. Avoiding low power input trickle charge when the battery is near full SOC ensures that the loading on the engine is more stable and the engine is only used in its peak efficiency range. Avoiding near empty SOC prevents battery voltage fluctuations and voltage cutoff during discharging.

METHODOLOGY

The hybrid power plant shown in Figure 9 consists of a glow engine, a brushless DC generator, a controllable pitch propeller. The plant frame is fixed to a pressurized air bed that provides a virtually frictionless contact to the test bench. The static thrust of the propeller is measured by a cable connected to a digital scale. Fuel flow is measured by taking mass readings every 10ms. The glow plug and electronic speed controller are connected to a double throw power relay that switches between the electronic speed controller (starter mode) and the 3-phase rectifier (generator mode). If the rotational speed of the brushless DC motor (measured by the frequency to voltage converter) is below 3000RPM, the relay is switched to starter motor and the glow plug is powered. When generating, the electrical load of the battery and charger is simulated using a rheostat (variable resistance) set to the equivalent resistance of the charger and battery in series. The free stream air velocity represents the velocity of the air entering the propeller. Tests were performed at five different free stream velocity speeds produced by an electric blower to simulate the effect of the dirigible traveling at those speeds.

Tests were performed to determine the power plant’s useful power output, energy consumption and overall efficiency with respect to changing engine throttle, fuel mixture richness, propeller pitch, electrical load resistance, and free steam velocity. Table II contains a list of controlled variables and their ranges.

RESULTS

The recorded data points were segmented into groups according to engine speed, and averaged to produce the operating envelope shown in Figure 10. Data points below the engine’s start-up speed (3000 RPM) were omitted. Useful
Table II: List of controlled variables and their operating ranges

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Increment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine Throttle</td>
<td>50% (half)</td>
<td>100% (full)</td>
<td>12.5%</td>
</tr>
<tr>
<td>Needle Value</td>
<td>360 (lean)</td>
<td>720 (rich)</td>
<td>30</td>
</tr>
<tr>
<td>Propeller Pitch</td>
<td>15°</td>
<td>45°</td>
<td>15°</td>
</tr>
<tr>
<td>Electrical Resistance</td>
<td>1.4</td>
<td>5.6</td>
<td>1.4</td>
</tr>
<tr>
<td>Free Stream Air Velocity</td>
<td>0 m/s</td>
<td>20 m/s</td>
<td>4 m/s</td>
</tr>
</tbody>
</table>

Power was calculated based on the sum of propulsion and electrical power such that,

\[ P_U = P_P + P_G \]

\[ P_U = F_T \times \nu_f + V_g \times I_g \]

Where \( P_U \) is the total useful power produced [W], \( P_P \) is the propulsion power [W], \( P_G \) is the generation power [W], \( F_T \) is the propeller thrust [N], \( \nu_f \) is the free stream velocity in [m/s], \( V_g \) is the generation voltage [V], and \( I_g \) is the generation current [A].

Data points in the 98th percentile were considered to represent the useful power operating envelope. Overall system efficiency, \( \eta_O \), was calculated as the ratio of useful power over input power, \( P_I [W] \)

\[ \eta_O = \frac{P_U}{P_I} \]

The input power is defined by,

\[ P_I = m_f \times \dot{\rho}_e \]

where \( m_f \) is the mass flow rate of fuel [g/s] and \( \dot{\rho}_e \) is the fuels energy density [W/g].

Based on the operating envelope, the engine was unable to reach its optimal operating speed of 15000 RPM specified by the manufacturer due to the increase in torque caused by friction bearings and the added inertia of generator and other rotating components. The useful power begins to plateau after 9000 RPM and the maximum useful output power achieved was 148.4W. In comparison, the engine’s rated output given in the manual is 447.6W (7.4% engine efficiency at 0.4g/s fuel consumption of 15% nitromethane glow fuel). This difference can be attributed to the loses due to propeller and generator efficiencies (maximum of 50% and 85% respectively) and friction torque in bearings (the transmission efficiency is variable with engine speed but is roughly estimated to be 80%). A summary of these losses is shown in Figure 11. The engine’s fuel consumption was much higher than expected at upwards of 0.4g/s at maximum efficiency which tended to lower overall efficiencies.

Figure 9: Experimental hybrid power plant

Figure 10: Engine operating envelope for the OS 25LA two stroke model aero engine

Figure 11: Summary of hybrid power plant losses
The propeller’s efficiency for three pitch settings versus advance ratio are illustrated in Figure 12. Propeller pitch was measured at 0.75R from the axis of rotation. The advance ratio is the ratio between the distance a propeller moves forward through the fluid during one revolution and is defined as,

\[ J = \frac{\nu_f}{n_e \times d_p} \]

Where \( n_e \) is the engine speed [rev/s], and \( d_p \) is the diameter of the propeller [m].

Propeller efficiency values correspond well with theoretical values presented by McCormick [13] shown in Figure 5. Two separate methods were used to calculate propeller efficiency and compared. The first approach uses the classical definition for efficiency as the ratio of useful propulsion power over power absorbed and was written as,

\[ \eta_{P1} = \frac{P_P}{P_A} = \frac{F_T \times \nu_f}{\omega_e \times T_P} \]

Where \( P_P \) is the useful propulsion power [W], \( P_A \) is the power absorbed [W], \( \omega_e \) is the engine speed [rad/s], and \( T_P \) is the engine torque absorbed [Nm].

The propeller torque cannot be measured directly as it is a function of the engine torque, generator torque and frictional losses. Therefore, the propeller torque was estimated based on engine speed and propeller pitch using the following set of equations which were produced using propeller tables presented by Lesley [19],

\[ C_T = 1.83 \times 10^9 \times \theta^2 + 1.04 \times 10^8 \times \theta + 1.70 \times 10^8 \]

\[ T_P = C_T \times \omega_e^2 \]

Where \( \theta \) is the propeller pitch in inches.

The second method used to calculate propeller efficiency is based on disk actuator theory [20],

\[ \eta_{P2} = \frac{1}{1 + \frac{\nu_f - \nu_w}{\nu_f}} \]

where \( \nu_w \) is the velocity of the air in the wake of the propeller [m/s].

Both methods produced efficiencies within 10% however only the first method is presented in Figure 12 since it was considered to have lower cumulative error. Due to the size of the airship, flight speeds above \( 10 \text{ m/s} \) are unfeasible based on the total available propulsion power on-board. Therefore advance ratios above 0.3 are unfeasible. Based on Figure 12, propeller pitch will remain between 0 and 15 degrees to maximize the propeller efficiency for all foreseeable flight conditions.

The maximum generator power is shown in Figure 13. The electrical resistance represents the electrical load applied from the electrical propulsion motors, servos, and other on board electronics. Only electrical power produced with voltages above 14.8V can be used due to the battery voltage therefore, resistances below 3Ω are not useful. Maximum electrical generation is achieved between 3Ω and 4.5Ω of 90W. Above 4.5Ω, power begins to drop as the engine is no longer able to increase it’s speed to increase the voltage and the current reduces following ohm’s law.

The average current draw required by the brushless DC motor to start the engine was measured to be 35.7A (with a peak of 49.6A) at 14.8V which translates into 538.4W. However, the average time before the engine began driving the brushless DC motor was 0.28 sec leading to an energy draw of the battery of 41.9mWh. The servos used to vary the engine throttle and pitch angle drew 1.08W and 2.00W and were typically used only at start up for less than 5 seconds (1.5mWh and 2.8mWh, respectively). The glow
plug drew a constant 7.58W over 5 seconds resulting in a drain of 10.5mWh. The microcontroller used to generate the PWM signals is run continuously, but enters a power save mode when not receiving an input. Thus reducing its active consumption from 20mW to 1.2mW and can be neglected. The total energy required to start the engine once is 56.7mWh or about 0.06% of the battery’s capacity.

The current design can run the glow engine for 2.08 hours on 3 kg of fuel at the maximum efficiency point. Given the 88.8Wh battery capacity on-board plus 90W regeneration and assuming an average of 50W power draw from electric propulsion and electronics results in an overall flight endurance of 5.52 hours. With 60W mechanical propulsion during engine on time and assumed 30W electric propulsion on average the maximum range of the airship (with zero net wind) is 123km.

The power and energy density of the glow engine hybrid system at the optimal operating point can be calculated for a given amount of fuel. The power density, \( \delta_P \), is found by,

\[
\delta_P = \frac{P_U}{\sum m_f + \sum m_v}
\]

and energy density, \( \delta_E \), is found by,

\[
\delta_E = \frac{P_U \times t_v}{\sum m_f + \sum m_v}
\]

Where \( t_v \) is the operating time, \( \sum m_f \) is the sum of fixed or dead masses such as the engine, motor and frame, and \( \sum m_v \) is the sum of variable masses such as fuel, the number or capacity of batteries or a combination of both. These two equations form the operational limits of each system which are represented by lines shown in Figure 14. The horizontal asymptote is the maximum power density and is governed by the maximum output power of the power plant considered. If the variable mass is infinitesimally small, maximum power density is achieved. The vertical asymptote is the maximum energy density and is governed by the energy density of the fuel source. If the power plant has an infinite supply of fuel or batteries, the maximum energy density is achieved, since the operating time depends on the about of fuel or the total capacity of batteries available.

A point is plotted on Figure 14 for the current system given 3 kg of fuel. Given the electric motor and propeller efficiency and lithium polymer batteries as the current system, similar points can be constructed for a fully electric system and a gasoline hybrid system. Figure 14 indicates a 31% improvement in energy density with 3 kg worth of fuel over that of a fully electric system with 3 kg of batteries. Energy density is paramount over power density for long duration missions as the mass of the fuel becomes larger than the mass of the power plant. Considering this, further improvement is possible if a 4-stroke gasoline engine is used in the place of the 2-stroke glow engine. Gasoline has a 154% increase in energy density over 15% glow fuel and requires less oil in the mixture (which does not contribute towards useful work). A spark ignition would also provide practical benefits of reliable start up and ignition timing compared to a glow plug. Although 4-stroke engines generally weigh more than 2-stroke engines at the same power, they have significantly lower fuel consumption rates which becomes paramount when carrying over 1 kg of fuel.

The conservatively estimated overall cost for fabricating a single unit is $5,000. The cost metric as presented in Figure 2 for this UAV design is 8.8. The average UAV cost metric at the same price point is 1.9. This represents a 363% increase compared to existing designs.

**CONCLUSION**

The energy density of the purposed hybrid power plant design was proven to be higher than an equivalent purely electric system through experimental testing, despite sub-par engine performance. Utilizing a 4-stroke gasoline based engine such as the Saito fg-14b, which has a manual rated power output of 895.2W and fuel consumption of 0.096g/s (22.8% engine efficiency using gasoline with 20:1 synthetic oil mix), would increase overall efficiency substantially. A further 154% increase is expected for a similar design with implementation of this engine instead of the 2-stroke glow engine.
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1 Introduction

Dirigibles have several advantages over fixed wing and rotary wing aircraft. They have the ability to maintain lift without consuming energy making them ideal for long range and long endurance missions. This ability also allows them to take off and land vertically without the need for a runway and hover in place to monitor developments on the ground. Dirigibles can be easily deflated for packaging and transportation and then inflated on site before operation. As such, dirigibles are well suited for use as reconnaissances platform to aid rescue crews after disasters [1–5].

An endurance and payload comparison between fixed wing, rotary wing and dirigible UAVs is shown in Fig. 1. These data were collected and combined from multiple sources [6–9]. UAVs that do not travel, such as aerostats, and upper atmosphere UAVs were excluded. Data were also excluded if inconsistent between publications or when only a range was provided. Based on the shaded area in Fig. 1, it can be seen that the majority of UAVs with payloads under 1 kg have a flight endurance of 1 h or less. Furthermore, UAVs that have large payload and endurance tend to have large unit cost.

Cost metrics can also be used to compare the performance of the entire spectrum of UAVs [6]. A cost metric consisting of the cubic root of the products of range, endurance, and payload is
applied for a baseline of existing technologies. Based on the performance band shown in Fig. 2, it is clear that a robust UAV system is needed to meet the operation requirements of both long endurance and long range while maintaining a low unit cost.

This paper presents the design and testing for a novel hybrid power plant design for a UAV dirigible. First, power requirements and design considerations are discussed. Then an overview of the power plant design is presented, followed by the methodology and results of the experimental testing. The UAV design is then compared to existing UAVs on the basis of cost, payload, range and endurance.

1.1 Dirigible UAV Power Requirements

The propulsive power range of lighter than air (LTA) aircraft are far greater than of heavier than air aircraft as shown in Fig. 3. This presents a problem when selecting a suitable prime mover. Electrical power requirements for LTA aircraft can be over 65% total power [10]. Purely electric propulsion designs have significantly shorter flight endurance due to the lower energy density of electric power storage coupled with high
electrical power requirements. Purely piston powered propulsion designs suffer from significant increases in specific fuel consumption at low engine power (during idling) and have a narrow peak efficiency range which makes varying the load on the engine undesirable. Furthermore, electrical energy storage is still required for avionics, therefore neither fuel or electric energy cannot be fully consumed during flight (the first depleted will limit flight endurance). The generally accepted ideal solution is to drive electric generators from piston powered propulsion engines [10, 11]. The proposed system extends the piston engine and electric motor combination by including a variable pitch propeller that acts as the primary mover. It will be shown that this allows for both fuel and electric energy to be completely consumed while eliminating the losses associated with running the engine at low engine power.

1.2 Hybrid Power Plant Design

The proposed hybrid power plant consists of an engine, a brushless DC generator, and a propeller connected in series as shown in Fig. 4. This configuration provides the most flexible operating conditions and the maximum flight endurance. The engine can be shut down during periods when propulsion or electrical generation is not required and the generator can be run in reverse to start the engine when required. This eliminates the need for a separate starter motor. Starting and stopping the engine as required keeps the engine under constant load and maximum efficiency, and maintains the batteries in their useful operating range. When the power plant is connected to the UAV, the engine is turned on according to the current flight conditions. These conditions include: distance remaining to target, UAV operating speed, opposing wind, and the State of Charge (SOC) of the battery. The proposed design can be adjusted for the following three scenarios:

1. Maximum engine efficiency—Minimizing engine fuel consumption and maximizing flight duration are paramount in this operating mode. The loading of the engine is held in its maximum efficiency zone by balancing the mechanical propulsion and electrical generation based on the current flight conditions, trip characteristics and SOC of the battery.

2. Maximum propulsion—This mode is used when propulsion is required but not electrical generation such as when the batteries are charged but the LTA needs to move to a position quickly. During this time, the batteries cells can be electrically disconnected and the propeller pitch can be adjusted to maximum thrust based on current airspeed.

3. Maximum electrical generation—This mode is used when electrical generation is required but not propulsion such as when the batteries need to recharge and the LTA is hovering.
in one place. During this time, the propeller pitch is adjusted to a feathered position and additional battery cells are electrically connected.

Properly matching the engine and generator speed ranges is essential to minimizing the specific fuel consumption of the engine. Maximum propeller efficiency can be achieved by implementing a variable pitch propeller.

1.3 Design Considerations

The maximum in-flight fuel usage for LTA aircraft is restricted by the maximum takeoff weight and the minimum landing weight [10]. To extend the inflight fuel usage, it is assumed that air will be gradually collected to balance fuel depletion. For the purposes of this design, the maximum inflight fuel usage will be limited to 3 kg of fuel. If severe overpressure is detected, helium will be vented to prevent damage to the helium bladder. This method is ideal because it provides a means for altitude control and can regulate the dirigible’s internal pressure to safe levels.

Another design consideration is the battery charging rate. The generally accepted charging rate of most lithium ion rechargeable batteries is no more than one times the battery capacity. Ideally, the battery capacity should be minimized to reduce the weight of the power plant. Since the battery capacity is limited by the magnitude of power it can accept and the duration it is rated to accept it, the battery was chosen based on the maximum electrical generation of the selected engine-generator combination. Recently, new generation lithium polymer batteries have been released that offer twelve times the capacity charging rate. This significantly lowers the battery capacity limitation and thus reduces the size and weight of the battery pack.

1.4 Sizing

The initial sizing of the components was determined using the methodology proposed by Pant [12]. The iterative loop begins by estimating the helium volume storage of the airship, also known as the envelope. The envelope, air ballast and tail fin geometry, and the static lift were then calculated based on the volume estimate and the optimal aspect ratio. The optimal aspect ratio of airship length over diameter was selected to be 3.3 based on the minimum sum of form and skin drag on the streamlined National Physics Laboratory low drag airship body shape. The weights of the envelope, gondola, fins, and all sub-systems were estimated using preselected materials or weight factors modeled on existing LTAs [10, 12]. The work envelope is iterated until the difference of lift to weight (payload) converges to a satisfactory value [12]. Drag, total propulsion power, electric capacity and fuel weight were estimated based on the desired operating performance.

For the proposed UAV dirigible the weight of the work envelope was iterated until a payload of 1 kg was achieved to allow for additional accessories or modifications. Given a net lift of 12 kg, the total installed propulsive power, electric capacity and fuel weight were estimated at 720 W, 75 Wh and 3 kg, respectively.

2 Hybrid Power Plant Design Overview

2.1 Engine

Three options for the prime mover include petrol engines, diesel engines, and gas turbines. Gas turbines were omitted based on the relative scale of the UAV being designed (under 2 hp). The selection of the engine was based on the specific fuel consumption and weight per unit power. For petrol engines these values are 0.46 lb/(HP-hr) and 0.85 kg/HP while for diesel engines these values are 0.37 lb/(HP-hr) and 1.025 kg/HP [10]. Diesel engines are more efficient per HP and have improved reliability over spark ignition engines. Model (Glow-plug) Engines operate similar to a diesel engine except for the fact that they have a heat filament to aid in combustion and that they use alcohol fuels rather than diesel fuel. A model engine was selected for this design for its high power to weight ratio and availability in the required horsepower range.

These engines come in two or four stroke cycles. Two stroke engines have a higher power to
weight ratio, a lower cost per HP, and a simple construction with fewer moving parts. Four stroke engines have a higher fuel efficiency per HP, a longer engine life, a large range of peak engine performance, and tend to run quieter and cleaner. If the peak engine efficiency is matched with the generator output, and controlled in an on and off manner, then having a narrow peak efficiency range is sufficient. Therefore, a two stroke OS 25LA model engine was chosen for its high power to weight ratio.

2.2 Propulsion

The primary propulsion system consists of a variable pitch propeller connected to the model engine. The variable pitch propeller allows for the three different design scenarios proposed previously. The propeller pitch can be set to the feathered position to charge the battery pack without moving the aircraft. It can also be used to control the engine load for maximum engine efficiency when both generating electrical power and propelling. Alternatively, the propeller pitch can be optimized to maximize propulsion efficiency for a given engine speed when not generating electrical power (Fig. 5).

In addition to the primary propulsion system, four additional brushless DC motors, connected to fixed pitch propellers, are used for low speed cruising when the engine is turned off, and for directional control while the UAV is hovering. This configuration provides greater maneuverability and eliminates the need for operating the engine at low RPMs. The UAV’s electric propulsion is shown in Fig. 4.

2.3 Starter/Generator

The motor constant of a DC motor is determined from the number of turns and size of the coil. It can be shown that the rated power of the motor is inversely proportional to the motor constant. The motor constant dictates the ratio of rotational speed to voltage and current to torque. The most important consideration when using a motor as both a starter and generator is the selection of motor constant since the optimal values for these two functions are contradictory. As a generator, the motor constant needs to be sufficiently large such that voltage is generated at a higher potential than the batteries. Most small electronic devices operate at 12 V or lower and small model engines run at very high speeds (typically in excess of 10 kRPM). As a starter, the motor constant needs to be sufficiently small such that the starting torque can overcome inertia and friction in the engine.\(^1\) The torque required to induce a single turn in the engine was experimentally determined to be approximately 0.7 Nm using a pulley and incremental weights.

A common solution is to add a transmission stage or separate motors for each function, however this adds weight, complexity and non negligible frictional losses. The solution was to use a large electrical motor (with a lower motor constant) and to down convert the output voltage to a

\(^1\)Particularly when the engine is starting cold, there is an interference fit between the piston head and the cylinder. As the engine heats up during combustion this tolerance increases allowing it to move more freely. This ensures a proper sealing during combustion.
useable range when generating electricity using a high efficiency switching buck converter.

The options for electric motors include induction, brushed DC, or brushless DC (a type of 3-phase synchronous motor). Brushless DC motors generate 3-phase AC when driven, therefore they require filtering and rectification. Brushless DC motors also need a specialized electronic speed controller. However, they benefit from higher efficiency and a high power to weight ratio over conventional brushed DC motors. They have excellent heat dissipation, low noise, low maintenance, and great longevity and reliability because there are no brushes to replace [14]. An AXI 4120 brushless DC motor was selected since high efficiency power electronic circuits for motor control, filtering, rectification and DC/DC conversion have advanced to a point where they can be easily and inexpensively assembled in a small form factor using open source designs.

The main disadvantage of a brushless DC generator is that conventional rectification methods cannot achieve the maximum power possible because of a distorted or unsuitable current waveform [15]. A method is proposed by Lee [15] to maximize the power density of a brushless DC generator by actively switching rectifier diodes with PWM signals. Although this method of rectification provides higher efficiencies and the same power stage used for driving the motor could be theoretically used in reverse, its control is complex and requires a high-speed digital signal processor to detect the back EMF and current waveforms. Incorporating a 20 million instruction per second digital signal processor on-board for the sole purpose of rectification is unfeasible therefore a full bridge passive diode rectifier was selected for its low cost, simple construction and lack of complex control.

Another concern regarding power generation is the power factor. Unlike most power generation applications, the brushless DC generator will experience low resistance (10Ω) and large operating speeds (10^3 rad s^(-1)) leading to high inductance. During high operating speeds, the power factor will begin to drift away from unity as the voltage becomes out of phase with the current. This is shown in Fig. 6. The power factor can be corrected by adding a capacitor in parallel to the resistive load of each phase of the generator. This type of power factor correction is only optimal (close to unity) for one operating speed therefore the power factor will decrease as the generator speed moves away from the corrected speed. Since the engine’s peak efficiency occurs over a narrow speed range and the engine operation would be relatively constant at the optimal speed, the passive power factor correction was selected. The results of experimental test on the power generator were used to determine the optimal engine/generator speed and select the power correction factor. Three capacitors of 45.5 μF were used to correct the power factor at 9,000 RPM.

DC/DC conversion is also required in two separate cases on board the dirigible. First to regulate the output voltage of the generator to the working range of the battery charger (16.8 V) and second to regulate the battery voltage down to 12 V, 5 V, and 3.7 V sources used by the auxiliary components such as the on-board computer, electric propulsion motors and servo motors. A high efficiency step down (buck) controller circuit was selected for this purpose.

2.4 Energy Storage

A comparison of different battery chemistries on the basis of energy mass density and energy volume density (Watt-hours/Liter) is shown in Fig. 7. Lithium polymer batteries are the newest generation of lithium batteries offering the highest energy density compared to other types. They have no memory effect, a good life cycle, high energy efficiency [17]. The most important attributes of this battery are its fast charge and discharge rates. This is vital to hybrid designs as one of

![Fig. 6 Uncorrected power factor](image-url)
Fig. 7 Energy densities of various battery types [16]

![Energy densities of various battery types]

The power limitations of hybrid power plants is the charging current provided by the generator. The maximum charging rate for lithium polymer batteries is limited to one time the capacity. The battery capacity must be chosen as a compromise been maximizing charging rate and minimizing weight.

Lithium polymer batteries are not tolerant to over charging or over discharging which both lead to thermal runaway. Therefore, they require an added protection circuit to prevent these conditions from occurring [17]. Battery damage and thermal runaway are associated with overheating which, in a properly ventilated battery, occurs during the final stages of charging (trickle charging) and during discharging (increases as the SOC is reduced) as shown in Fig. 8. Charging a Li-Ion battery to 100 % SOC, or discharging to 0 % SOC will degrade its long term capacity [18]. Lithium-ion operation SOC is usually limited to a smaller range, such as 30 % to 70 %. This reduces the useful battery capacity to only 40 % of the fully specified capacity [18].

Although the useful battery capacity is a limitation of purely electric systems, hybrid systems have the advantage of maintaining the battery in its useful range by charging more frequently. This offers many advantages both for the battery and the efficiency of the system. Avoiding low power input trickle charge when the battery is near full SOC ensures that the loading on the engine is more stable and the engine is only used in its peak efficiency range. Avoiding near empty SOC prevents battery voltage fluctuations and voltage cutoff during discharging.

Fig. 8 Typical discharge (top) and charge (bottom) curves of a Lithium-Ion battery [18]
3 Methodology

The experimental platform shown in Fig. 9 consists of a glow engine, a brushless DC generator, and a controllable pitch propeller connected in series. The plant frame is fixed to a pressurized air bed that provides a virtually frictionless contact to the test bench. The static thrust of the propeller is measured by a cable connected to a digital scale. Fuel flow is measured by taking mass readings every 10 ms. The glow plug and electronic speed controller are connected to a double throw power relay that switches between the electronic speed controller (starter mode) and the 3-phase rectifier (generator mode). If the rotational speed of the brushless DC motor (measured by the frequency to voltage converter) is below 3000 RPM, the relay is switched to starter motor and the glow plug is powered. When generating, the electrical load of the battery and charger is simulated using a rheostat (variable resistance) set to the equivalent resistance of the charger and battery in series. The free stream air velocity is the velocity of the air entering the propeller. Tests were performed at five different free stream velocity speeds produced by an electric blower to simulate the effect of the dirigible traveling at those speeds.

The power plant’s useful power output, energy consumption and overall efficiency were determined by varying the engine throttle, fuel mixture richness, propeller pitch, electrical load resistance, free steam velocity, and the nitromethane content in the fuel. Table 1 contains a list of all these control variables and their ranges.

4 Results

The recorded data points were segmented into groups according to engine speed, and averaged to produce the operating envelope shown in Fig. 10. Data points below the engine’s start-up speed (3000 RPM) were omitted. The useful total power $P_U$ was calculated based on the sum of propulsion power $P_P$ and electrical power $P_G$ such that,

$$P_U = P_P + P_G$$

where,

$$P_P = F_T \times v_f$$

and

$$P_G = V_g \times I_g$$

where $P$ is in [W], $F_T$ is the propeller thrust in [N], $v_f$ is the free stream velocity in [m/s], $V_g$ is the generation voltage in [V], and $I_g$ is the generation current in [A].

Data points in the 98th percentile were considered to represent the useful power operating

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Increment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine throttle</td>
<td>50 % (half)</td>
<td>100 % (full)</td>
<td>12.5 %</td>
</tr>
<tr>
<td>Needle value</td>
<td>360 (lean)</td>
<td>720 (rich)</td>
<td>30</td>
</tr>
<tr>
<td>Propeller pitch</td>
<td>15°</td>
<td>45°</td>
<td>15°</td>
</tr>
<tr>
<td>Electrical resistance</td>
<td>1.4</td>
<td>5.6</td>
<td>1.4</td>
</tr>
<tr>
<td>Free stream air velocity</td>
<td>0 m/s</td>
<td>20 m/s</td>
<td>4 m/s</td>
</tr>
<tr>
<td>Nitromethane content</td>
<td>5 %</td>
<td>15 %</td>
<td>5 %</td>
</tr>
</tbody>
</table>
Fig. 10 Engine operating envelope for the OS 25LA two stroke model aero engine

envelope. Overall system efficiency, \( \eta_O \), was calculated as the ratio of useful power over the input power, \( P_I [W] \)

\[
\eta_O = \frac{P_U}{P_I}
\]

The input power is defined by,

\[
P_I = m_F \times \rho_e
\]

where \( m_F \) is the mass flow rate of fuel [g/s] and \( \rho_e \) is the fuels energy density [W/g].

Based on the operating envelope, the engine was unable to reach it’s optimal operating speed of 15000 RPM specified by the manufacturer due to the increase in torque caused by the friction in the bearings, and the added inertia of generator and other rotating components. The useful power begins to plateau after 9000 RPM and the maximum useful output power achieved was 148.4 W. In comparison, the engine’s rated output given in the manual is 447.6 W (7.4 % engine efficiency at 0.4 g/s fuel consumption of 15 % nitromethane glow fuel). This difference can be attributed to the losses due to propeller and generator efficiencies (maximum of 50 % and 85 % respectively) and friction torque in the bearings (the transmission efficiency is variable with engine speed but is roughly estimated to be 80 %). A summary of these losses is shown in Fig. 11. The engine’s fuel consumption was much higher than expected at upwards of 0.4 g/s at maximum efficiency which tended to lower overall efficiencies.

Two separate methods were used to calculate propeller efficiency. The first approach uses the classical definition for efficiency given by the ratio of useful propulsion power out over power absorbed,

\[
\eta_{P1} = \frac{P_P}{P_A} = \frac{F_T \times \nu_f}{\omega_e \times T_P}
\]

where \( P_P \) is the useful propulsion power [W], \( P_A \) is the power absorbed [W], \( \omega_e \) is the engine speed [rad/s], and \( T_P \) is the engine torque absorbed [Nm]. Note that the propeller torque
cannot be measured directly as it is a function of the engine torque, generator torque and frictional losses. Therefore, the propeller torque was estimated based on engine speed and propeller pitch using the following set of equations which were produced using propeller tables presented by Lesley [19].

\[
C_T = 1.83 \times 10^9 \ast \theta^2 + 1.04 \times 10^8 \ast \theta + 1.70 \times 10^8
\]

\[
T_P = C_T \times \omega_e^2
\]

where \( \theta \) is the propeller pitch in inches measured at 3/4 propeller radius from the axis of rotation.

The second method used to calculate propeller efficiency is based on disk actuator theory [20],

\[
\eta_P^2 = \frac{1}{1 + \frac{v_w}{v_f} - \frac{\nu f}{\nu w}}
\]

where \( v_w \) is the velocity of the air in the wake of the propeller [m/s].

The propeller’s efficiency for three pitch settings are plotted against the advance ratio in Fig. 12. The advance ratio \( J \) is the ratio between the distance a propeller moves forward through the fluid during one revolution over the product of engine speed and propeller diameter,

\[
J = \frac{v_f}{n_e \times d_p}
\]

Both methods produced efficiencies within 10% however only the first method is presented in Fig. 12 since it was considered to have lower cumulative error. Due to the size of the airship, flight speeds above \( 10 \text{ m/s} \) are unfeasible based on the total available propulsion power on-board. Therefore advance ratios above 0.3 are unfeasible. Propeller efficiency values correspond well with theoretical values presented by McCormick [13] shown in Fig. 5. Based on the results of these tests, the propeller pitch will remain between 0 and 15 degrees to maximize the propeller efficiency for all foreseeable flight conditions.

The maximum generator power is shown in Fig. 13. The electrical resistance represents the electrical load applied from the electrical propulsion motors, servos, and other on board electronics. Only electrical power produced with voltages above 14.8 V can be used due to the battery voltage therefore, resistances below 3Ω are not useful. Maximum electrical generation is achieved between 3Ω and 4.5Ω of 90 W. Above 4.5Ω, power begins to drop as the engine is no longer able to increase its speed to increase the voltage and the current reduces following ohm’s law.
The effect of nitromethane content on the operating envelope of the system is illustrated in Fig. 14. The useful power generated for all fuel types were within 20 % at any given engine speed. However, the range of operating speeds significantly decreased with the decrease in nitromethane content. Fuel consumption was reduced with the use of the 10 % fuel and increased with use of the 5 %, compared to the 15 %. This in turn resulted in higher efficiencies at the median nitromethane content of 10 %. The increase in efficiency for the 10 % fuel may be explained by the change in ignition timing caused by the change in fuel as glow engines are dependent on the catalytic reaction of the fuel for combustion. It is worth noting that the engine was much more difficult to start and tune with decreasing nitromethane content, and the engine struggled to reach a steady state for the majority of tests.

The average current draw required by the brushless DC motor to start the engine was measured to be 35.7 A (with a peak of 49.6 A) at 14.8 V which translates into 538.4 W. However, the average time before the engine began driving the brushless DC motor was 0.28 s leading to an energy draw of the battery of 41.9 mWh. The servos used to vary the engine throttle and pitch angle drew 1.08 W and 2.00 W and were typically used only at start-up for less than 5 s (1.5 mWh and 2.8 mWh, respectively). The glow plug drew a constant 7.58 W over 5 s resulting in a drain of 10.5 mWh. The microcontroller used to generate the PWM signals is run continuously, but enters a power save mode when not receiving an input. Thus reducing its active consumption from 20 mW to 1.2 mW and can be neglected. The total energy required to start the engine once is 56.7 mWh or about 0.06 % of the battery’s capacity.

The current design can run the glow engine for 2.08 h on 3 kg of fuel at the maximum efficiency point. Given the 88.8 Wh battery capacity on-board plus 90 W regeneration and assuming an average of 50 W power draw from electric propulsion and electronics results in an overall flight endurance of 5.52 h. With 60 W mechanical propulsion during engine on time and assuming 30 W electric propulsion on average the maximum range of the airship (with zero net wind) is 123 km.

The power and energy density of the glow engine hybrid system at the optimal operating point can be calculated for a given amount of fuel. The power density, $\delta_P$, is found by,

$$\delta_P = \frac{P_U}{\sum m_f + \sum m_v}$$

and energy density, $\delta_E$, is found by,

$$\delta_E = \frac{P_U \times t_r}{\sum m_f + \sum m_v}$$

where $t_r$ is the operating time in [h], $\sum m_f$ is the sum of fixed or dead masses such as the engine, motor and frame, and $\sum m_v$ is the sum of variable masses such as fuel in in [kg] of batteries or a combination of both. These two equations form the operational limits of each system which are represented by lines shown in Fig. 15. The horizontal asymptote is the maximum power density and is governed by the maximum output power of the power plant considered. If the variable mass is infinitesimally small, maximum power density is

![Fig. 14 Engine operating envelope for various nitromethane content fuels](image-url)
achieved. The vertical asymptote is the maximum energy density and is governed by the energy density of the fuel source. If the power plant has an infinite supply of fuel or batteries, the maximum energy density is achieved, since the operating time depends on the about of fuel or the total capacity of batteries available.

A circular point is plotted on Fig. 15 for the current system supplied with 3 kg of fuel. Given the electric motor and propeller efficiency, and the same lithium polymer battery of the current system, similar points can be constructed for a fully electric system and a gasoline hybrid system. Figure 15 indicates a 30 % improvement in energy density can be achieved with the current system over that of a fully electric system with 3 kg of dedicated batteries. If the energy capacity of upcoming battery technologies (i.e. fuel) glow fuel hybrid systems would exhibit a higher power density compared to gasoline hybrid engines.

Energy density is paramount over power density for long duration missions as the mass of the fuel becomes larger than the mass of the power plant. Considering this, further improvement is possible if a 4-stroke gasoline engine is used in the place of the 2-stroke glow engine. Gasoline has a 154 % increase in energy density over glow fuel with 15 % nitromethane and requires less oil in the mixture (which does not contribute towards useful work). A spark ignition would also provide practical benefits of reliable start up and ignition timing compared to a glow plug. Although 4-stroke engines generally weigh more than 2-stroke engines at the same power, they have significantly lower fuel consumption rates which becomes paramount when carrying over 1 kg of fuel. This can be seen in Fig. 15. For lower variable masses (i.e. fuel) glow fuel hybrid systems would exhibit a higher power density compared to gasoline hybrid engines.

The conservatively estimated overall cost for fabricating a single unit is $5,000 CAD. The low material and manufacturing cost was achieved from using or modifying commercially available, off-the-shelf components. The performance metric presented in Fig. 2 is given by,

\[ C_P = \sqrt[3]{M_P \times D \times t_o} \]

where \( C_P \) \([\text{kg}^{-1} \text{km}^{-1} \text{h}^{-1}]\) is the performance metric, \( M_P \) is the payload mass in [kg], \( D \) is the UAV’s range in [km] and \( t_o \) is the maximum operating time or endurance in [h]. Given the estimated payload of 1 kg (does not include fuel) and the endurance and range previously calculated (5.52 h and 123 km respectively), the performance metric for this UAV design is 8.8. The average UAV cost metric at the same price point is 1.9. This represents a 363 % increase compared to existing designs.

5 Conclusion

The energy density of the purposed hybrid power plant design was proven to be higher than an equivalent purely electric system through experimental testing, despite sub-par engine performance. Further increases are expected if a 4-stroke gasoline engine is implemented in a similar configuration. Future plans involve testing the aforementioned air ballasting system, implementing a new power plant design focused around a 4-stroke gas engine, and performing full scale tests of the completed UAV system.
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Abstract—Unmanned aerial vehicle (UAV) dirigibles are well suited for surveillance and surveyance missions since they can hover and maintain lift without consuming energy and can be easily deflated for packaging and transportation. The challenge is developing a long endurance system while maintaining a low unit cost. This paper presents a novel hybrid power plant design that addresses both of these requirements. The lightweight design consists of a 4-stroke 14cc gasoline engine in-line with a brushless dc motor/generator and variable pitch propeller capable of producing a maximum power output of 250 W. A method was also developed to compare its performance and endurance to other power plant configurations that could be used in dirigible UAVs. Overall, the proposed hybrid power plant has 674% increase in energy density over that of a purely electric system, thereby proportionally increasing UAV flight time for the same power and weight.
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NOMENCLATURE

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTA</td>
<td>Heavier than air (aircraft)</td>
</tr>
<tr>
<td>LTA</td>
<td>Lighter than air (aircraft)</td>
</tr>
<tr>
<td>SOC</td>
<td>State of charge</td>
</tr>
<tr>
<td>UAV</td>
<td>Unmanned aerial vehicle</td>
</tr>
</tbody>
</table>

I. INTRODUCTION

DIRIGIBLES are well suited for use as reconnaissance platforms to aid rescue crews after disasters since they can maintain lift without consuming energy, can take off and land vertically, and can hover in place to monitor developments on the ground [1]–[5]. Fig. 1 shows how the current fixed wing, rotary wing, and airship UAVs are compared on the basis of endurance and payload. These data were collected and combined from multiple sources [6]–[9]. UAVs that do not travel, such as aerostats, and upper atmosphere UAVs were excluded. Data were also excluded if inconsistent between publications or when only a range was provided. A performance metric can also be used to compare the entire spectrum of UAVs [6]. Fig. 2 combines range, endurance, and payload versus unit cost for a baseline of existing technologies. The performance metric is defined as the cubed root of the product of range, endurance, and payload. The target areas shown in Figs. 1 and 2 represent favorable characteristics for UAVs for surveillance applications. Based on these findings, it is clear that a robust UAV system is needed to meet the operational requirements of both long endurance and long range while maintaining a low unit cost.

This paper presents the design of a UAV hybrid power plant for UAV dirigibles and outlines the performance of the experimental system. Tests were performed to determine the power plant’s power output, energy consumption, and overall efficiency with respect to changing the engine throttle, the fuel mixture richness, the propeller pitch, the electrical load resistance, and the freestream velocity. Using these results, a UAV dirigible design equipped with this power plant is then compared to existing UAVs on the basis of cost, payload, range, and endurance.

A. Dirigible UAV Power Requirements

The required range of propulsive power of LTA aircraft is far greater than that of HTA aircraft as LTA aircraft do not require propulsive power for lift. The range of power requirements for
rotary wing, fixed wing, and LTA are presented in Fig. 3. This presents a problem when selecting a suitable prime mover. Electrical power requirements for LTA aircraft can be over 65% of the total power and average cruise speeds compared to 15% for HTA aircraft [10]. Purely electric propulsion designs suffer from significant increases in specific fuel consumption at low engine power (during idling) and have a narrow peak efficiency range which makes varying the load on the engine undesirable. Furthermore, electrical energy storage is still required for avionics; therefore, neither fuel nor electric energy can be fully consumed during flight; the first depleted will limit flight endurance. The generally accepted ideal solution is to drive electric generators from piston-powered propulsion engines [10]–[14].

Fig. 2. UA V performance metric (payload × endurance × range) versus unit cost [6]–[9].

Fig. 3. Specific fuel consumption for different aircraft types [15]. Adapted from [10].

B. Hybrid Power Plant Design

The hybrid power plant consists of an engine, brushless dc generator, and propeller connected in series. This configuration provides the most flexible operating conditions as both fuel and electrical energy can be depleted simultaneously, maximizing the flight endurance. The engine can then be shut down during periods when propulsion or electrical generation is not required and the generator can be run in reverse to start the engine when required, eliminating the need for a separate starter motor. Starting and stopping the engine as required keeps the engine under constant load and maximum efficiency, and maintains the batteries in their useful operating range. This is a common technique in the control of hybrid electric vehicles [16], [17]. Maximum propeller efficiency can be achieved by implementing a variable pitch propeller.

A block diagram of the power plant and UA V components is shown in Fig. 4. A rendering of the components mounted to the dirigible platform is shown in Fig. 5. Properly matching the engine and generator speed ranges can minimize specific fuel consumption of the engine. When the power plant is connected to the UA V, the engine is turned ON according to the current flight conditions. These flight conditions consist of distance remaining to target, UA V operating speed, opposing wind, and the SOC of the battery. This design can be adjusted for the following three scenarios that are specific to UA V dirigibles.

1) Maximum engine efficiency: Minimizing engine fuel consumption and maximizing flight duration are vital in this operating mode. The loading of the engine is held in its maximum efficiency zone by balancing the mechanical propulsion and electrical generation based on the current flight conditions, trip characteristics, and SOC of the battery.
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2) Maximum propulsion: This mode is used when propulsion, but not electrical generation, is required such as when the batteries are charged but the LTA needs to move to a position quickly. During this time, the battery cells can be electrically disconnected and the propeller pitch can be adjusted to maximum thrust based on current airspeed.

3) Maximum electrical generation: This mode is used when electrical generation, but not propulsion, is required such as when the batteries need to recharge and the LTA is hovering in place. During this time, the propeller pitch is adjusted to a feathered position and battery cells are electrically connected.

II. HYBRID POWER PLANT DESIGN OVERVIEW

A. Hybrid Power Plant Configuration

Three configurations that are common among hybrid electric road vehicles are series, parallel, and power split (a combination of series and parallel). The ideal configuration for a dirigible UAV will minimize the number of components (i.e., weight) and will minimize energy conversions and transformations (i.e., losses). A series configuration requires two energy conversion processes that reduce efficiency and prevent the engine from contributing to the total available propulsion power. A parallel configuration would require a controllable clutch mechanism to decouple the electric motor from the engine to prevent it from back driving. The weight of two 40-g brushless dc motors and their mountings were found to be lighter than adding such a clutch, while the additional electric motors increase the total available propulsion power. The configuration chosen for this power plant presented in this paper is a power split configuration (full hybrid) with separately actuated propulsion.

The hybrid power plant is in a parallel configuration, while the additional electrically driven propellers also provide propulsion independently of the power plant as in a series configuration. Two other benefits are the reduced dependence on a single propulsion system and increased operational flexibility.

B. Engine

Based on previous research with a 2-stroke OS 25LA model engine [15], it was determined that energy density is more important than power density when selecting a prime mover for maximizing flight endurance. Gasoline engines generally have lower power densities than glow engines but also have lower fuel consumption rates which becomes necessary when carrying over 1 kg of fuel for the same power. Gasoline has a 154% increase in energy density over 15% glow fuel and requires less oil in the mixture (which does not contribute toward useful work). A spark ignition also provides reliable startup and ignition timing compared to a glow plugs. The experimental system presented in this paper uses a Saito 4-stroke gasoline engine that has a significantly higher fuel efficiency per horsepower, a larger range of peak engine performance, and a quieter and cleaner operation compared to the OS 25LA [15]. It also includes a closed-loop spark plug controller with Hall effect sensor feedback for optimal ignition timing.

C. Propulsion

The primary propulsion system consists of a variable pitch propeller connected to the model engine. The variable pitch propeller allows for the three different design scenarios proposed previously in this study.

Since the efficiency of the engine is lower at low engine speeds, four additional brushless dc motors are used for low speed cruising and directional control while the hybrid power plant is OFF. The UAV’s electric propulsion is shown in Fig. 5. This configuration provides greater maneuverability and eliminates the need for operating the engine at low RPMs.

D. Starter/Generator

The most important consideration when using a motor as both a starter and generator is the selection of motor constant since the optimal values for these two operations are contradictory. As a generator, the motor constant needs to be sufficiently large such that voltage is generated at a higher potential than the batteries. As a starter, the motor constant needs to be sufficiently small such that the starting torque can overcome inertia and friction in the engine.

A common solution is to add a transmission stage or separate motors for each function; however, this adds weight, complexity, and nonnegligible frictional losses. The proposed solution was to use a large electrical motor (with a lower motor constant) and down convert the output voltage to a usable range when generating, using a high-efficiency switching dc/dc converter shown in the battery management module of Fig. 4.

Brushless dc motors need a specialized electronic speed controller. However, they benefit from higher efficiency and a high power to weight ratio over conventional brushed dc motors. They also have excellent heat dissipation, low noise, low maintenance, and great longevity and reliability because there are no brushes to replace [18]. An AXI 4120 brushless dc motor was selected since high-efficiency power electronic circuits for motor control, filtering, rectification, and dc/dc conversion have
advanced to a point where they can be easily and inexpensively assembled in a small form factor using open source designs.

The main disadvantage of a brushless dc generator is that conventional rectification methods cannot achieve the maximum power possible because of a distorted or unsuitable current waveform [19]. A method is proposed by Lee [19] to maximize the power density of a brushless dc generator by actively switching rectifier diodes with pulse width modulation signals. Although this method of rectification provides higher efficiencies, its control is complex and requires a high-speed digital signal processor to detect the back EMF and current waveforms. Therefore, a full-bridge passive diode rectifier was implemented for its low cost, simple construction, and lack of complex control.

### E. Power Management

A comparison of different battery chemistries on the basis of energy mass density and energy volume density (Watt-hours/Liter) is shown in Fig. 6. Lithium polymer batteries are the newest generation of lithium batteries offering the highest energy density compared to other types. They have no memory effect, a good life cycle, and high energy efficiency [21]. The most important attributes of this battery are its fast charge and discharge rates. This is vital to hybrid designs as one of the power limitations of hybrid power plants is the maximum charging current the battery bank can safely accept.

Lithium polymer batteries are not tolerant to overcharging or overdischarging which both lead to overheating and battery damage, so they require an added protection circuit to prevent these conditions [21]. Maximum heat generation in a properly ventilated battery occurs during the final stages of charging (trickle charging) and during discharging, especially as the SOC is low. Charging a lithium-ion battery to 100% SOC, or discharging to 0% SOC will degrade its long-term capacity [22]. The operational SOC range of a lithium-ion battery is usually limited to a smaller range, such as from 30% to 70%. This reduces the useful battery capacity to only 40% of the fully specified capacity [22]. Hybrid systems have the advantage of maintaining the battery in its useful range by charging more frequently.

Maintaining the battery within this useful battery capacity offers many advantages both for the battery and for the efficiency of the system. As with all batteries, their life is extended by avoiding the damaging and inefficient periods of overheating.

In combination with a hybrid system, keeping the battery within its useful range increases the effective energy density of the system when combined with fuel. Avoiding low-power input trickle charge when the battery is near full SOC ensures that the loading on the engine is more stable and the engine is only used in its peak efficiency range. Avoiding near empty SOC prevents battery voltage fluctuations and voltage cutoff during discharging.

There are two branches to the battery management system: the first is the electronic speed controller controlling engine starting and the second is the rectification, filtering, power conversion, and charging circuitry controlling power generation. The engine start-up controller determines the optimal conditions to start the engine based on the flight conditions and the SOC of the battery. Once it is determined that usable electrical power can be collected from the generator, the series of rectifier, dc/dc converter, and battery charger are connected through the relay to accept the charge. The battery banks can be switched ON or OFF by means of a solid-state relay. Voltage, current, and temperature are monitored for cell protection and safety. The charge controller only uses the bulk or constant current charging mode to provide maximum power to the batteries while the engine is ON and generation is needed.

### III. METHODOLOGY

The hybrid power plant shown in Fig. 7 consists of a gasoline engine, a brushless dc generator, and a controllable pitch propeller connected in series. The power plant frame is fixed to a pressurized air bed that provides a virtually frictionless contact to the test bench. The thrust of the propeller is measured by a cable operated lever arm connected to a digital scale as shown in Fig. 7.

Fuel flow is measured by taking mass readings every 10 s. The spark plug controller and electronic speed controller are connected to a double throw power relay that switches between the electronic speed controller (starter mode) and the 3-phase...
rectifier (generator mode). If the rotational speed of the brushless dc motor (measured by the frequency to voltage converter) is below 1000 r/min, the relay is switched to starter motor and the spark plug controller is powered. When generating, the electrical load of the battery and charger is simulated using a rheostat set to the appropriate resistance. A freestream air flow is induced by the use of variable speed axial blower to simulate the movement of the UAV.

The power plant was run for a minimum of 60 s at each setting to allow the system to reach steady state. The experimental data were collected using LabView 8.2 with an NI PCI 6229 DAQ. Each input channel was sampled at a rate of 25 kHz. The measurement error contribution of the data acquisition card for each channel was negligible (±57 μV) for the full scale range of ±100 mV. The measurement error in each scale was ±0.5 and ±0.1 g for the thrust and fuel scales, respectively. Two-pole digital low-pass filters were applied to the data recovered by both mass scale readings to eliminate noise caused by mechanical vibrations of the engine. The current drawn from the spark plug controller and electronic speed controller from their respective batteries was converted to a small proportional voltage using 4 Ω current sense resistor circuits which have measurement errors of ±1%. Four pulse width modulated control signals were generated by the data acquisition board that control the brushless dc motor starting speed, throttle position, needle valve position, and propeller pitch position. The air speeds in both the wake of the propeller and the freestream air produced from a variable speed axial blower were measured by taking their respective air pressures with respect to a static pressure measurement which each have a measurement error of ±0.25 m/s. The pressure sensors used to measure air speed have 1/10th the error of the ones used in previous work, which shown to be one of the largest source of error [15]. The data collected were output into a raw text file for manual postprocessing. A summary of the test apparatus can be seen in Fig. 8.

### IV. RESULTS

The recorded data points were segmented into groups according to engine speed, and averaged to produce the operating envelope shown in Fig. 9. Data points below the engine’s start-up speed were omitted. Useful power was calculated based on the sum of propulsion and electrical power such that

\[
P_U = P_P + P_G = F_T \times \nu_f + V_g \times I_g
\]

where \(P_U\) (W) is the total useful power produced, \(P_P\) (W) is the propulsion power, \(P_G\) (W) is the electrical power, \(F_T\) (N) is the propeller thrust, \(\nu_f\) (m/s) is the freestream velocity, \(V_g\) (V) is the generation voltage, and \(I_g\) (A) is the generation current.

#### TABLE I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Increment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine throttle</td>
<td>40%</td>
<td>100%</td>
<td>10%</td>
</tr>
<tr>
<td>Needle valve</td>
<td>1.500”</td>
<td>2.000”</td>
<td>0.5”</td>
</tr>
<tr>
<td>Electrical resistance</td>
<td>2.8</td>
<td>8.8</td>
<td>Variable</td>
</tr>
</tbody>
</table>
Data points in the 98th percentile were considered to represent the useful power operating envelope. Overall system efficiency \( \eta_O \) was calculated as the ratio of useful power over input power \( P_I \) [W]

\[
\eta_O = \frac{P_U}{P_I} = \frac{F_T \times \nu_f + V_g \times I_g}{m_F \times \rho_e}
\]

where \( \dot{m}_F \) (g/s) is the mass flow rate of fuel and \( \rho_e \) (W/g) is the fuels lower heating value.

As seen with the previous glow engine [15], the useful power begins to plateau while nearing the engines maximum speed (9000 r/min) and the maximum useful output power achieved was 250 W. In comparison, the engine’s rated output given in the manual is 895.2 W at 9200 r/min with a fuel consumption of 0.096 g/s (22% engine efficiency). This difference can be attributed to the loses due to propeller and generator efficiencies (maximum of 50% and 86%, respectively) and the friction torque in the bearings (the transmission efficiency is variable with engine speed but is roughly estimated to be 80%).

A summary of these losses can be seen in Fig. 10. The engine’s fuel consumption was much higher than anticipated at engine speeds below 6000 r/min (idling speeds). For these speeds, it is suspected that the ideal needle setting were not found and more points are required to ensure the regression matches the engine’s performance accurately. Therefore, the portion of the fuel consumption trend below 6000 r/min is represented with a dashed line.

APC propellers of 11-in, 12-in, and 14-in diameters were tested at 15° pitch. Each propeller machined using a computer-aided mill and then balanced in the prop shaft to an accuracy of within 1 gmm. The rated propeller for the selected engine is 14-in; however, due to the additional load of the generator, the engine would not start using the 14-in propeller. The propeller’s power and efficiency versus advance ratio are illustrated in Fig. 11. The advance ratio is the ratio of the freestream fluid speed over the rate a propeller moves forward through the fluid and is defined as

\[
J = \frac{\nu_f}{n_e \times d_p}
\]

where \( n_e \) (r/s) is the engine speed and \( d_p \) (m) is the diameter of the propeller.

The maximum propeller power for 11-in and 12-in propellers is shown in Fig. 11 to be 60 and 65 W, respectively. Propeller efficiency values for the 11-in propeller correspond well with theoretical values presented by McCormick [23] and with the previously tested results [15]. The efficiency of the 12-in propeller was slightly lower than expected as both curves should have the same trend if their pitches are exactly the same. The drop is likely explained by either nonidentical pitch or a slight increase in unbalance compared to the 11-in propeller. Since there is an angle of twist to each propeller and due to limits in machining tolerances, the exact pitch of each propeller when placed in the holder may differ slightly. Also, the importance of propeller balance should not be understated. It was noticed that a static unbalance of as little as 40 gmm would violently shake the propeller blades from their holders.

The method used to calculate propeller efficiency is based on disk actuator theory [24]

\[
\eta_P = \frac{1}{1 + \frac{\nu_f - \nu_e}{\nu_e}}
\]

where \( \nu_e \) (m/s) is the velocity of the air in the wake of the propeller.

This method was chosen over the method previously used [15], since it does not require propeller torque estimation and it has lower error with the implementation of more accurate pressure sensors. Due to the size of the airship, flight speeds above 10 m/s are unfeasible based on the total available propulsion power on-board. Therefore, advance ratios above 0.3 are unfeasible. Based on Fig. 11, the results prove the previous claim [15] that slower rotating, smaller diameter propellers would result in higher advance ratios and therefore higher efficiency potential. Although propeller efficiency increases under these conditions, the propulsive power and therefore the productive work done decreases. A compromise between points of efficiency and performance must be chosen based on flight conditions and operational objectives.

The maximum generator power is shown in Fig. 12. The electrical resistance represents the electrical load applied from the
electrical propulsion motors, servos, and other on-board electronics. Only electrical power produced with voltages above 14.8 V can be used due to the battery voltage; therefore, resistances below 2.5 Ω are not useful. A maximum electrical generation of 180 W is achieved between 5 and 6 Ω. Above 6 Ω, power begins to drop as the engine is no longer able to increase its speed to increase voltage further and the current reduces following Ohm’s law.

The torque required to induce a single turn in the engine was experimentally determined to be approximately 1.25 Nm for the gasoline engine compared to 0.7 Nm for the previous glow engine. The average current draw required by the brushless dc motor to start the engine was measured to be 13.5 A at 14.8 V which translates into 199.8 W. However, the average time before the engine began driving the brushless dc was 0.67 s leading to an energy draw of the battery of 37.2 mWh. The servos used to vary the engine throttle and needle valve, and pitch angles drew 1.08, 1.08, and 2.00 W and were only powered between changes. The spark plug controller drew a constant 3 W continuously while the engine was running. The total energy required to start the engine once is 40.2 mWh or about 0.06% of the battery’s capacity.

V. DISCUSSION
The current design can run the gasoline engine for 17.7 h on 3 kg of fuel at the maximum efficiency point. Given the 75 Wh battery capacity on-board plus 170 W regeneration while the engine is running, and assuming an average of 50 W power draw from the electric propulsion and electronics combined, an additional 61.7 h of flight is expected on electric power. This totals a flight endurance of 79.4 h (over 3 days). With 55 W mechanical propulsion during engine “ON” time and assuming 30 W electric propulsion consumption on average, the maximum range potential of the airship (with zero net wind) is 1494 km. It should be noted that the term zero net wind does not refer to the absence wind, only that it is equal in magnitude and direction for both departure and return trips. Assuming a one-way flight with a constant head wind of 3 m/s (10.8 km/h), this reduces the range to 637 km.

The method used previously to compare different battery chemistries in Fig. 6 can also be extended to compare different power plant configurations. High power density indicates high-performance characteristics, while high energy density indicates long endurance. The power and energy density can be calculated for any power plant configuration (purely electric, purely fossil fuels, or hybrids) for a given amount of fuel source (batteries, fossil fuels, or a combination of both) and its optimal operating point.

The power density \( \delta_P \) is found by

\[
\delta_P = \frac{P_{v}}{\sum m_f + \sum m_v}
\]

and energy density \( \delta_E \) is found by

\[
\delta_E = \frac{P_{v} \times t_{e}}{\sum m_f + \sum m_v}
\]

where \( t_{e} \) is the operating time (in hours), \( \sum m_f \) is the sum of fixed or dead masses such as the engine, motor, and frame, and \( \sum m_v \) is the sum of variable masses such as fuel (in kilograms) of batteries or a combination of both. These two equations form the operational limits of each system which are represented by boundary lines shown in Fig. 13. The horizontal asymptote is the maximum power density (performance) and is governed by the maximum output power of the power plant considered divided by the power plant’s fixed mass. If the variable mass is infinitesimally small, maximum power density is achieved. The vertical asymptote is the maximum energy density (endurance) and is governed by the energy density of the fuel source. Increasing
on-board fuel or battery mass will increase energy density to approach the fuel or battery energy density selected. However, this will also decrease power density as energy storage does not contribute to power output. Trend lines to this effect are included in Fig. 13.

As previously stated, the electrical power requirements for LTA aircraft can be up to 65% of the total required power. To provide a fair comparison when introducing purely mechanical configurations, the percentage breakdown of mechanical and electrical useful power components must be specified as both electric and hybrid options can produce both types of power while pure piston engines cannot. The power split for Fig. 13 is shown for a 50% mechanical, 50% electrical power split; however, it could be easily modified for other percentages. Therefore, fossil-fuel-only-systems must carry batteries to support the power equal to that it generates which subtracts from the total weight of fuel. The power split only significantly affects the curves of the purely mechanical configurations as both the hybrid and electrical options can provide virtually any power split with little change in performance. If the power split is 90% mechanical or more of the total power, both the power density and energy density of glow and gas-only-systems surpass their hybrid counterparts. This indicates the crossover point when selecting between purely mechanical or hybrid configurations. In addition to the power split, the range of power required as illustrated in Fig. 3 is not captured in these two metrics as the efficiency of electrically driven motors is much more constant than the specific fuel consumption of piston engines [16]. Piston engines would need to include variable speed transmissions to have the same operational flexibility. However, to include the impact of this flexibility into the metrics would require selecting specific flight operating conditions which would diminish the applicability and significance of this comparison.

The solid square point is plotted in Fig. 13 for the current system with 3 kg of fuel and one battery. Given the same propeller efficiency, a similar points can be constructed for a fully electric system with 3 kg of the lithium-polymer batteries and for the fossil-fuel-only-systems with 3 kg of fuel. Each point is labeled with its energy density value. Fig. 13 indicates a 674% improvement in energy density with 3 kg worth of fuel plus battery over that of a fully electric system with 3 kg of batteries.

The conservatively estimated overall cost for fabricating a single unit is $6000. The low material and manufacturing cost was achieved from using or modifying commercially available off-the-shelf items and simple construction techniques. The performance metric presented in Fig. 2 is defined as

\[
C_P = 3\sqrt{M_P \times D \times t_o}
\]

where \(C_P\) (kg² km⁻¹ h⁻¹) is the performance metric, \(M_P\) (kg) is the payload mass, \(D\) (km) is the UAV’s range, and \(t_o\) (h) is the maximum operating time or endurance. Given the estimated payload of 1 kg (does not include fuel) and the endurance and range previously calculated (79.4 h and 1495 km, respectively), the performance metric for this UAV design is 49.1. The average UAV performance metric is 1.9 at the same price point. This represents a 25-fold increase in operational performance compared to existing designs at the same unit cost. The performance, cost, and endurance goals set by the target areas of Figs. 1 and 2 have been achieved.

Now that the performance evaluation of the gas–electric hybrid power plant is complete, future work is required to apply power management algorithms for the different loading conditions. Many supervisory controllers previously developed for hybrid electric road vehicles could also be applied to a dirigible UAV power plant. One such option is the fuzzy logic controller for hybrid electric vehicles presented by Baumann et al. [16]. The major difference is that the load schedule (or “driving”) schedule is not standardized and is dependent on the planned flight path which is not bound by roads. The possibility of combining the power management algorithm into the path planning controller used for the UAV will be explored which will provide a manageable compromise between best performance and minimal energy consumption.

VI. CONCLUSION

An in-line gas–electric hybrid power plant was designed, developed, and evaluated as a low-cost solution for a long-range dirigible UAV. Tests were performed to study the effects of engine settings, propeller diameter, and electrical load on overall performance and to determine the optimal operating points. The power plant is then compared to other power plant configurations that could be used for a dirigible UAV. The energy density of the proposed hybrid power plant design was proven to be higher than equivalent purely electric, purely fossil fuel, or the previously developed glow hybrid systems through experimental testing. Future work will involve implementing advanced power management algorithms, and performing full-scale tests of the completed UAV system.

REFERENCES

IEEE/ASME TRANSACTIONS ON MECHATRONICS, VOL. 19, NO. 2, APRIL 2014

Lithium-ion Batteries: Science and Applications of Electrical Engineering.

Steven Recoskie received the B.A.Sc. degree in mechanical engineering in 2007 from the University of Ottawa, Ottawa, ON, Canada, where he is currently working toward the Ph.D. degree in mechanical engineering.

He teaches part time at the University of Ottawa in free hand and computer-aided drafting. He has a background in machine design, robotics, and control systems. His current research interests include hybrid power generation, dirigible infrastructure design, and unmanned aerial vehicle control systems.

Atef Fahim received the B.Sc. degree from Cairo High Polytech Institute, Cairo, Egypt, in 1972, and the M.Sc. and Ph.D. degrees from Concordia University, Montreal, QC, Canada, in 1977 and 1983, respectively.

He was a Professor in the Department of Mechanical Engineering, Concordia University. He joined the Department of Mechanical Engineering, University of Ottawa, Ottawa, ON, Canada, in 1984. He taught primarily in the areas of CAD/CAM and controls. In addition to his regular administrative duties with the department and the faculty, he actively participated at all levels of university life: as the President of the Association of Professors at the University of Ottawa (1993/1995), a member of the Pension Plan Committee (1989/2011), and a Faculty Advisor for numerous student competitions (RALOS, Shell Fuelathon, SAE). His research interests included computer control of mechanical systems, automation, and computer-aided design and manufacturing, control for rigid and flexible manipulators and automatically guided vehicles, early warning systems for heavy vehicle instability and rollover, uniset for flexible manufacturing cells, CAD using object-oriented technologies, brad interpretation, and wind turbines for composite materials.

Wail Gueaieb (M’04–SM’07) received the Bachelor’s and Master’s degrees in computer engineering and information science from Bilkent University, Ankara, Turkey, in 1995 and 1997, respectively, and the Ph.D. degree in systems design engineering from the University of Waterloo, Waterloo, ON, Canada, in 2001.

He is currently an Associate Professor with the School of Electrical Engineering and Computer Science (EECS), University of Ottawa, Ottawa, ON, Canada. He is also the Founder and Director of the Machine Intelligence, Robotics, and Mechatronics Laboratory in the EECS. He worked in industry from 2001 to 2004, where he contributed to the design and implementation of a new generation of smart automotive safety systems. He is the author/co-author of more than 90 patents and articles in highly reputed journals and conferences. His research interests include intelligent mechatronics, robotics, and computational intelligence.

Dr. Gueaieb served as an Associate Editor, Guest Editor, and Program Co-Chair for several international journals and conferences, such as the IEEE/ASME TRANSACTIONS ON MECHATRONICS and the 2010 IEEE Conference on Decision and Control.

Eric Lanteigne received the Bachelor’s degree in 2003, the Master’s degree in 2006, both in mechanical engineering, from the University of Ottawa, Ottawa, ON, Canada, and the Ph.D. degree in 2011 from the Royal Military College of Canada, Kingston, ON, Canada.

He was involved in a number of robotic projects including the development of a miniature manipulator module with shape memory alloy actuators, track-mounted mobile robots for the agricultural industry, and mechanisms for extracting pooled water and biomass deposits from the pipes for the trench-less rehabilitation of municipal water mains. His general fields of interest are robot design and development, and path planning for highly articulated manipulators. His current research interests include the design and development of flexible robotic mechanisms, mobile robots, and unmanned aerial vehicles.
## B. Nomenclature for Chapter 4

<table>
<thead>
<tr>
<th>Variable</th>
<th>Subscript</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$a$</td>
<td>Reference area</td>
</tr>
<tr>
<td>$C$</td>
<td>$c$</td>
<td>Cost</td>
</tr>
<tr>
<td>$C$</td>
<td>$d$</td>
<td>Constant</td>
</tr>
<tr>
<td>$δ$</td>
<td>$e$</td>
<td>Density</td>
</tr>
<tr>
<td>$d$</td>
<td>$g$</td>
<td>Distance</td>
</tr>
<tr>
<td>$E$</td>
<td>$l$</td>
<td>Energy</td>
</tr>
<tr>
<td>$F$</td>
<td>$m$</td>
<td>Force</td>
</tr>
<tr>
<td>$η$</td>
<td>$o$</td>
<td>Efficiency</td>
</tr>
<tr>
<td>$n$</td>
<td>$ot$</td>
<td>Node ID</td>
</tr>
<tr>
<td>$N$</td>
<td>$oe$</td>
<td>Number of nodes</td>
</tr>
<tr>
<td>$o$</td>
<td>$r$</td>
<td>Orientation ratio</td>
</tr>
<tr>
<td>$ρ$</td>
<td>$T$</td>
<td>Pressure</td>
</tr>
<tr>
<td>$P$</td>
<td>$w$</td>
<td>Power</td>
</tr>
<tr>
<td>$Q$</td>
<td>$v$</td>
<td>Volume flow rate</td>
</tr>
<tr>
<td>$t$</td>
<td>$vg$</td>
<td>Time</td>
</tr>
<tr>
<td>$v$</td>
<td>$vw$</td>
<td>Velocity</td>
</tr>
<tr>
<td>$V$</td>
<td>$∥$</td>
<td>Volume</td>
</tr>
<tr>
<td>$W$</td>
<td>$⊥$</td>
<td>Weight</td>
</tr>
<tr>
<td>$z$</td>
<td></td>
<td>Elevation</td>
</tr>
</tbody>
</table>
C. Nomenclature for Chapter 5

<table>
<thead>
<tr>
<th>Variables</th>
<th>Subscripts</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$a$</td>
</tr>
<tr>
<td>Angle of attack</td>
<td>Air</td>
</tr>
<tr>
<td>$a$</td>
<td>$b$</td>
</tr>
<tr>
<td>Distance from CV to CM</td>
<td>Ballasts</td>
</tr>
<tr>
<td>$A$</td>
<td>$b, f$</td>
</tr>
<tr>
<td>Aerodynamics vector</td>
<td>Front ballast</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$b, r$</td>
</tr>
<tr>
<td>Angle of side slip</td>
<td>Rear ballast</td>
</tr>
<tr>
<td>$b$</td>
<td>$c$</td>
</tr>
<tr>
<td>Distance from CV to ballasts</td>
<td>Forward thruster cluster</td>
</tr>
<tr>
<td>$B$</td>
<td>$CB$</td>
</tr>
<tr>
<td>Input state matrix</td>
<td>Centre of air ballasts</td>
</tr>
<tr>
<td>$C$</td>
<td>$CM$</td>
</tr>
<tr>
<td>Drag coefficient</td>
<td>Centre of mass</td>
</tr>
<tr>
<td>$d$</td>
<td>$CV$</td>
</tr>
<tr>
<td>Distance</td>
<td>Centre of volume</td>
</tr>
<tr>
<td>$d$</td>
<td>$d$</td>
</tr>
<tr>
<td>Distance matrix</td>
<td>Desired set point</td>
</tr>
<tr>
<td>$D$</td>
<td>$e$</td>
</tr>
<tr>
<td>Dynamic force vector</td>
<td>Euclidean</td>
</tr>
<tr>
<td>$e$</td>
<td>$f$</td>
</tr>
<tr>
<td>Errors</td>
<td>Fins</td>
</tr>
<tr>
<td>$E$</td>
<td>$g$</td>
</tr>
<tr>
<td>Energy</td>
<td>Ground or w.r.t. the earth frame</td>
</tr>
<tr>
<td>$E$</td>
<td>$L$</td>
</tr>
<tr>
<td>Uncertainty vector</td>
<td>Moment about OX</td>
</tr>
<tr>
<td>$G$</td>
<td>$m$</td>
</tr>
<tr>
<td>Gravity/buoyancy vector</td>
<td>Airship mass</td>
</tr>
<tr>
<td>$I$</td>
<td>$M$</td>
</tr>
<tr>
<td>Moment of inertia</td>
<td>Moment about OY</td>
</tr>
<tr>
<td>$J$</td>
<td>$N$</td>
</tr>
<tr>
<td>Polar moment of inertia</td>
<td>Moment about OZ</td>
</tr>
<tr>
<td>$J$</td>
<td>$t$</td>
</tr>
<tr>
<td>Jacobian</td>
<td>Tail thrusters</td>
</tr>
<tr>
<td>$k$</td>
<td>$t, t$</td>
</tr>
<tr>
<td>Lamb inertia ratios</td>
<td>Top tail thruster</td>
</tr>
<tr>
<td>$K$</td>
<td>$t, b$</td>
</tr>
<tr>
<td>Control/design constants</td>
<td>Bottom tail thruster</td>
</tr>
<tr>
<td>$l$</td>
<td>$o$</td>
</tr>
<tr>
<td>Length</td>
<td>Overpressure</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>$p$</td>
</tr>
<tr>
<td>Set of random percentages</td>
<td>Pump</td>
</tr>
<tr>
<td>Variable</td>
<td>Subscript</td>
</tr>
<tr>
<td>----------</td>
<td>-----------</td>
</tr>
<tr>
<td>$m$</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td></td>
</tr>
<tr>
<td>$\eta$</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td></td>
</tr>
<tr>
<td>$P$</td>
<td></td>
</tr>
<tr>
<td>$\dot{P}$</td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td></td>
</tr>
<tr>
<td>$R$</td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td></td>
</tr>
<tr>
<td>$t$</td>
<td></td>
</tr>
<tr>
<td>$u$</td>
<td></td>
</tr>
<tr>
<td>$U$</td>
<td></td>
</tr>
<tr>
<td>$\nu$</td>
<td></td>
</tr>
<tr>
<td>$v$</td>
<td></td>
</tr>
<tr>
<td>$V$</td>
<td></td>
</tr>
<tr>
<td>$\omega$</td>
<td></td>
</tr>
<tr>
<td>$W$</td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td></td>
</tr>
<tr>
<td>$x$</td>
<td></td>
</tr>
<tr>
<td>$y$</td>
<td></td>
</tr>
<tr>
<td>$z$</td>
<td></td>
</tr>
<tr>
<td>$\phi$</td>
<td></td>
</tr>
<tr>
<td>$\theta$</td>
<td></td>
</tr>
<tr>
<td>$\psi$</td>
<td></td>
</tr>
</tbody>
</table>
D. Testing Safety Procedure

Test Objectives

- Determine net lift
- Measure step responses of forward thrusters, tail thrusters and air ballasts (6 in total)
- Practice flying manually controlling the airship around the room while teth-ered
- Take assembly pictures and video

Test Plan

1. Ensure wind speed forecast is below 5kph for the testing period.
2. Clear A141 of debris, clutter, sharp objects, etc.
3. Determine if airship can get out of Lees through the doors
4. Place layered fabric on the construction table and tie ~10 foot tethers to each end. Tie the tethers to the table.
5. Initialize electronics: a. Connect power b. Ensure all actuators are functioning c. Sensor board is recovering data. d. Ensure battery(s) are fully charged 6. Inflate ballonets to roughly \( \frac{1}{4} \) their volume.
7. Attach regulator and hosing to a helium tank, set pressure to absolute minimum and begin inflating.
8. While inflating, adjust/pull fabric where necessary to allow the material to expand without tearing
9. Measure internal air pressure off of a pressure sensor using multimeter or other means if available. Once internal air pressure supports a mild overpressure (~300 Pa), stop inflating.
10. Unreel tethers and incrementally attach weights (near gondola ideally) until airship remains neutrally buoyant.
11. Apply step inputs to each actuator incrementally. Be ready with tethers to avoid hitting obstacles, ceiling, etc.
12. Practice manual flight.
13. If weather permits, open double doors to A141 and garage door to A-wing and “walk” the airship outside using the tethers.
14. Test outdoors in open air stadium a. Always remain below 25m (85 feet) b. Have both tethers tied to human counterweights in case of emergency landing.

15. Once finished, pilot airship to ground (onto a tarp or protective surface) or pull on tethers, if necessary.

16. Disconnect power.

17. Open helium valve and throw weighted fabric onto envelope to assist in deflation time.


**Risk to people**  The vehicle will be flown far from power lines. The dirigible will be powered by two 10" propellers that can cause minor cuts or contusion. The operators have to be aware that the propeller may start at any time. All parts on the dirigible will be securely attached so they do not fall during flight. The operator will not go under the vehicle during flight. Any incident causing injuries will be reported to the Health and Safety office.

**Fire hazard**  No fuel will be loaded on the vehicle for flight test on the University of Ottawa properties. The source of power will be lithium-ion battery. Lithium-ion batteries can create an open flame if misused or punctured. The vehicle batteries are secured inside the rigid nacelle to prevent puncture of their envelope. Manufacturers specification on charge rate, minimum and maximum voltage as well as operating temperature will be followed. An extinguisher will be available during the test. The dirigible is filled with helium, an inert gas.

**Risk to property**  If mishandled, the balloon could get tangled in a building. The dirigible will be flown with wind speed lower than 5kph under the supervision of an experienced radio-controlled helicopter pilot. The vehicle will be tether at all time with a rope attach to one of the operator. In the unlikely case that the vehicle touched a building, risk to the building are minimal because of the low speed involved and the construction material of the dirigible.