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Abstract

Advancements in spectroscopy rely on the improvement of two fundamental characteristics: spatial and temporal resolutions. High harmonic spectroscopy (HHS) is an emerging technology that promises the capability of studying the fastest processes that exist today: electronic motion with ångström spatial and attosecond temporal resolution. HHS is based on the process of high harmonic generation (HHG) which arises from the non-linear interaction between an intense, infrared laser pulse and an atomic or molecular gaseous medium, producing coherent, attosecond-duration bursts of extreme ultraviolet (XUV) light.

In order to utilize the attosecond pulses for spectroscopic measurements, it is necessary to improve the conversion efficiency of HHG. Chapter 2 of this thesis describes the improvements we make to the HHG source in order to obtain high XUV photon flux and we report on the nonlinear ionization of atomic systems using these pulses in Chapter 6.

In Chapters 3 – 5 we describe several HHG experiments in complex, polyatomic molecules in order to promote the use of HHS as a general spectroscopic tool. Amplitude modulations in high harmonic spectra of complex molecules can be attributed to several types of interference conditions that depend on a system’s molecular or electronic structure such as recombination with multiple centres or dynamical interference from multi-orbital contributions to ionization. Our results demonstrate the capability of HHS to extract useful information on molecular and electronic structure from large, polyatomic molecules directly from their high harmonic spectra. Furthermore, we use HHS to investigate the suppression of ionization in complex molecules due to quantum destructive interference during ionization as well as the distinguishability of emitted harmonic spectra from molecular isomers.

Chapter 6 explores the study of multi-electron dynamics in complex molecules using XUV multiphoton ionization of atoms and molecules as well as the ionization and fragmentation of C_{60} which has hundreds of delocalized valence electrons. This thesis also describes the author’s role in the design and fabrication of a time-of-flight mass spectrometer (Section 6.1) as well as an HHG detector system (Appendix A).
0.3 Sommaire

Les progrès de la spectroscopie reposent sur l’amélioration de deux caractéristiques fondamentales: la résolution spatiale et temporelle. La spectroscopie des harmoniques élevées (SHE) est une technologie émergente qui promet une capacité d’étudier les processus le plus rapides existant aujourd’hui, notamment le mouvement électronique sur des échelles spatiales et temporelles de l’Angstrom et de l’attoseconde. La SHE est basée sur le processus de génération d’harmoniques élevées (GHE) qui résulte de l’interaction non-linéaire entre une impulsion laser infrarouge intense et un milieu atomique ou moléculaire gazeux, produisant des flash ultraviolets (XUV) d’une durée attoseconde, cohérents et d’une intensité extrême.

Afin d’utiliser les impulsions attosecondes pour des mesures spectroscopiques, il est nécessaire d’améliorer l’efficacité de conversion de la GHE. Nous présentons dans cette thèse, au chapitre 2 les améliorations apportées à la source de GHE afin d’obtenir une forte fluence de photons XUV et nous rapportons l’ionisation non linéaire des systèmes atomiques à l’aide de ces impulsions dans le chapitre 6.

Au sein des chapitres 3–5 nous d’écrivons plusieurs expériences de la GHE dans des molécules polyatomiques complexes afin de promouvoir l’utilisation de la SHE comme un outil spectroscopique générale. Les modulations d’amplitude dans le spectre d’harmoniques élevées des molécules complexes peuvent être attribuées à plusieurs types de conditions d’interférence qui dépendent de la structure moléculaire ou électronique d’un système tel que les recombinaisons multi-centres ou les contributions à l’ionisation par l’interférence dynamique des multi-orbitales. En outre, nous utilisons la SHE pour sonder la suppression de l’ionisation des molécules complexes en raison de l’interférence quantique destructive pendant l’ionisation ainsi que les différences spectrales des harmoniques émis depuis les isomères moléculaires.

Le chapitre 6 porte sur l’étude des dynamiques multi-électroniques dans des molécules complexes en utilisant l’ionisation multiple par XUV des atomes et des molécules ainsi que l’ionisation et la fragmentation de C_{60} comportant des centaines d’électrons de valence délocalisés. Cette thèse décrit également le rôle de l’auteur dans la conception et la fabrication d’un spectromètre de masse à temps-de-vol (section 6.1) et un système de
détectection de GHE (annexe A).
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Chapter 1

Introduction

1.1 The advent of high harmonic spectroscopy

The science of spectroscopy is an age-old technique to study the properties of matter. One can arguably attribute the first discovery in spectroscopy to be when Sir Isaac Newton showed that white light could be dispersed into a spectrum using a prism in the late 1600’s [1]. Since then, spectroscopy has evolved into an important scientific tool that has led to numerous achievements in modern physics, including the invention of the laser in the late 1950’s [2, 3]. As pulsed lasers became more commonplace, modern laser spectroscopists began to develop a field of study capable of probing the static and dynamic nature of the smallest known particles that exist in our world: atoms, molecules, and electrons. For example, Raman spectroscopy [4] is capable of distinguishing between molecules based on their vibrational frequencies which are specific to their chemical bonds and molecular symmetry. Laser-induced fluorescence [5] can be used to study three-dimensional molecular structure and dynamics with high signal-to-noise ratio. It is even possible to analyse molecular structure regardless of its physical state (solid, gas, or liquid) using laser-induced breakdown spectroscopy [6, 7] which detects emission based on a tiny high-temperature plasma plume created by a laser source.

The wavelength and duration of the laser pulse describe the two fundamental characteristics of spectroscopy, spatial and temporal resolutions, with the latter providing
the dynamics information. Improvements to spectroscopy dictate a constant need to pursue shorter and shorter laser pulse durations in order to increase the time resolution of spectroscopic techniques. The mid 1980’s brought the creation of femtosecond (\(10^{-15}\) s) light pulses and introduced the field of femtochemistry in which new, unprecedented techniques proved capable of studying atoms and molecules on their own timescale and procured a Nobel Prize for A. Zewail in 1999 \([8, 9]\) for his pioneering research. However, the femtosecond timescale is not capable of probing electron dynamics which operate on the shorter, attosecond (\(10^{-18}\) s) timescale. In order to decrease the pulse duration to the sub-femtosecond domain, it is necessary to work with frequencies in the extreme ultraviolet (XUV) spectrum as visible light is not capable of supporting attosecond pulses due to the Fourier transform limit. Additionally, attosecond light pulses require a broad bandwidth of frequencies spanning several electron volts (eV). The technique capable of producing the necessary bandwidth for attosecond laser pulses and is currently responsible for the creation of the shortest optical pulses to date (\(\sim 80\) as, \([10]\)), is high harmonic generation (HHG). The novel form of laser-induced emission spectroscopy to be pursued in this thesis is known as high harmonic spectroscopy (HHS) and analyzes the emission spectrum of HHG from an atomic or molecular target. Only HHS can provide the precise time resolution needed to study electron dynamics, stemming from the sub-cycle nature of the HHG process.

HHG is the result of a nonlinear interaction between a near-infrared short pulsed laser beam which is focused on an atomic or molecular gaseous target, producing many orders of harmonics of the fundamental optical field with energies capable of reaching several hundred eV. This process was first observed in 1987 \([11]\) where the 17\(^{th}\) harmonic of a 248 nm beam was emitted through interaction with neon gas. The HHG process is based on electron self-recollision which was first described by Corkum in 1993 \([12]\) where an electron in a strong laser field tunnels away from its parent ion, accelerates in the continuum due to the influence of the laser-electric field, then recombines to its ground state while emitting a high energy XUV photon. The last 25 years have shown significant advancement in HHG technology and has been primarily focused on optimization of the laser source. Tabletop titanium-sapphire femtosecond lasers based on the chirped pulse amplification (CPA) process \([13]\) are now available in numerous laser labs around the world, producing high energy 800 nm light pulses with durations on the order of 20–30
fs. Pulse compression schemes to reduce the pulse durations of these lasers to less than two optical cycles \[14\]-\[15\] are in widespread use as well. Some labs employ ultra stable systems with intensities up to \(10^{18}\) W/cm\(^2\) with less than 1% energy fluctuations \[16\] as well as electric field phase stability within the pulse envelope of less than 100 as \[17\]. HHG has not been restricted to 800 nm as the use of longer wavelengths as driving fields for HHG has been made possible by optical parametric amplification (OPA) technology \[18\]. These improvements in laser technology have enabled the generation of single attosecond pulses as short as \(\sim 80\) as in duration \[10\] as well as high harmonic emission in the keV X-ray regime \[19\].

The advantage of using attosecond pulses to study fundamental electronic processes is evident when high photon energies are needed for the excitation of, for example, surface and volume plasmons in large molecules such as \(C_{60}\) \[20\], or the excitation of low-lying core electrons \[21\]. To pursue these studies, an efficient source of high harmonics are required and we devote a section (1.3) and chapter (see Chapter 2) to this topic. However, in order to examine key electronic processes such as valence electron dynamics or electron correlations in atoms and molecules, we must return to the original interaction between the laser and the nonlinear system and that is where this research project begins.

### 1.1.1 Goal and outline of the thesis

The research presented in this thesis is the author’s contribution to the fields of HHS and attosecond science during the course of the Ph.D project. While most HHG experiments have focused on atoms (particularly noble gases) in the past, molecules are particularly interesting targets due to the complexity of their electronic structures and the role this plays on molecular and electronic dynamics. There still exists a deficiency in theoretical tools and models to fully study the various interactions during the HHG process in molecules although some significant results have already been seen \[22\]-\[23\] \[24\]. In the meantime, experimental work is flourishing in simple di- and triatomic molecules \[25\]-\[26\], \[27\]-\[28\], \[29\]-\[30\], \[31\]-\[32\], \[33\]-\[34\]. This extension of HHG from atoms to molecules, while complicated, has a strong influence on a variety of topics in chemistry and physics and is a necessary requirement to study the fastest processes that exist.
This thesis describes several advances made in studying molecular and electronic structure in complex molecules using HHS. The second half of Chapter 1 contains important background information and theory for HHG from atoms and molecules. Our improvement to optimizing high harmonic yield, with the use of finite and semi-infinite gas cells, is described in Chapter 2. A thorough description of the laser source we used in our experiments, as well as the experimental HHG system, is provided in Publication 1 in that chapter.

The next three chapters report on the use of HHS to study various aspects of molecular properties such as signatures of symmetry in electronic structure (Chapter 3), the influence of molecular structure (Chapter 4), and isomeric effects (Chapter 5). Each publication within the chapters provides novel development in the use of HHS to decipher these properties and leads towards the goal of time-resolved molecular spectroscopy of complex molecules with attosecond \(10^{-18}\) s temporal and ångström \(10^{-10}\) m spatial resolution.

Chapter 6 explores the study of multi-electron dynamics in complex molecules using XUV multiphoton ionization of atoms and molecules as well as the ionization and fragmentation of \(C_{60}\) which has hundreds of delocalized valence electrons.

A global conclusion for the thesis is included in Chapter 7 as well as an update on current progress and future plans for additional research in this field.

## 1.2 Theory of high harmonic generation

The basis of HHG can be described by a semiclassical three step model [12] which both qualitatively and quantitatively describes the principle properties of emitted photons during this highly nonlinear process. The three steps (represented in Fig. 1.1) are tunnel ionization, acceleration of the electron in the laser-electric field, and finally, radiative recombination.
Figure 1.1: An electron sits in the Coulomb potential of the atom (dashed line). The height of the potential barrier is the ionization potential, $I_p$. The strong laser field distorts the potential to one side (solid line) during one half-cycle of the laser field allowing the electron to tunnel-ionize. The electron experiences acceleration due to the strong laser field then recombines back to its ground state when in the vicinity of its parent ion and emits a photon with energy, $h\omega = I_p + E_k$, where $E_k$ is the kinetic energy the electron gained in the laser-electric field.
1.2.1 Tunnel ionization

First, a linearly polarized strong laser field is incident on a nonlinear system such as an atom. We consider the electron under the Coulomb potential of the nucleus with potential energy, \( V_0 = -1/r \). The barrier height is known as the ionization potential, \( I_P \), and is the energy that the electron requires to free itself from the nucleus. However, the laser field can act to lower the potential barrier to one side such that the electron wavepacket is permitted to tunnel to freedom (see step 1 of Fig. 1.1). This process can happen every half-laser cycle thus tunneling occurs twice per optical cycle. The tunneling probability is influenced by the height and thickness of the potential barrier and it is possible to calculate the necessary electric field strength to completely suppress the barrier such that the tunneling rate becomes 1, known as barrier suppression ionization \([35]\). This value corresponds to the saturation intensity, \( I_{\text{sat}} \), given by

\[
I_{\text{sat}}(\text{W/cm}^2) = 4 \times 10^9 I_P(\text{eV})^4
\]  
(1.1)

where the units are stated in brackets. Equation 1.1 shows that it only requires intensities close to \( 10^{14} \) W/cm\(^2\) to ionize most atoms and molecules \((I_P \approx 8-15 \text{ eV})\) which is easily attainable with modern laser systems.

The distortion of the potential barrier varies with time and tunnel ionization is only possible if the barrier is lowered for sufficiently long. Keldysh introduced an adiabaticity parameter, \( \gamma \), which related the tunneling time with the period, \( T_0 = 2\pi/\omega_0 \), of the laser electric field \([36]\) and is given by

\[
\gamma = \sqrt{\frac{I_P}{2U_P}}
\]  
(1.2)

where \( U_P = E^2 / 4\omega^2 \) is the ponderomotive potential of the electron (the average kinetic energy the electron gains in an oscillating electric field).

1.2.2 Acceleration and recombination

Once the electron has left the potential of the atom and has entered the continuum, the laser-electric field is strong enough to dominate the electron’s motion (see Step 2 of Fig. 1.1). The potential the electron now finds itself in is linear, with its slope determined
by the instantaneous value of the laser field. Just after ionization, the electron is now accelerated away from the ion and when the laser field changes direction, the slope of the potential reverses and the electron is now driven back towards its initial position. As the electron finds itself in the vicinity of its parent ion, it can radiatively recombine (see Step 3 of Fig. 1.1) to emit a photon with energy equal to the ionization potential of the system plus the kinetic energy, $E_K$, the electron acquired during its travel:

$$\hbar \omega = I_P + E_K.\quad (1.3)$$

This process occurs every half cycle of the laser pulse so that we have XUV photons being emitted with period $T_0/2$. This periodicity gives rise to interference fringes in the spectral domain, producing an emission spectrum of frequencies separated by $2\omega_0$. The inversion symmetry caused by electrons tunneling towards opposite sides of the system each half cycle gives rise to a sign change in the emission and thus the emitted harmonics can only be odd multiples of the fundamental frequency.

In order to examine the recombination energy of the electron, we can map each velocity the electron acquires in the laser field to a classical trajectory. The equation of motion for the electron is

$$a(t) = -E_0\cos(\omega_0 t).\quad (1.4)$$

To simplify the problem, we impart the following initial conditions: for an electron born at time $t_i$, we (1) ignore the distance through which the electron travels through the potential barrier so that it is born at the origin ($x(t_i) = 0$), and (2) assume the electron loses any kinetic energy it had due to the tunneling process so that it is born with zero initial velocity ($v(t_i) = 0$). Solving Eq. 1.4 gives us velocity and position:

$$v(t) = -E_0/\omega_0(\sin(\omega_0 t) - \sin(\omega_0 t_i))$$

$$x(t) = E_0/\omega_0^2(\cos(\omega_0 t) - \cos(\omega_0 t_i)) + E_0/\omega_0\sin(\omega_0 t_i)(t - t_i).\quad (1.6)$$

At some recollision time, $t_f > 0$, the electron returns to the ion thus we have $x(t_f) = 0$ and we can solve Eq. 1.6 to find

$$\cos(\omega_0 t_i) - \cos(\omega_0 t_f) = \omega_0\sin(\omega_0 t_i)(t_f - t_i).\quad (1.7)$$

The largest velocity (and thus largest kinetic energy) the electron can gain may be found by plotting these classical trajectories from Eq. 1.7 or by numerically solving the system
of equations generated from Eq. 1.7 and the derivative of Eq. 1.5 set to zero. Electron trajectories are typically spoken of in terms of their phase of birth. For the sinusoidal laser pulse, each \( t_i \) is related to a specific phase, \( \phi \), dependent on the period of oscillation. For \( \lambda = 800 \) nm, the period is 2.7 fs. It was first seen in [12] that the highest electron velocity and hence, the highest photon energy, corresponds to the phase of birth of \( \phi = 17^\circ \), known as the cutoff.

![Figure 1.2: A phase plot of selected electron trajectories tunneling at different moments during a single optical cycle of the fundamental field. The traces correspond to the following electron trajectories: a) short, b) cutoff, c) long, d) zero energy, e) no return. See text for expanded description. Adapted from [37].](image-url)
Several important classes of electron trajectories to note are plotted in Fig. 1.2. Each returning electron velocity, except for the cutoff, will have two corresponding trajectories, known as the short and long trajectories, and are shown in the traces (a) \((\phi = 45^\circ)\) and (c) \((\phi = 3^\circ)\) of Fig. 1.2. The cutoff trajectory is shown in trace (b) \((\phi = 17^\circ)\). The cutoff trajectory leads to what is known as the cutoff law for HHG which gives the highest photon energy:

\[
E_{\text{cutoff}} = I_p + 3.17U_p.
\] (1.8)

The probability of tunneling is highest at the peak of the laser field and these electrons will follow trajectory (d) \((\phi = 0^\circ)\) but the electron will return to the ion with zero velocity. Finally, trajectory (e) \((\phi = -45^\circ)\) shows an electron which will never return to the parent ion.

The model developed so far in this section is a mixture of both classical and quantum mechanics. We first have a quantum representation of tunnel ionization, then the classical motion of the electron in the laser field, and finally a quantum radiative recombination. This simple semi-classical model gives an elegant analysis of HHG and relates the important elements of the process such as the harmonic cutoff as well as ionization and recombination times. However, a full quantum mechanical treatment is needed in order to decipher further quantum effects that may influence the HHG process such as quantum diffusion of wavepackets or quantum interferences. In the following subsection we present a brief summary of the quantum mechanical approach to HHG and how the three semi-classical steps are described.

### 1.2.3 Quantum mechanical approach to high harmonic generation

The quantum mechanical treatment of HHG is described by the Lewenstein model \[38\] which calculates the single atom response (SAR) during harmonic generation. The SAR is the dipole responsible for high harmonic emission for any given arbitrary pulse shape, calculated as a function of time. The electric field of the emitted high harmonics can be obtained by the second derivative of the dipole and a Fourier transform of this field will yield the generated harmonic spectrum.
The wavefunction of the electron, $\psi(t)$, in the electric field, $E = \partial A / \partial t$ (where $A(t)$ is the vector potential), can be solved using the Schrödinger equation in the single-active electron approximation

$$i\frac{\partial}{\partial t} |\psi(t)\rangle = \left[ -\nabla^2 / 2 + V(x) - E \cdot x \right] |\psi(t)\rangle$$

(1.9)

where $V(x)$ is the atomic potential. This analysis now makes several assumptions and also makes use of the strong-field approximation (SFA) which is valid in the tunneling regime ($\gamma \leq 1$). The SFA assumes that once the electron is ionized to the continuum, the effect of the atomic potential, $V(x)$, is negligible. Furthermore, any bound state above the ground state ($|0\rangle$) can be ignored and the depletion of the ground state is neglected.

The wavefunction of the electron is now divided into two parts: one that stays in its ground state ($|0\rangle$) and a part that ionizes into the continuum:

$$|\psi(t)\rangle = e^{iI_p t} \left( a(t) |0\rangle + \int d^3v b(v, t) |v\rangle \right)$$

(1.10)

where $a(t) \approx 1$ is the ground state amplitude, $b(v, t)$ are the continuum state amplitudes, and $|v\rangle$ is a continuum state with momentum $v$. The free oscillations of the ground state have been factored out which essentially sets the zero energy to the energy of the ground state, $|0\rangle$.

We can now calculate the time-dependent dipole moment, $\langle \psi(t) | x |\psi(t)\rangle$, of the ionized electron:

$$x(t) = -i \int_0^t dt_i \int d^3p \cdot d^*(p + A(t_i)) e^{iS(p,t_i,t)} \times E(t_i) \cdot d(p + A(t_i))$$

(1.11)

where $p = v + A(t)$ is the canonical momentum and $S$ is the semiclassical action which represents the phase the electron acquires, represented by

$$S(p, t_i, t) = \int_{t_i}^{t} dt'' \left( \frac{(p - A(t''))^2}{2} + I_p \right).$$

(1.12)

The dipole moment can be intuitively related to the three-step semiclassical treatment previously described as it is a product of the amplitude for each step (ionization, propagation, and recombination). To begin, the probability between a transition from ground to continuum state for the electron with momentum $p$ is $E(t_i) \cdot d(p + A(t_i))$. This rate
is usually calculated using a numerical approach such as the Ammosov-Delone-Krainov method. The electron wavepacket then propagates freely under the guidance of the laser field and acquires the phase, $S(\mathbf{p}, t_i, t)$. Finally, the wavepacket radiatively recombines at time $t = t_f$ with probability $d^*(p + A(t))$ and is typically treated as a plane wave for simplicity. The high harmonic spectra can thus be obtained by calculating the Fourier transform of the dipole moment, $x(\omega_q)$.

It is important to note that this calculated dipole moment is only for the SAR while the high harmonic signal combines emission from a summation over all electron trajectories and all ionization times, $t_i$, which is a macroscopic sample. For high harmonic emission, the response of each atom must add coherently so that the output is a collimated beam propagating with the same $k$-vector as the fundamental beam. The intensity of the emitted harmonic beam is strongly dependent on the degree to which the atomic dipoles are in phase. Therefore, phase matching plays an important role in high harmonic generation. Section 1.3 will touch on several aspects of phase matching and how it affects harmonic generation efficiency.

1.2.4 Extension of HHG theory to molecular media

The extension of HHG theory from atoms to molecules is not trivial and is still a work in progress. However, we can immediately make two important modifications to the Lewenstein model. The ionization rate shall be calculated using a method appropriate for molecules such as molecular-ADK (MO-ADK) theory which considers the symmetry property and the asymptotic behavior of the molecular electronic wave function, or calculations based on numerical integration of the time-dependent Schrödinger equation. Also, the ground state in the recombination amplitude from the dipole moment calculation (see Eq. 1.11) can be replaced with the highest occupied molecular orbital (HOMO), obtainable using a standard quantum chemistry package such as GAMESS.

Several other factors must be considered when dealing with molecular media in HHG. To fully understand the process, each step (ionization, propagation, and recombination) of HHG must be closely examined. For complex molecules, even the ionization step is
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not fully understood theoretically and the examples cited above to calculate ionization rates tend to use exploitations of the symmetry of the molecule (linear, or perhaps spherical) or single active electron approximations to simplify the problem. In terms of the electronic structure, nodes in the HOMO have been shown to suppress ionization [45] and in turn, significantly extend the HHG cutoff [46]. The fact that many molecules have closely spaced orbitals can lead to simultaneous contribution to ionization from multiple orbitals which was recently shown to be possible for HHG from aligned CO$_2$ molecules [31].

The propagation step may be influenced by ionization and we must consider how the outgoing electronic wavepacket can be affected. This is especially important in complex molecules that have many delocalized electrons and an ionic potential that cannot be ignored. Furthermore, one might need to not only consider the effect of the ionic potential, but also consider multiple electrons appearing in the continuum. Progress has been made in going beyond the SFA [47] for propagation calculations but working with more than two electrons is still a challenge.

The recombination step for molecules might prove to be the most complicated as one must consider the many facets of how the electronic and molecular structure can affect the incoming electron wavepacket. Do the bound electrons have influence on the returning one? Has the HOMO been distorted by the optical field enough to affect the incoming plane wave? And how will the unique molecular structure influence the recombination? The focus of molecular HHG is how to address these questions. For example, theoretical calculations have shown that laser-induced molecular vibrations in molecules can enhance or diminish HHG yield [48, 49]. Along a similar line, several studies have shown the effect of multi-centre recombination appearing as a local minimum in high harmonic spectra [50, 27].

There still does not exist a consensus regarding which effects are most important to HHG and which systems, if any, they influence. This demonstrates the importance of extending what high harmonic spectroscopists have learned about atoms and simple molecules to bigger and more complex systems in order to better understand the process as a whole. This discussion will be expanded in the following subsection.
1.2.5 Observables in high harmonic spectra

From HHG experiments, the observables we obtain are (1) the high harmonic spectrum and amplitude, and (2) the dependence of high harmonic spectra on the ellipticity of the driving laser. Typical high harmonic spectra follow a simple formula of drastic decrease for the first few harmonic orders followed by a broad plateau region then finally, a sharp cutoff. Deviations from this representation of spectra such as amplitude modulations in the plateau region or extension of the cutoff allow us to obtain useful information about the ionizing medium directly from both our observables such as signatures of molecular and electronic structure.

Cooper minimum

Modulations in high harmonic spectra can occur for a variety of reasons. Local amplitude minima, which are completely independent of the laser parameters, are directly related to the electronic structure of the atom or molecule. Since the early days of HHG, high harmonic spectra from Ar has displayed a local minimum near 48 eV [51] which more recent studies have shown to be both intensity and wavelength-independent [52, 53]. This minimum arises due to the well-known Cooper minimum (CM) in the photoionization cross-section [54]. Photoionization cross-sections for outer subshells of atoms can be calculated by integration over the bound and continuum radial wave functions for the electron, giving radial dipole matrix elements for energetic transitions between the ground and excited state. Matrix elements for the transition from the outer $p$-state to the continuum as a function of electron energy for Ne, Ar, and Kr are shown in Fig. 1.3 (adapted from [54]). The zero-crossing, or sign change, in the Ar and Kr curves will lead to a local minimum in the photoionization cross-sections. Since the recombination dipole matrix in HHG is, in essence, the inverse of photoionization, the CM results in an amplitude modulation of the high harmonic spectrum.

The appearance of the CM in high harmonic spectra confirms the capability of HHS to retrieve field-free electronic structure information from a target system. Some molecules have also demonstrated amplitude modulations in their partial photoionization cross-sections for lone-pair orbitals [55] since they can be associated with a particular nucleus.
Figure 1.3: Radial dipole length matrix elements for photoionization in Ne, Ar, and Kr as a function of electron energy. Adapted from [54].
and will display atomic-like character within the linear combination of atomic orbitals description. In Chapter 3, we use HHS to investigate the Cooper minimum in molecules towards the study of electron localization in molecular orbitals.

Interference due to molecular structure

A form of amplitude modulation in high harmonic spectra that is strictly from molecules stems from interference during electron recombination with multiple centers. This type of interference is strongly dependent on the spacing of the nuclear centers as well as the de Broglie wavelength of the recolliding electron. The theoretical work of Lein et al. showed that processes involving electron recollision, including HHG, can demonstrate this type of interference for diatomic molecules [50]. They describe the interference minimum as a consequence of the phase of the emitted harmonic radiation and how it depends on the angle of alignment, $\theta$, between the molecular axis and the laser polarization. For the 2D $\text{H}_2^+$ studied in [50], the phase of the Fourier transformed time-dependent dipole matrix (see section 1.2.3 above) is smooth with increasing $\theta$ but undergoes a sudden jump at a critical angle of $30^\circ$. Therefore, contribution to recombination at angles below the critical angle will destructively interfere with contribution from angles above it, leading to a decrease in yield for a specific harmonic which results in a local minimum in the high harmonic spectrum.

The experimental work of Kanai et al. confirmed this type of interference in high harmonic spectra from $\text{CO}_2$ [27]. They state specific interference conditions for a diatomic molecule whose HOMO has anti-bonding symmetry, such as $\text{O}_2$: $R \cos \theta = n\lambda$ for destructive and $R \cos \theta = (n - 1/2) \lambda$ for constructive interference, where $\lambda$ is the de Broglie wavelength of the returning electron, $\theta$ is the angle between the molecular axis and the polarization of the laser pulse, $R$ is the internuclear distance between the two atoms, and $n$ is a positive integer. These conditions are reversed for molecules whose HOMOs have bonding symmetry. The $\text{CO}_2$ molecules can be treated like an extended diatomic with the two O atoms as nuclear centers. The HOMO of $\text{CO}_2$ shares the same anti-bonding symmetry as $\text{O}_2$. A schematic of the elongated $\text{CO}_2$ molecule can be seen in Fig. 1.4 (adapted from [27]). From the MO-ADK model [39], the maximum ionization rate for $\text{CO}_2$ occurs at the ionization angle, $\theta = 30^\circ$, similar to $\text{O}_2$ and $\text{H}_2$. Based on
Figure 1.4: Schematic of two-center interference conditions for a diatomic molecule. \( \lambda \) is the de Broglie wavelength of the returning electron, \( \theta \) is the angle between the molecular axis and the polarization of the laser pulse, and \( R \) is the internuclear distance. Adapted from [27].
the above equation for destructive interference, it was calculated that the recombination probability at $\theta = 30^\circ$ for the 23rd harmonic should be suppressed by several orders. The plot of the high harmonic spectra for CO$_2$ in [27] confirmed this suppression due to interference from multi-center recombination, represented as a local minimum. In Chapter 4 we extend the model of Kanai et al. to explore the interference arising from multi-center recombination for a planar polyatomic molecule with three possible centers.

**Orbital interference**

Another type of amplitude modulation that emerges in high harmonic spectra from molecules appears as a result of interference during ionization due to contribution of multiple molecular orbitals. In atoms, tunnel ionization is exponentially sensitive to $I_p$ as appearance energies for higher excited states are typically many eV apart. However in molecules, higher electronic excitations can often lie within a few eV from the ground state which leads to a coherent superposition of multiple ionic states during ionization. By exploiting the symmetry of orbital structures in the HOMO, HOMO-1, and HOMO-2 of CO$_2$, Smirnova et al. showed that contributions to ionization from multiple molecular orbitals can be enhanced or suppressed depending on the angle of ionization during HHG [31]. They also revealed a local minimum in high harmonic spectra from CO$_2$ that was highly dependent on the laser source, stemming from interference between different ionization channels. Destructive interference occurs if the total harmonic phase difference between two ionization channels satisfies the following relation: $\Delta E \tau^* + \phi = m\pi$, where $\Delta E$ is the energy difference between channels, $\tau^*$ is the return time of the electron, $\phi$ represents other contributions to harmonic phase, and $m$ is an odd integer. The contributions to $\phi$ include the phase accumulated in the ion, the phase of the continuum electron, the phase of the recombination dipole matrix element, and phase acquired during ionization. Since the condition for destructive interference is linked to the electron return time, $\tau^*$, the position of the minimum should therefore scale with intensity. Smirnova et al. concluded that in high harmonic spectra from CO$_2$, the intensity-dependent local minimum was a result of destructive interference between the HOMO and HOMO-2 channels. We have seen similar types of intensity dependent amplitude minima in high harmonic spectra from 1,4-cyclohexadiene and a manuscript
on this topic is in preparation for publication in the near future (see Publication 9).

Additionally, interference from molecular orbitals can affect the cutoff and ellipticity dependence of high harmonic spectra. The cutoff law described above (see eqn. 1.8), states that the highest emitted photon energy during HHG is dependent on the ionization potential ($I_P$) and ponderomotive potential ($U_P$) which in turn, depends only on laser intensity and wavelength. However, evidence has shown a significant extension of HHG cutoff for molecules such as O$_2$ ($I_P = 12.1$ eV) and CO$_2$ ($I_P = 13.8$ eV) compared to their companion atoms, Xe ($I_P = 12.1$ eV) and Kr ($I_P = 14.0$ eV), respectively, at intensities greater than saturation due to suppression of ionization [46, 56]. In molecules whose HOMO exhibits nodal planes, suppression of ionization occurs due to quantum interferences when electron wave packets emitted from either side of a nodal plane destructively interfere due to their opposite phases. This suppression of ionization has also been shown in the ellipticity dependence for the double ionization signal of C$_6$H$_6$, another recollision process [45]. For atoms, the probability of recollision is maximum at linear polarization and falls off rapidly as ellipticity, $\epsilon$, increases. This follows directly from the laws of motion governing the electron in the strong laser field. However, Bhardwaj et al. presented a local minimum in the double ionization signal for linear polarization with the maximum occurring at $\epsilon = 0.1$. In C$_6$H$_6$, an electron wave packet cannot be launched if the laser polarization lies in one of the two nodal planes due to destructive interference. As ellipticity increases, the destructive interference is offset by the transverse field component that compensates for initial electron momentum, forcing some of the electrons to recombine with the ionic core. Both sections of Chapter 4 present evidence of suppressed ionization obtained directly from high harmonic spectra as well as the ellipticity dependence of HHG in polyatomic molecules.

1.3 High harmonic efficiency

The low conversion efficiency from infrared light into high harmonics is presently a hindrance to the use of these light pulses in experiments and research is ongoing to improve this. Typical conversion rates are on the order of $10^{-5}$ to $10^{-7}$ [57, 58] when using 800 nm light for most HHG experiments. The efficiency of the HHG process depends on (a)
a high sample density leading to coherent buildup of emitted harmonics, (b) the length of the nonlinear medium, $L_{\text{med}}$, (c) the absorption length of harmonics by the nonlinear medium, $L_{\text{abs}}$, and (d) the phase velocity matching between the fundamental and the high harmonic beams. In addition to medium dispersion, the presence of free electrons can lead to a phase velocity mismatch which limits coherent buildup to short interaction lengths. HHG efficiency is optimized by a delicate balance of these competing processes. The following subsections examine a few of these factors.

### 1.3.1 Phase matching

To achieve considerable HHG output, the radiation emitted in the forward direction by each atom must be in phase with the radiation emitted by each neighboring atom. This occurs when the phase velocity of the fundamental driving laser and the generated radiation is equal. In a dispersive medium, the driving laser will slip $\pi$ radians out of phase with the generated radiation after a characteristic propagation distance known as the coherence length, $L_{\text{coh}} = \pi/\Delta k$, and subsequently there will be destructive interference. $\Delta k$ is known as the phase mismatch and is given by

$$\Delta k_q = qk_d - k_q$$

where $q$ is the harmonic order, $k_q$ is the wavevector of the $q^{th}$ harmonic, and $k_d$ is the wavevector of the fundamental beam. The wavevector of the fundamental beam in the nonlinear medium is given by

$$k_d = k_0 \left( 1 + N_a n(\lambda_0) - \frac{N_e r_e \lambda_0^2}{2\pi} \right)$$

(1.14)

where $k_0$ is the wavevector of the fundamental beam in vacuum, $N_a$ is the density of neutrals in the sample, $N_e$ is the density of free electrons, $n(\lambda_0)$ is the index of refraction at wavelength $\lambda_0$, and $r_e$ is the classical electron radius \cite{59}. The second and third terms in Eq. (1.14) correspond to medium and plasma dispersion, respectively. Similarly, the wavevector of the $q^{th}$ harmonic beam is given by

$$k_q = qk_0 \left( 1 + N_a n(\lambda_q) - \frac{N_e r_e \lambda_0^2}{2\pi q^2} \right).$$

(1.15)
We insert Eqs. 1.14 and 1.15 into Eq. 1.13 and assuming \((1 - 1/q^2) \approx 1\), we obtain

\[
\Delta k_q = qk_0 \left( N_a \Delta n_q - \frac{N_e r_e \lambda_0^2}{2\pi} \right)
\]

\[
= qk_0 \left( P(1 - \eta) \Delta n_q - PN_0 \eta r_e \lambda_0^2 / 2\pi \right)
\]  

(1.16)

where \(P\) is the pressure in bar, \(\eta\) is the ionization fraction of the gas, \(N_0\) is the particle density at \(P = 1\) bar, and \(\Delta n_q\) is the difference in refractive index of the gas for each wavelength.

Proper phase matching is obtained by minimizing \(\Delta k_q\). If HHG is produced in a waveguide, there exists a third dispersion term which affects phase mismatch and is dependent on the size of the capillary being used [60]. This dispersive term is negative and is capable of compensating for the medium and plasma dispersion terms in Eq. 1.16 by tuning the pressure in the waveguide. However, the dispersion due to plasma defocusing (second term in Eq. 1.16) is determined by the plasma density which is a function of the ionization. There thus exists a critical ionization degree above which phase matching is impossible simply by adjusting the pressure. Therefore, while an increase in intensity can be useful to generate a higher cutoff (which is a function of the quiver energy, \(U_p\)), it also serves to increase phase mismatch due to the increase in ionization. Additionally, extraneous ionization can also lead to a strong reduction of medium density which lowers the nonlinear response.

A final term which can cause phase mismatch in the HHG process is the Gouy phase shift when a Gaussian laser beam is focused [61, 62]. This geometric mismatch is a function of the distance from the focus and the laser’s Rayleigh range. Thus, the contribution from the Gouy phase can be controlled by placing the focus at a different position with respect to the highest gas densities [63]. When the focus is at the centre of the nonlinear medium, the harmonic intensity is low due to poor phase matching. By focusing the fundamental beam before the nonlinear medium, phase matching on the optical axis is efficient which leads to a high regularity of the harmonics in both the spatial and spectral domains. On the other hand, focusing the fundamental beam after the medium achieves efficient phase matching off the optical axis which can distort the spatial and temporal profiles of the harmonics.
1.3.2 Quasi phase matching

Quasi phase matching (QPM) is a technique used to supplement traditional phase matching to increase HHG efficiency and is a well-known concept in nonlinear optics [64]. QPM is typically used when pressure tuning is not possible such as the case where ionization is too high. The goal is to generate only radiation that constructively interferes with previously generated radiation while eliminating harmonic emission from regions having destructive phase. For a nonlinear medium that is isometric, which is the case for most HHG experiments, the proper approach is to create a periodic modulation of the HHG amplitude.

Several approaches have already been tested to implement QPM into HHG experiments. Some examples include using a modulated hollow-core fibre to periodically vary the intensity of the fundamental laser driving the HHG conversion [65, 66] by creating regions of alternating bore diameter. In another case, the coupling excitation of multiple modes into a waveguide can result in the rapid periodic variation of the axial intensity [67]. Periodically varying the pressure of the nonlinear medium is another QPM scheme where alternating regions of high and low pressure allow the use of an unmodulated fundamental beam [68]. Finally, all-optical methods of QPM are also possible by using counter propagating pulses to effectively disrupt harmonic emission in a periodic fashion along the optical axis [69, 70].

1.3.3 Reabsorption of harmonic radiation

The reabsorption of harmonic radiation is an important issue when trying to optimize efficiency. For phase-matched harmonics, the coherent signal grows with the increase of the interaction length as well as gas pressure. However, attenuation of the signal occurs due to interaction of harmonic photons with neutral media. Thus, there exists an optimal interaction length and pressure for maximum harmonic conversion efficiency. The number of photons emitted per unit time and area, $N_{out}$, is related to these factors
by:
\[
N_{\text{out}} \propto \rho^2 A_q^2 \frac{4L_{\text{abs}}^2}{1 + 4\pi^2 (L_{\text{abs}}^2/L_{\text{coh}}^2)} \left[ 1 + \exp \left( -\frac{L_{\text{med}}}{L_{\text{abs}}} \right) - 2\cos \left( \frac{\pi L_{\text{med}}}{L_{\text{coh}}} \right) \exp \left( -\frac{L_{\text{med}}}{2L_{\text{abs}}} \right) \right]
\]

where \( A_q \) is the amplitude of the atomic response at the harmonic frequency \( \omega_q \), \( L_{\text{coh}} \) is the previously defined coherence length, \( L_{\text{med}} \) is the medium or interaction length, and \( L_{\text{abs}} = 1/\sigma \rho \) is the absorption length with \( \sigma \) being the ionization cross section and \( \rho \) being the gas density (from [71]).

Figure 1.5: Number of on-axis emitted photons (arb. u) as a function of the medium length (in units of absorption length). The dashed line corresponds to a zero absorption case.

Figure 1.5 shows the variation of \( N_{\text{out}} \) for several different coherence lengths. It is evident that even at very high coherence length, the harmonic emission will saturate once the interaction length is longer than a few absorption lengths. This study showed that the optimizing conditions found were \( L_{\text{med}} > 3L_{\text{abs}} \) and \( L_{\text{coh}} > 5L_{\text{abs}} \). The study also found that the saturation point in Figure 1.5 is independent of density and increases as \( |A_q/\sigma|^2 \). Therefore the optimization of the HHG efficiency requires all three of the
previous conditions. The use of a gas cell for HHG, along with a loose focusing geometry, is an effective method to increase $L_{med}$ compared to a traditional pulsed valve \cite{71}. Improving phase matching between the fundamental and harmonic fields would yield greater values of $L_{coh}$ and as noted above, significant research is being conducted on this topic. We discuss many factors of high harmonic reabsorption in Chapter 2.

1.3.4 Wavelength scaling of HHG

Traditionally, HHG experiments are conducted using 800 nm light from a Ti:Saph laser system, a tabletop laser source available in numerous labs around the world. New developments for the Ti:Saph laser system are constantly in progress with recent advances including pulse durations near the single oscillation limit \cite{14, 15}, intensities up to $10^{18}$ W/cm$^2$ with less than 1\% energy fluctuations \cite{16}, and electric field phase stability within the pulse envelope of less than 100 as \cite{17}.

However, 800 nm light is not suitable for studying HHG from complex molecules as most have their $I_P$ in the range of 8–10 eV and saturation intensities around 0.2–0.4 ×$10^{14}$ W/cm$^2$. We recall the cutoff law from 1.2.2 that showed the maximum photon energy attainable scales as $\hbar \omega = I_p + 3.17U_p$, where $U_p \propto I \lambda^2$. Such low values of ionization would be inadequate to obtain a broad enough range of HHG frequencies necessary to study how molecular or electronic dynamics can affect the HHG process. Research has shown the requirement for emitted harmonic spectra to exceed $\sim$50 eV in order to see signatures of these effects \cite{72}.

Instead, the use of longer infrared wavelength light ($\lambda = 1 - 2$ µm) has become crucial for HHG in molecules. The energy of the recolliding electron scales as $\lambda^2$ so the harmonic cutoff can be extended to much greater photon energies compared to 800 nm light while the laser intensity is kept below the saturation intensity of the molecule. Additionally, the spacing of harmonics in the emitted spectrum decreases significantly as the wavelength is increased since the fundamental photon energy is inversely proportional to wavelength. This leads to a higher spatial resolution for HHS. A picture of high harmonic spectra from Xe are shown in Figure 1.6 using $\lambda = 800$, 1300, and 1800 nm light, showing the significant extension of the harmonic cutoff (higher photon energies) as well as the
decrease in harmonic spacing when using similar laser intensities ($I \sim 10^{14} \text{ W/cm}^2$) and multi-cycle pulses. We recall that phase mismatch was heavily dependent on plasma dispersion. The use of lower laser intensities helps to offset these detrimental effects from the ionized medium [73, 74], thus enabling the use of higher gas pressures to increase harmonic flux.

Figure 1.6: High harmonic spectra from Xe using $\lambda = 800, 1300, \text{ and } 1800 \text{ nm light.}$

The consequence of using longer wavelengths for HHG is that the electron wavepacket will spend more time in the continuum resulting in a large transverse spreading and thus, reducing the probability of recollision. A formulation to calculate the recombination probability comes from the saddle point analysis from [38] with solutions given by Yakovlev et. al. [75] where the amplitude, $a_{pr}$, for an electron born at time $t_i$ returning to its parent ion at time $t$, has the form

$$a_{pr}(t) \propto \left(\frac{2\pi}{t - t_i}\right)^{3/2}. \quad (1.18)$$

The probability for recombination, $|a_{pr}(t)|^2$, is thus

$$|a_{pr}(t)|^2 \propto \left(\frac{2\pi}{t - t_i}\right)^3 \quad (1.19)$$

where the time the electron spends in the continuum, $t - t_i$, is directly proportional to $\lambda$. From this transverse spreading of the electron wavepacket, we see already a decrease
of the HHG yield by $\lambda^3$. Additionally, the increase in spectral bandwidth by a factor of $\lambda^2$ should cause an equal decrease in HHG yield by the same factor if the XUV beam is spread across the entire bandwidth and remains constant. Therefore the yield should fall at minimum as $\lambda^{-5}$. In accordance, several theoretical [76, 77] and experimental [78] studies have shown the yield to decrease on the order of $\lambda^{-(5-7)}$. It is necessary to find a balance between using a long wavelength to extend the cutoff while increasing gas density and utilizing improved phase matching to balance the lower yields. For our studies, we found that wavelengths in the range of $\lambda = 1300 – 1800$ nm were a good compromise between a significant increase in cutoff and adequate HHG yield. We are able to partially offset the wavelength scaling effects by using higher pressures in our experiments.
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I. INTRODUCTION

Advances in ultrafast laser technology have enabled the development of table top sources of xuv and soft x-ray light through the process of high harmonic generation (HHG) [1,2]. High energy photons are produced in a nonlinear medium when an electron, removed from an atom or a molecule by the laser field, is driven back to the ion and undergoes recombination [3,4]. HHG opens new frontiers in science by extending nonlinear optics into the xuv region [5] and pushing ultrafast science to the attosecond domain [6], thus enabling: xuv spectroscopy, imaging of molecular orbitals [7], and electron motion. However, progress in attosecond science is presently hindered by the lack of high brightness harmonic sources. Research has been ongoing to improve HHG efficiency.

The efficiency of the HHG process depends on: (a) a high density of atoms leading to coherent buildup of light as it propagates through the nonlinear medium, (b) the length of the nonlinear medium, (c) absorption of harmonics by the nonlinear medium, and (d) phase velocity matching between the fundamental and the harmonic fields. In addition to medium dispersion, the presence of free electrons can lead to a phase velocity mismatch, which limits coherent buildup to short interaction lengths. The HHG efficiency is optimized by a delicate balance of these competing processes.

HHG from noble atoms in gas phase is the most widely used technique. However, laser ablation of solids provides an alternative, especially at lower harmonics [8]. Gas jets produced by a pulsed valve (PV) are a common source of high harmonics with typical medium lengths of 1–2 mm and a maximum on-axis pressure of 10 Torr. Conversion efficiencies of about $10^{-5}$ in the 30 nm [9] and $10^{-7}$ in the 13 nm [10,11] region were obtained using high-power IR laser pulses and a loose focusing geometry. The efficiency of HHG in gas jets is determined solely by phase matching and is dominated by Gouy phase shift and medium dispersion. It is optimized by controlling the relative positions of the laser focus and the gas jet to balance both the Gouy phase shift and dipole phase shift [12]. A technical limitation of such a source is the repetition rate of the pulsed valve, which is typically much less than that of the laser.

In contrast, static gas cells permit the use of higher atomic densities and longer medium lengths, leading to higher conversion efficiencies due to their quadratic dependence. In addition to phase matching, absorption of harmonics by the medium starts to play an important role as the medium length gets longer [13]. For interaction lengths on the order of the confocal parameter of the laser, as in the case of finite gas cells (FGC), conversion efficiencies of $10^{-6}$ have been reported [14]. In semi-infinite gas cells (SIGC) [15], where the interaction length is several times the confocal parameter, pressures in excess of 100 Torr were used for efficient generation of high harmonics.

High-order harmonics can be generated in hollow capillary tubes [16] with conversion efficiencies of greater than $10^{-6}$, producing more that 0.2 nJ per harmonic order from a modest 150 μJ laser pulse. The efficiency of high harmonics generated in the above sources can be further enhanced by employing techniques such as adaptive pulse shaping, both in the frequency [17] and spatial domains [18], and by utilizing orthogonally polarized two-color (fundamental and frequency-doubled) driving lasers [19]. Despite the numerous studies on HHG efficiency in different types of sources, there is a lack of direct comparison between them.

In this paper, we use argon as the medium to compare HHG in a gas jet, a finite gas cell, and a semi-infinite gas cell. We show that the gas cells produce 50–100 times more intense harmonics relative to the gas jet. This direct relative comparison among the different sources was made possible by introducing an alternate technique of monitoring the harmonics by measuring the photocurrent produced ionization of the background gas by the high energy photons. The standard technique involves using an x-ray spectrometer. While the spectrometer provides spectral information, the efficiency of the microchannel plate detector varies with wavelength.
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and absolute calibration is difficult. Often used in conjunction with a spectrometer, an x-ray photodiode measures short wavelength photons but must be calibrated with known sources such as a synchrotron. Unlike the standard methods, our technique can monitor high harmonics in real time and in-line, without intervention in or depletion of the x-ray beam. This is important for many studies in the attosecond domain.

II. EXPERIMENT

The schematic of the experimental setup for HHG is shown in Fig. 1. Linearly polarized laser pulses from a Ti:sapphire regenerative amplifier (0.8 mJ, 35 fs, 800 nm, 100 Hz) are focused through a 1 mm thick fused silica window onto the gas target with an achromatic lens of focal length 75 cm. The target is either a gas jet produced by a pulsed valve or two different types of gas cells. In all cases, the harmonics are produced at the same location in the source chamber. The source and detector chambers are differentially pumped through a 3 mm diameter tube that is 5 cm in length. The different harmonic orders are detected using a grazing-incidence concave grating (1200 lines mm$^{-1}$) which disperses and focuses them onto a microchannel plate (15 mm $\times$ 75 mm) coupled to a phosphor screen. The screen is imaged with a charge coupled device (CCD) camera. In the typical operating configuration, harmonic orders 11–49 are detected. The harmonics are optimized by slightly moving the laser focus with respect to the target and by adjusting the laser chirp.

When the grating, positioned on a translation stage, is removed from the laser path, the harmonic beam passes through a copper parallel plate detector. The parallel plate detector and microchannel plates are equidistant from the location of high-order harmonic generation. The active area of the detector plates is approximately 10 mm $\times$ 75 mm with an 8 mm separation. Ions of the background gas in the detection chamber ($P \sim 5 \times 10^{-7}$ Torr) created between the parallel plates by the high harmonic beam are detected by applying a bias of +100 V on one of the plates and measuring the photocurrent on the other plate with a picoammeter. A larger bias voltage does not improve the signal collection efficiency. Since a major constituent of the background gas is nitrogen, which has an ionization potential of 15.58 eV, harmonics of the 11th order or higher are required for single photon ionization. As a result, the photocurrent scales linearly with photon flux. Since harmonics lower than the 11th order are also produced, our photocurrent measurement underestimates the total high harmonic flux. A small amount of argon is also present in the background.

Both of our gas cells employ a differential pumping geometry to reduce the rate of gas flow into the source and detection chambers. The SIGC consists of a cylindrical inner tube (500 mm long, $\phi$ 36 mm) surrounded by a cylindrical outer tube (575 mm long, $\phi$ 60 mm). Up to 200 Torr of gas pressure is delivered into the inner tube by a 6 mm stainless steel tube. The gas pressure is monitored by a Baratron gauge. The inner and outer tubes are separated by a 150 $\mu$m diamond pinhole (Fort Wayne Wire Die, Inc.). The outer tube has a 1 mm pinhole and is pumped by a roughing pump (500 L min$^{-1}$). The laser is focused to a spot directly before the diamond pinhole, about 50 mm from the center of the source chamber.

The FGC consists of a small cylindrical inner cell (16 mm tall, $\phi$ 11 mm) and larger cylindrical outer cell (28 mm tall, $\phi$ 30 mm). Gas is delivered to the inner cell through a 6 mm Teflon tube and pressure is monitored with a Baratron gauge. The inner cell has two inline pinholes ($\phi$ 600 $\mu$m) that lead to the outer cell. The outer cell also has two inline pinholes ($\phi$ 600 $\mu$m) which lead to the source chamber. The outer cell is pumped by a roughing pump (500 L min$^{-1}$) similar to the SIGC. The FGC has an effective interaction length of $\sim$15 mm and is mounted on an X/Y/Z manipulator to permit precision alignment with respect to the laser axis.

The PV has a 500 $\mu$m aperture with a 200 $\mu$s opening time and operates at 10 Hz to avoid overpressuring the source chamber. The pulsed valve is mounted on an X/Y/Z manipulator and is positioned so that the interaction length is $\sim$1 mm. Stagnation pressures of up to 5 atm were used. We estimated the on-axis pressure in the gas jet based on dynamical arguments [20]. Specifically, for a stagnation pressure of $P_0$, the pressure in the gas jet, $P$, is given by

$$\frac{P}{P_0} = \left(1 + \frac{\gamma - 1}{2} M^2\right)^{\gamma/(\gamma - 1)},$$

where $\gamma=5/3$ for a monatomic gas, $M=A(x/D)^{-1}$ is the Mach number, $A$ is a constant that depends on $\gamma$ and is 3.26 for a monatomic gas [21], $x$ is the distance from the nozzle, and $D$ is the nozzle diameter. With the laser positioned at a typical downstream distance of $\sim$1 mm, a stagnation pressure of 2300 Torr produces an on-axis pressure of 7 Torr. The atomic density in a gas jet follows a Lorentzian distribution, and over the length of the laser-jet interaction region the pressure should be at least half of the on-axis pressure [22] or approximately 3.5 Torr. A fast ionization gauge from Beam-Dynamics, located below the pulsed valve, is used to

FIG. 1. (Color online) (a) Experimental setup for generation of xuv photons. SIGC, semi-infinite gas cell; FGC, finite gas cell; DG, dispersive grating. The grating sits on a motorized stage and must be removed from the beam to measure photocurrent with the parallel plate detector; MCP, microchannel plates with phosphor screen; PPD, parallel-plate detector. (b) Semi-infinite gas cell. GI, gas input; PH1, pinhole (100–250 $\mu$m); PH2, 1 cm pinhole. (c) Finite gas cell. GI, gas input; PH, 4 $\times$ 600 $\mu$m pinholes.
monitor the gas density and the position of the laser focus with respect to the gas jet by measuring the relative ion signal produced by the laser.

III. RESULTS AND DISCUSSION

For the three HHG sources that were investigated, the total photocurrent measured by the parallel plate detector as a function of the laser intensity is shown in Fig. 2. For each source an experimentally determined optimum gas pressure, $P$, was used. The photocurrent, vis-à-vis the harmonic signal from the SIGC ($P=25$ Torr), grows by nearly 3 orders of magnitude over an intensity range of $5 \times 10^{13}$ W cm$^{-2}$–$2 \times 10^{14}$ W cm$^{-2}$, beyond which the signal starts to saturate. A similar trend is observed for the FGC photocurrent ($P=7.0$ Torr) in the intensity range of $2 \times 10^{14}$ W cm$^{-2}$–$4 \times 10^{14}$ W cm$^{-2}$. However, the harmonic signal is lower by a factor of 2–20 compared to the SIGC. In contrast, a relatively large intensity of $\sim 3 \times 10^{14}$ W cm$^{-2}$ is required to record any photocurrent when using the PV (stagnation pressure of 2 atm) and the photocurrent is at least 2 orders of magnitude smaller than the SIGC. Unlike in the gas cells, no saturation of the harmonic signal is observed until the maximum intensity is reached. In all sources, the lowest measurable photocurrent is 0.2 pA, which is limited by our ability to distinguish the signal from the background current of $<0.05$ pA. The error bars on the vertical axis represent fluctuations in the harmonic signal due to shot-to-shot variations in pulse energy.

The observed saturation of the photocurrent (harmonic signal) in the gas cells is the result of a combination of neutral atom depletion and the free-electron contribution to phase mismatch. The laser intensity is accurately determined by measuring the saturation intensity of argon atoms as shown in the inset of Fig. 2. We used the fast ionization gauge below the pulsed valve to record the ions produced by the laser as a function of pulse energy. When plotted in a semi-log plot the intercept on the energy axis gives the saturation intensity [23]. The saturation intensity of argon is $2.4 \times 10^{14}$ W cm$^{-2}$.

Optimum gas pressures used in Fig. 2 are obtained by studying the pressure dependence of the total photocurrent (top panel) and individual harmonics (bottom panel) measured using the x-ray spectrometer for [a] and [d] the semi-infinite gas cell, [b] and [e] the finite gas cell, and [c] and [f] the pulsed valve. The laser intensity was $3 \times 10^{14}$ W cm$^{-2}$ for the gas cells and $6 \times 10^{14}$ W cm$^{-2}$ for the pulsed valve. Error bars are a result of shot-to-shot variation in the recorded photocurrent. In the bottom panel, the harmonics shown are the 15th (black squares), 19th (red circles), and 23rd (blue triangles).

In the SIGC, the harmonic signal reaches a maximum near 25 Torr and rapidly decreases due to stronger absorption of the harmonics at higher pressures. At 25 Torr, the typical absorption length is about 0.5 mm for the 15th and 19th harmonics whereas it is twice as long for the 23rd harmonic, leading to a stronger signal. On the other hand, the signal strength from the FGC rises at first due to increasing number density, maximizes at a pressure of 7 Torr, and then decreases as the absorption dominates over the 15 mm effective interaction length. Finally, the PV never reaches a critical point at which the harmonic signal is limited by absorption. At a pressure of 3.5 Torr, the absorption length would be approximately 4 mm, which is much longer than the interaction length. As a result, the signal strength rises linearly with stagnation pressure. With their larger number densities, gas cells are essential for efficient harmonic generation.

We now show that the photocurrent measured by the parallel plate detector is due to photoionization of the back-
ground gas by the high order harmonics. First, by removing argon from the gas cells and turning off the gas jet, the measured photocurrent dropped to the background value. Second, by increasing the background gas density in the detection chamber, the photocurrent signal increased proportionately, as expected in single photon ionization. Third, by measuring the diameter of the harmonic beam at the detector, we ensured that the observed signal was due to ions produced and not due to the photoelectric effect. Since copper has a work function of 4.7 eV, harmonics higher than the third order could produce photoelectrons if they are incident on the detector. To measure the diameter of the harmonic beam we used the spectral images obtained by the xuv spectrometer. Since the harmonics are focused by the grating along one axis, their spatial extent along the other axis provides beam divergence.

The diameter of the harmonic beam for different orders at the parallel plate detector is shown for all three sources in Fig. 4. The recorded beam diameter is substantially less than the 8 mm separation between the parallel plates, which confirms that the photoelectric effect does not contribute to the measured photocurrent. For both gas cells, the beam diameter tends to decrease with increasing harmonic order. This is expected from the simple expression of the dipole moment at the qth harmonic frequency, which according to lowest order perturbation theory, varies as the qth power of the incident field. The solid line in Fig. 4 is the fit to \( D_0/\sqrt{q} \), where \( D_0 \) is the diameter of the fundamental, measured to be 12 mm. However, for the PV, the beam diameter increases slightly with the harmonic order, as observed in previous experiments [24]. The spatial characteristics of the harmonics depend on (a) the position of the laser focus with respect to the gas jet, and (b) on the spatial profile of the driving field. Divergence of harmonics was found to change by varying the aperture size near the input window. Unlike the earlier experiments with semi-infinite gas cells [15], we did not observe any aperture effect on the beam divergence or HHG intensity.

From the total photocurrent measured by the parallel plate detector we can estimate the HHG conversion efficiency. This estimate will be greatly influenced by any errors in our assumptions of the number of ions, the molecular density, the size of the harmonic beam, the interaction volume, and the ionization cross sections. Assuming the background molecules in the detection chamber are mostly nitrogen and that each molecule is singly ionized by the high harmonic beam, 100 pA of measured photocurrent corresponds to \( 6.24 \times 10^{10} \) ions s\(^{-1}\). Harmonics lower than the 11th order cannot contribute to the photocurrent signal, assuming the probability for multiphoton ionization to be low. The number of ions s\(^{-1}\) cm\(^{-3}\), \( r_\rho \), produced by the harmonic beam can be expressed as \( r_\rho = \rho r J_{\text{HHG}} \), where \( \rho \) is the molecular density (molecules cm\(^{-3}\)). The photoionization cross section of \( \text{N}_2 \) for each harmonic energy is taken from [25] and ranges from \( \sigma = 8 \times 10^{-18} \) cm\(^2\) over the spectral range involving 11–49 harmonics. \( J_{\text{HHG}} \) is then calculated as a function of harmonic order and has a typical value of \( \sim 3 \times 10^{14} \) photons s\(^{-1}\) cm\(^{-2}\). The power output is then determined by \( P_{\text{out}} = J_{\text{HHG}} A E \), where \( A \) is the area of the qth harmonic at the detector, approximated by \( A = \pi (1.2/2q) L^2 \), and \( E \) is the single-photon energy of the qth harmonic multiplied by the relative abundance of that harmonic, as determined by the spectral image obtained with the spectrometer. Given an input power of 80 mW, we estimate single order conversion efficiencies as high as \( 10^{-4} \) for the 27th harmonic produced in a semi-infinite gas cell.

The three sources used in the experiment produced different harmonic spectra as shown in Fig. 5. The SICG spectrum shows a relatively narrow distribution, with more than half of the signal coming from the 23rd to 31st harmonic orders. The most intense harmonic is the 27th. The FGC spectrum is broader and peaks at the 25th harmonic. In both gas cells, the harmonic intensity drops rapidly by 2 orders of magnitude between the 29th and 39th harmonics. In contrast, the spectrum of the PV peaks at the 19th harmonic, but has a broad plateau, with similar intensities in the range of the 15th–23rd harmonics. A rapid cutoff is observed past the 23rd harmonic. For all three sources, the harmonic spectrum exhibits a local minimum at the 37th harmonic which can be attributed to the Cooper minimum (\( \sim 50 \) eV) in argon [26,27]. This trend was observed to be independent of laser intensity.

We show that the differences in the harmonic spectra of the gas cells and the gas jet are a result of interplay between phase matching conditions and absorption of the harmonics. Efficient generation of high harmonics depends on three length parameters [13]: medium length \( L_{\text{med}} \), absorption length \( L_{\text{abs}} = 1/\rho \sigma \), and coherence length \( L_{\text{coh}} = \pi/\Delta k \). The phase mismatch between the qth harmonic and the fundamental fields is given by \( \Delta k = k_q - q k_0 \), where \( k_q \) and \( k_0 \) are harmonic and fundamental wave vectors, respectively. In
free space, the propagation constant of light with vacuum wavelength $\lambda$ in a neutral gas medium is given by

$$k = \frac{2\pi n_g(\lambda)}{\lambda},$$

(2)

where the index of refraction is $n_g = 1 + P\delta(\lambda)$, with the pressure, $P$, in atmospheres and the gas dispersion function, $\delta(\lambda)$, is given by a suitable empirical relationship [28]. In general, empirical relationships are difficult to deduce beyond the UV, and we use calculated data [29] for wavelengths shorter than 140 nm. For sufficiently large laser intensities partial ionization of the medium occurs and the index of refraction is modified as

$$n_g = 1 + (1 - \eta)P\delta(\lambda) + (1 - \eta)n_2 I - \eta NC_{opt} r_c \lambda^2 / 2\pi,$$

(3)

where $NC_{opt}$ is the number density at atmospheric pressure, $\eta$ is the ionization fraction, and $r_c$ is the classical electron radius. The nonlinear index of refraction, $n_2 \sim 9.9 \times 10^{-18} \text{ cm}^2 \text{ W}^{-1} \text{ atm}^{-1}$ [30], has negligible effect at our intensities. The phase mismatch then becomes

$$\Delta k = \eta NC_{opt} r_c (q\lambda_0 - \lambda_0) - \frac{2\pi(1 - \eta)P}{\lambda_q} [\delta(\lambda_0) - \delta(\lambda_q)].$$

(4)

The ionization fraction, $\eta$, was calculated using the ADK theory of tunnel ionization [31] at similar intensities to those used in the experiment. For an argon atom and a pulse duration of 35 fs, $\eta \sim 0.08$ at $4 \times 10^{14}$ W cm$^{-2}$ and $\sim 0.42$ at $7 \times 10^{14}$ W cm$^{-2}$. These values were used in calculating $\Delta k$. We then calculated the number of $q$th harmonic photons per unit time and area emitted on-axis, which is proportional to

$$N_{opt} \sim \rho^2 A_q^2 \left[ 1 + \frac{4\pi^2 L^2_{\text{med}}}{L^2_{\text{coh}}} \right] \left[ 1 + \exp \left( -\frac{L_{\text{med}}}{L_{\text{abs}}} \right) \right]$$

$$- 2\cos \left( \frac{\pi L_{\text{med}}}{L_{\text{coh}}} \right) \exp \left( -\frac{L_{\text{med}}}{2L_{\text{abs}}} \right),$$

(5)

where $A_q$ is the amplitude of the atomic response approximated to be $(1 - \eta)^f$, with $I$ is the laser intensity.

The theoretical spectra for the gas cells and the gas jet are calculated with Eqs. (4) and (5) and plotted in Fig. 6, using similar intensities as in the experiment. We see a qualitative agreement between our experimental results and the theoretical calculation. Note that harmonics higher than the 31st are not included in the theoretical spectra due to the lack of dispersion data. In the case of the PV, the HHG efficiency is low due to lower number densities. The number density can be increased to some extent by increasing the gas load, but there are strict physical limitations on how much gas pressure the PV can accommodate. Since the medium length of $\sim 1$ mm is much shorter than the typical absorption length, even in the strongly absorbing region near H15 ($\sim 3$ mm at 3.5 Torr), absorption of the generated harmonics by the medium is negligible. As the ionization fraction increases with intensity, phase matching for higher harmonics cannot be achieved, resulting in the observed decrease in HHG efficiency.

The harmonic distribution for the two gas cells can be explained in terms of absorption and phase matching. The higher gas densities in the cells lead to lower absorption lengths, especially around the 15th harmonic. As a result, lower order harmonics are absorbed by the medium in which they are produced. Higher order harmonics have lower efficiency due to phase matching problems caused by ionization. As the ionization fraction increases, the peak in the spectral distribution shifts toward lower harmonics. The interplay between phase matching and absorption gives rise to the observed distribution with a peak around the 27th harmonic.
IV. CONCLUSION

By monitoring the photoionization of a background gas by the xuv photons produced via HHG, we have made a direct comparison of high harmonic generation in an argon-filled pulsed valve, a 11 mm finite gas cell, and a semi-infinite gas cell. Under optimal pressure conditions, we have shown that the harmonic efficiency in finite and semi-infinite gas cells is, respectively, 50 and 100 times that which is produced in pulsed valve. The strongest harmonic emission was obtained with the semi-infinite gas cell, which had an estimated conversion efficiency of $\approx 10^{-4}$. We show that the spectral distributions in both the gas jet and the cells are different due to the role of phase matching and absorption. Our results reaffirm that large conversion efficiencies cannot be achieved by simply using higher atomic densities and longer medium lengths, because, while the efficiency depends quadratically on these two parameters, it also depends on the negative exponential of their product. As a result, absorption of harmonics starts to play a critical role along with phase matching. Further enhancements in HHG efficiency depend on absorption management. By far the most promising technique to efficiently produce high harmonics employs successive sources to modulate the atomic number densities along the interaction length in order to achieve quasiphase matching while simultaneously minimizing absorption [32]. This and similar density modulation techniques might enable one to increase the harmonic flux and thereby realize experiments in xuv spectroscopy and attosecond domains.
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The Cooper minimum (CM) has been studied using high harmonic generation solely in atoms. Here, we present detailed experimental and theoretical studies on the CM in molecules probed by high harmonic generation using a range of near-infrared light pulses from \( \lambda = 1.3 \) to 1.8 \( \mu \)m. We demonstrate the CM to occur in \( \text{CS}_2 \) and \( \text{CCl}_4 \) at \( \sim 42 \) and \( \sim 40 \) eV, respectively, by comparing the high harmonic spectra with the known partial photoionization cross sections of different molecular orbitals, confirmed by theoretical calculations of harmonic spectra. We use CM to probe electron localization in Cl-containing molecules \( (\text{CCl}_4, \text{CH}_2\text{Cl}_2, \text{and trans-C}_2\text{H}_2\text{Cl}_2) \) and show that the position of the minimum is influenced by the molecular environment.
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The electronic structure of atoms and molecules is mainly studied using photoelectron spectroscopy. Photoionization cross sections (PICS) and angular distribution parameters, determined as a function of photon energy, enable us to probe the nature of atomic and molecular orbitals. In atoms, if an orbital has a radial node, the dipole matrix element describing the transition from initial ground state to final continuum state can change sign as a function of photon energy. The PICS undergoes a Cooper minimum (CM) at the photon energy coinciding with the sign change [1]. An analogous effect was also observed in the photoionization of molecules containing atoms that are known to exhibit a CM [2].

High harmonic generation (HHG), in which an electron removed by the incident laser field gains energy from the field and recombines with the parent ion emitting high-energy photons [3], can also be used to probe the structure and dynamics of the recombining system that is encoded in the emitted harmonic spectrum. HHG is a new spectroscopic probe with the potential for angstrom spatial and attosecond temporal resolution, set by the shortest de Broglie wavelength of the recolliding electron and by the subcycle recollision dynamics, respectively. It has been used to image molecular orbitals [4], electronic wave packets [5], and nuclear dynamics [6] in simple aligned molecules as well as to probe collective multielectron dynamics [7] in atoms.

The recombination matrix element in the HHG process is, in essence, the inverse of photoionization, and the CM results in an amplitude modulation of the harmonic spectrum that is independent of both laser wavelength and intensity. To date, high harmonic spectroscopy has only been used to study CMs associated with the electronic structure of noble gases such as Ar [8,9] and Kr [7]. Several recent experimental and numerical studies [10–12] have focused on the origin of a shift in the position of the CM between photoionization and HHG emission. Whereas high harmonic spectroscopy has been successful in probing atomic and some simple molecular systems, extending this tool to polyatomic molecules has been difficult due to the complex nature of molecular orbitals and multielectron dynamics, thus restricting its viability as a general spectroscopic tool. Since multicenter [13] and multiorbital interferences [14] can also modulate the harmonic spectrum along with the CM, disentangling these effects is challenging in molecules.

In this Letter, we show that HHG in randomly oriented molecules containing S and Cl atoms exhibits a CM. We present the first observation of a CM in the harmonic spectrum of \( \text{CS}_2 \) and show that it agrees very well with experimental PICS. Theoretical calculations of PICS and harmonic spectra in \( \text{CS}_2 \) confirm our results. To understand how the atomic nature of a particular molecular orbital influences the photoionization dynamics, we generated high harmonics in \( \text{CCl}_4, \text{CH}_2\text{Cl}_2, \text{and trans-C}_2\text{H}_2\text{Cl}_2 \). In these molecules, the CM was monitored over a range of wavelengths and intensities that allowed its identification.

High harmonics were produced in a finite gas cell of length 10 mm with 0.6 mm apertures. A 30 cm achromatic lens was used to focus 1.3–1.8 \( \mu \)m near-infrared (NIR) light pulses into the gas cell through a 2 mm thick calcium fluoride window. An optical parametric amplifier pumped by a Ti:sapphire regenerative amplifier (3.5 mJ, 40 fs, 100 Hz, 0.8 \( \mu \)m) produced 80 fs NIR pulses whose energies varied from 0.9 mJ at 1.8 \( \mu \)m to 1.3 mJ at 1.3 \( \mu \)m. The harmonics were dispersed by a flat-field concave grating at grazing incidence onto a microchannel plate detector coupled to a phosphor screen and then imaged by a charge-coupled device camera. The spectrometer was calibrated by measuring the transmitted spectrum after an
aluminum filter. Intensity calibration of the laser beam was achieved by monitoring the cutoff harmonics from HHG in Ar and validated by measuring its saturation intensity using a fast ionization gauge. The position of the laser focus in the gas cell was adjusted such that the highest yield of cutoff harmonics was produced, thereby favoring short trajectories. The vapor pressures of all liquids at room temperature were high enough for them to be introduced into the gas cell without need for a carrier gas. Each liquid underwent a freeze and thaw cycle to minimize contamination in the gas cell.

Since most molecules have ionization potentials (IP) in the range of 9–11 eV, longer wavelengths (\(\lambda = 1.3–1.8 \mu m\)) (a) ensure adiabatic ionization, (b) extend the cutoff harmonics to beyond 50 eV which is needed to capture signatures of molecular and multielectron dynamics [15], and (c) favor phase matching at higher gas pressures, thereby partially offsetting the wavelength scaling of high harmonic signal [16].

Though CM is an atomic phenomenon, it persists in molecules containing atoms whose orbitals exhibit a radial node. We present experimental and theoretical studies on the CM in CS\(_2\) (IP = 10.07 eV) and CCl\(_4\) (IP = 11.47 eV) using high harmonic spectroscopy and extend it to other Cl-containing complex molecules. The top panels of Fig. 1 show experimental high harmonic spectra of CS\(_2\) [Fig. 1(a)] and CCl\(_4\) [Fig. 1(b)] obtained with 1.8 \(\mu m\) light at an intensity of \(\sim 9 \times 10^{13}\ W/cm^2\). For comparison, we also show the published PICS for lone-pair orbitals of CS\(_2\) (2\(\pi_r\)) [17] and CCl\(_4\) (2\(\tau_i\)) [2] obtained by angle-resolved photoelectron spectroscopy. Since lone-pair orbitals can be associated with a particular nucleus or atom, the observed minimum in the experimental PICS of these orbitals is analogous to photoionization of the 3\(p\) orbital of S and Cl atoms, which are known to exhibit CM at \(\sim 42\) [18] and \(\sim 43.5\ eV\) [19], respectively.

The observed local minimum in the harmonic spectrum of CS\(_2\) at \(\sim 42\ eV\) [Fig. 1(a)] coincides well with the minimum in the PICS. The relative harmonic amplitudes are in good agreement with the known PICS in the energy range of \(\sim 30–60\ eV\). They differ at high energies due to a sudden drop in the harmonic signal in the cutoff region and at low energies due to poor phase matching as well as reabsorption of generated harmonics, which is typical for a gas cell. Similarly, the 2\(\tau_i\) orbital of CCl\(_4\) also displays a minimum near \(\sim 43\ eV\) [2], which is in fairly good agreement with the harmonic spectrum where the minimum is at \(\sim 40\ eV\) [Fig. 1(b)].

The bottom panels of Fig. 1 show theoretical PICS as well as calculated high harmonic spectra for both CS\(_2\) [Fig. 1(c)] and CCl\(_4\) [Fig. 1(d)] obtained using 1.8 \(\mu m\) light at an intensity of \(\sim 6 \times 10^{13}\ W/cm^2\). Calculations for cross sections were obtained using EPOLYSCAT [20,21]. Theoretical high harmonic spectra for these molecules were obtained within a single-molecule response approximation using the quantitative rescattering (QRS) theory [22] with the transition dipole calculated from EPOLYSCAT and the ionization rate calculated within the strong-field approximation.

Local minima appear in both calculated PICS and high harmonic spectra for both molecules. In CS\(_2\), this minimum appears at \(\sim 49\ eV\), which is 7 eV higher than the observed position of the minimum from experiment. The discrepancy in the position of the minimum in the high harmonic spectra can be attributed to the differences between the theoretical and experimental PICS. To avoid confusion, we note that these PICS are averaged over the isotropic molecular distribution, whereas according to the QRS, the complex valued transition dipole for a fixed-in-space molecule is used for HHG simulation. The angular averaging is carried out coherently after the induced dipole is obtained. Therefore, the position of the CM in angular-averaged PICS and that of the corresponding high harmonic spectrum could be somewhat different. In this respect, it should be of great interest to measure the CM position in HHG spectra with aligned molecules. In CCl\(_4\), the minimum in both experimental and calculated harmonic spectra appears at \(\sim 40\ eV\). However, the minimum in theoretical PICS is shifted to higher photon energy (\(\sim 48\ eV\)) compared to that of experiments. Despite these differences, the calculations confirm the existence of a CM in molecules and fairly reproduce the relative shape of the harmonic spectra. We expect that macroscopic propagation and ground state depletion reduce the theoretical harmonic yield near the cutoff, thus bringing it to a better agreement with experiment.

FIG. 1 (color online). Top (bottom) panels are experimental (theoretical) HHG spectra using \(\lambda = 1.8\ \mu m\) wavelength light with intensity \(\sim 9 \times 10^{13}\ W/cm^2\) (\(\sim 6 \times 10^{13}\ W/cm^2\)) along with experimental and theoretical (open symbols) partial PICS for (a) CS\(_2\) and (b) CCl\(_4\). Only the envelopes are shown in theoretical HHG spectra.
The degree of atomic character in molecular orbitals influences the position of the CM, which can vary for either (a) different orbitals of a given molecule or (b) different molecular environments. Thus, the CM can be used to probe the atomic nature of molecular orbitals. To enable this, it is imperative to clearly identify the position of the CM in high harmonic spectra. However, recent studies have shown that even in simple systems such as in Ar discrepancies in the position of CM exist between different measurements and between theory and experiment.

HHG experiments carried out at 0.8, 1.2, and 2 μm have determined the CM in Ar to lie between 50 and 54 eV [8,11,12] whereas single photon measurements [23] and theoretical calculations [24] of PICS indicate the CM to occur at ~48 eV. According to the QRS theory, the CM in HHG is directly related to the CM in the differential PICS, which is slightly shifted with respect to the CM at 48 eV in the total (integrated) PICS. Moreover, the position of the CM in the HHG spectrum is influenced by the shape of the returning electron wave packet, which depends on the laser parameters and phase matching conditions. Indeed, the CM was shown to critically depend on phase matching conditions [10,12]. To understand this better, we extend the study of the CM in Ar by using a range of NIR driving wavelengths and intensities to generate high harmonics.

Figure 2 shows the measured position of the minimum in Ar using λ = 1.3–1.8 μm light as a function of intensity. The position of the minimum was extracted from each harmonic spectrum after smoothing. The use of long wavelengths reduces measurement uncertainty in determining the position of amplitude modulations since the harmonic comb spacing reduces with increasing wavelength. The error bar associated with each data point is equivalent to the energy of one harmonic order on either side of the minimum. Since phase matching was shown to be critical [10], we studied the position of the minimum for each wavelength at different pressures in the gas cell.

Our measurements show the position of the CM to be 50.1 ± 0.7 eV, independent of intensity, wavelength, and pressure in the gas cell (see Fig. 2). We observe a slight downshift of the minimum (49.4 eV) at lower intensities. This could be because at low intensities, the cutoff moves closer to the CM, thus influencing its position. This value for the position of the CM is in good agreement with theoretical simulations based on the QRS theory at the single-atom level [22] and with the inclusion of macroscopic propagation [11], where a single active-electron model potential suggested by Muller [25] was used. Calculation of the recombination transition dipole using field-free continuum wave functions within the same model potential approach also predicts the CM to occur near 51 eV [8,12,22].

We now return to the discussion on CM in molecules. The position of the CM might differ for different orbitals of a given molecule. In fact, calculations of PICS for the 2π and 5σ bands in HCl [26] indicate a variation of the CM position by a few eV. However, this would be difficult to study using high harmonic spectroscopy due to the lack of selectivity of a specific orbital. Here, we study the case where the CM can be affected by the molecular environment and therefore can vary for different molecules even when their molecular orbitals originate from the same atomic subshell (for example, the 3σ orbital of Cl).

Figure 3(a) shows the harmonic spectra of three Cl-containing molecules using λ = 1.8 μm light with intensity ~9 × 10^13 W/cm^2. Each harmonic spectrum exhibits a deep local minimum at 40.4 ± 0.5 eV (CCl4, IP = 11.47 eV), 42.1 ± 0.4 eV (CH2Cl2, IP = 11.32 eV), and 43.2 ± 0.4 eV (trans-C2H2Cl2, IP = 9.64 eV). The dashed line indicates the noted shift of the minimum between different molecules. We performed a systematic study to accurately determine the position of the minimum and whether it is influenced by the experimental conditions. Figures 3(b)–3(d) show the intensity dependence of the minimum in all molecules for different wavelengths whereas Fig. 3(e) shows the pressure dependence using λ = 1.8 μm light for CCl4 and CH2Cl2. The dotted lines indicate the average value of the position of the minimum for each molecule. The positions of the minima and the error bars were derived in the same fashion as that for Fig. 2.

The positions of the amplitude minima in the harmonic spectra for all three molecules are independent of laser intensity and gas pressure, which suggests that they arise due to CM. This interpretation is also confirmed from the theoretical calculations. Minima arising through dynamical interference from multiorbital contributions to ionization [14] depend strongly on the laser parameters (intensity and wavelength) and can therefore be excluded. In addition, any minima arising from structural interference due to multicenter recombination [13,27,28] in unaligned molecules are expected to be very weak. A local minimum is
reported to be present in PICS measurements for at least one orbital in CH₂Cl₂, but the position has not been published [29]. To our knowledge, PICS for CH₂Cl₂ is the known to exhibit a minimum in their PICS known as a partial CM [29].

FIG. 3 (color online). (a) Harmonic spectra generated in CCl₄, CH₂Cl₂, and trans-C₂H₂Cl₂ using λ = 1.8 μm and intensity ~9 × 10¹³ W/cm². The dashed line emphasizes the shift of the minimum between different molecules. (b)–(d) Position of minimum in harmonic spectra as a function of intensity for (b) CCl₄ and (c) CH₂Cl₂ with P = 10 Torr and λ = 1.3 μm (filled squares), 1.5 μm (filled circles), 1.8 μm (filled triangles) as well as (d) trans-C₂H₂Cl₂ where λ = 1.8 μm and P = 10 Torr (filled triangles), 3 Torr (hollow triangles). (e) Position of minimum as a function of pressure for CCl₄ (left hand side filled triangles) and CH₂Cl₂ (right hand side filled triangles) using λ = 1.8 μm light with intensity ~9 × 10¹³ W/cm².

The variation of CM in the three molecules is then a measure of the extent to which molecular orbitals retain part of their atomic character. To quantify the degree to which the 3p subshell of Cl exerts its influence on the molecular orbitals, we compare Mulliken atomic populations on Cl for each molecule. We performed ab initio calculations of the molecular orbitals at Hartree-Fock level using GAMESS [30]. In Fig. 4(a), we show the binding energies as well as the Mulliken atomic populations on Cl for all low-lying molecular orbitals of the three molecules in addition to the 3p subshell of Cl. All molecular orbitals within the 11–14 eV range have lone-pair character and, consequently, have high Mulliken atomic populations on Cl. However, the highest occupied molecular orbital (HOMO) of trans-C₂H₂Cl₂ has bonding character from the C-Cl bond with some contribution from the 3p orbital of Cl [31]. Such bonding orbitals are also known to exhibit a minimum in their PICS known as a partial CM (for example, the 6a₁ band in CCl₄ [2]).

The Mulliken atomic populations on Cl are 1.0, 0.9 [32], and 0.4 for the HOMOs of CCl₄, CH₂Cl₂, and trans-C₂H₂Cl₂, respectively. Thus, the influence of the 3p subshell of Cl is more significant in CCl₄ and less so in trans-C₂H₂Cl₂. This is apparent from the molecular orbitals shown in Fig. 4(b) and consistent with results from photoelectron spectroscopy where the visibility of the CM, represented by the depth in the angular distribution parameter, decreased as Cl atoms were replaced by H atoms in CCl₄ [29].

In conclusion, we demonstrate for the first time evidence of a CM in high harmonic spectra of unaligned polyatomic molecules. Experimentally, we show that CM can be a sensitive probe of the atomic nature of the molecular orbital since it is independent of laser parameters. From a theoretical point of view, CM can be used to test the validity of new tools that are being developed so that they can be extended to even complex molecules. The agreement between the experimental and theoretical HHG spectra suggests that in aligned molecules it is
possible to extract shapes of PICS for the HOMOs of molecules over a ~30–60 eV range using high harmonic spectroscopy, similar to the atomic case [7,9]. However, phase matching and dynamical interference from multi-orbital contributions to HHG would restrict extraction of cross sections over a large photon energy spectrum.
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We report detailed measurements of high-order harmonic generation in chloromethane molecules (C(1)Cl, CHCl(3), and CH(2)Cl(2)) to show that fingerprints of symmetry and electronic structure can be decoded from high-order harmonic generation even in complex randomly oriented molecules. In our measurements, orbital symmetries of these molecules are manifested as both extended harmonic cutoffs and a local minimum in the ellipticity dependence of the cut-off harmonics, suggesting the occurrence of quantum interferences during ionization. The harmonic spectra exhibit distinct interference minima at ~42 and ~60 eV. We attribute the former to the Cooper minimum in the photoionization cross section and the latter to intramolecular interference during the recombinant process.
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High-order harmonic generation (HHG) is a key process in attosecond science. Originally, the focus has been on HHG in atoms as it allows production of attosecond light pulses [1]. However, HHG in molecules is fast becoming a topic of interest in strong-field physics. The amplitude and phase of the high-order harmonics generated in a molecule can be used as a sensitive tool to probe electronic structure [2] and nuclear dynamics [3] with Ångström spatial and attosecond temporal precision.

Three distinct steps are involved in the HHG process [4], each of which imprint their signatures on the harmonic spectrum. In the first step, an electron wave packet is launched from the highest occupied molecular orbital (HOMO) into the continuum by tunneling, thereby transferring orbital information. In the second step, the electron wave packet propagates in the continuum and returns to the molecular ion, accumulating a quantum mechanical phase proportional to the excursion time. If the electron wave packet originates from multiple orbitals, the phase difference between multiple quantum paths leads to interferences that modulate the harmonic spectrum and phase [5,6]. In the third step, the electron wave packet recombines with the parent ion, emitting a high-energy photon. The recombination process, described by the dipole matrix element between the continuum state of the returning electron and the bound state of the recombined electron, can lead to modulation of amplitude and phase due to interference between the dipole amplitudes from the multielectronic centers in the molecule when they are separated by half a de Broglie wavelength [7].

To date, deciphering electronic and molecular structure information from HHG, both experimentally and theoretically, has been possible only in simple molecules like O(2), N(2), and CO(2) that are aligned in the laser field [8,9]. Very little is known about polyatomic molecules in which the orbital symmetries can be complex with multiple nodal planes, and multielectron dynamics can become significant with several orbitals close to the HOMO. The latter was found to play a major role, even in a relatively simple molecule like CO(2) [9].

In this Rapid Communication, we show that signatures of orbital symmetry and electronic structure can still be observed in the high-order harmonic spectra of randomly oriented polyatomic molecules. We demonstrate extended high-order harmonic generation in chloromethane molecules (CH(2)Cl(2), CHCl(3), and CCl(4)) and a local minimum in the ellipticity dependence of cut-off harmonics in CCl(4). We attribute this to quantum interference effects during the ionization process. We retrieve information on electronic structure from modulations in the harmonic spectra and demonstrate signatures of three-center interference during the recombinant process.

Since strong field effects are greatly influenced by the ionization potential (IP), we choose CH(2)Cl(2), CHCl(3), and CCl(4) because they have similar IPs but increasingly complex HOMO symmetries. In addition, they are highly polarizable molecules (α = ~7–10 Å(3)), so multi-electron dynamics can become significant. The harmonic spectra are measured at 1300 and 1500 nm. At longer wavelengths, (a) ionization of polyatomic molecules is adiabatic [10], (b) higher-order harmonics can be easily produced as the ponderomotive energy of the electron scales as wavelength squared, (c) ellipticity dependence is stronger [11], and (d) the electron wave packet can be more accurately represented by a plane wave.

High-order harmonics are produced either in a 50-cm-long semi-infinite gas cell (SIGC) with a 150-μm pinhole or a 10-mm-long finite gas cell (FGC) with 600-μm apertures. A 75-cm (30-cm) achromatic lens is used to focus 1300-nm and 1500-nm light into the SIGC (FGC) through a 2-mm-thick calcium fluoride window. An optical parametric amplifier pumped by a Ti:sapphire regenerative amplifier (~3.5 mJ, 40 fs, 100 Hz, 800 nm) produced (1.2 mJ, 80 fs) 1300-nm and 1500-nm light. The intensity of the laser beam is altered by a combination of a half-wave plate and a thin-film polarizer. A quarter-wave plate is used to change the polarization of the driving pulse from linear to elliptical. The harmonics are dispersed by a flat field concave grating at grazing incidence onto a microchannel plate detector coupled to a phosphor screen and imaged by a CCD camera. The harmonic spectra are obtained under optimal phase-matching conditions by adjusting both the laser focus with respect to the pinhole and the pressure in the gas cell. Vapor pressure of chloromethanes at room temperature is used to introduce them into the gas.
cell without any carrier gas. A fast ionization gauge is used to calibrate the incident intensity; the methodology is described elsewhere [12].

Figure 1 compares the harmonic spectra of \( \text{CH}_2\text{Cl}_2 \) (IP 11.33 eV), \( \text{CHCl}_3 \) (11.37 eV), and \( \text{CCl}_4 \) (11.47 eV) with \( \text{Xe} \) (12.13 eV) at a laser intensity of \( \sim 1.5 \times 10^{14} \text{ W cm}^{-2} \) (1300 nm), close to the saturation intensity for both the molecules and the atom. First, the HHG cutoff in all three chloromethane molecules is extended well beyond that of Xe despite their lower IPs. Second, the harmonic cutoff in \( \text{CCl}_4 \) is extended by about 3 eV in comparison to the other molecules. Also, the efficiency of cut-off harmonics increases from \( \text{CH}_2\text{Cl}_2 \) to \( \text{CCl}_4 \). Third, the harmonic amplitudes exhibit modulations. In the absence of any interference effects, as is the case with atoms, the shape of the harmonic spectra is primarily determined by both the phase-matching conditions and absorption in the gas cell. The observed modulations are independent of laser intensity.

Extension of cut-off harmonics in molecules, compared to an atom of similar IP, is a manifestation of suppressed ionization [13]. In molecules whose HOMO exhibits nodal planes, suppression of ionization occurs due to quantum interferences when electron wave packets emitted from either side of a nodal plane destructively interfere due to their opposite phases. The HOMOs, calculated using GAMESS [14,15], of all three molecules are shown as insets in Figs. 1(b)–1(d). In \( \text{CH}_2\text{Cl}_2 \), the \( \sigma \) plane containing Cl-C-Cl is a nodal plane.

\[ \sigma \] planes containing Cl-C-H are also nodal planes. In \( \text{CCl}_4 \), a \( \pi \)-type orbital is located on each chlorine atom. Of the six \( \sigma \) planes containing Cl-C-Cl, two of them form perfect nodal planes.

Another manifestation of suppressed ionization due to quantum interferences is the ellipticity dependence of the HHG process. Fingerprints of molecular orbitals are preserved during the propagation of the electron wave packet in the laser field and should therefore be reflected in the HHG process. Figure 2(a) shows the ellipticity variation of the laser polarization for the 21st harmonic in \( \text{CCl}_4 \) and \( \text{CH}_2\text{Cl}_2 \) at an intensity of \( \sim 3 \times 10^{13} \text{ W cm}^{-2} \), below the saturation intensity. We observe a local minimum for linear polarization in \( \text{CCl}_4 \) but not in the other two chloromethanes. The local minimum is a consequence of quantum interference during ionization. In \( \text{CCl}_4 \), an electron wave packet cannot be launched if the laser polarization lies in the two nodal planes. Also, there exist certain directions in the four non-nodal \( \sigma \) planes where ionization is minimal. The high-order symmetry of the molecular orbital, though randomly oriented, leads to low ionization probability for linear polarization. As the ellipticity increases, the destructive interference is offset by the transverse field component that compensates for initial electron momentum, forcing some of the electrons to recombine with the ionic core. However, at larger ellipticities, the recombination probability decreases, drastically reducing the HHG signal. In contrast, \( \text{CH}_2\text{Cl}_2 \) has only one nodal plane. So in an ensemble of randomly oriented molecules, the interference effect is diminished.

In Fig. 2(b), the ellipticity dependence of the 29th and 39th harmonics of \( \text{CCl}_4 \) is compared with the 29th harmonic of \( \text{Xe} \) at an intensity of \( \sim 5 \times 10^{13} \text{ W cm}^{-2} \). The dip in harmonic signal at linear polarization is more prominent only for cut-off harmonics and decreases progressively for plateau harmonics. This is the first observation of a local minimum in the ellipticity dependence of high-order harmonics in complex molecules and is similar to that observed in the recollision signal of \( \text{C}_6\text{H}_6 \) [10].
We now return to the amplitude modulations in the harmonic spectra in Fig. 1. There are amplitude minima at \( \sim 42 \) and \( \sim 60 \) eV in all three molecules. Their location is independent of laser intensity. The minimum at \( \sim 42 \) eV is also independent of laser wavelength, as shown in Fig. 3. The origin of the amplitude modulation in the harmonic spectra can be due to (a) the electronic structure of the molecule (its contribution is independent of the laser source), (b) intramolecular interference during recombination (depends only on the molecular structure and varies with orientation angle between the incident field and the molecular axis), and (c) interference arising from multiorbital contribution to the electron dynamics in the continuum (dependent on the laser source and the molecular species).

The amplitude minima cannot be associated with multiorbital interferences as their positions are the same for all molecules. The relative phase acquired by the electron wave packet originating from multiple orbitals depends on the product of electron excursion time (which varies with laser intensity and wavelength) and the energy difference between the orbitals (varies with molecules). For instance, in CCl\(_4\), the first four nondegenerate molecular orbitals below the HOMO have energy differences of 0.884, 1.50, 4.95, and 8.53 eV with respect to the HOMO. In CHCl\(_3\), the energy levels are more closely spaced than in CCl\(_4\); the first four nondegenerate molecular orbitals have energy differences of 0.41, 0.48, 1.18, and 4.50 eV. The energy levels of CH\(_2\)Cl\(_2\) are roughly similar to CHCl\(_3\). The phase calculations, similar to those carried out for He and Ne [5], indicate that the first three orbitals in CH\(_2\)Cl\(_2\) and CHCl\(_3\) do not give rise to destructive interference below 80 eV. Contribution from the HOMO-4 gives rise to destructive interference within the energy range of interest but occurs at different energies in the HHG spectra in both molecules and is distinctly different from the HOMO-3 contribution from CCl\(_4\). We could not study the wavelength dependence of the minima at \( \sim 60 \) eV, as the intensity was not sufficient to produce high-energy harmonics at 1500 nm.

The intensity and wavelength independence of the harmonic amplitude minimum at \( \sim 42 \) eV is close to the Cooper minimum in the photoionization cross sections of the chloromethane molecules [16,17]. Since the recombination process is the inverse of photoionization, we identify the amplitude minimum with electronic structure of the molecule. Similar observations have recently been made in Ar [18]. All lone pair orbitals of chloromethane molecules (first three orbitals of CCl\(_4\) and CHCl\(_3\), two orbitals of CH\(_2\)Cl\(_2\)) exhibit a minimum at \( \sim 43 \) eV and can be approximately visualized as arising from ionization of the constituent Cl atom. In the atomic case, a change in sign in the dipole amplitude matrix elements between the initial \( 3p \) orbital of Cl and the \( d \) continuum channel produces a minimum in the cross section. Therefore, to some extent, the minimum is the same for all three molecules. Beyond 43 eV, the photoionization cross section initially increases and then decreases monotonically with no further minimum [19]. Therefore, the second minimum at \( \sim 60 \) eV cannot be associated with the Cooper minimum.

The fixed position of the second minimum at 60 eV suggests the role of molecular structure. In simple aligned molecules, molecular structure has been shown to cause interferences in the HHG spectra during the recombination process [7]. This occurs for a specific orientation angle. We propose a similar model to describe the second amplitude minimum, which suggests that the combination of the symmetry of the molecular system and the asymmetry in the angle-dependent ionization process preferentially selects a specific orientation even in randomly oriented molecules.

We use CHCl\(_3\) to model the three-center interference. We ignore the H and C atoms, since most of the electron density distribution is centered on the Cl atoms. The three Cl atoms are assumed to form a triangle, as shown in Fig. 4(a), with each \( p \)-type orbital of Cl having a nodal plane along the imaginary C-Cl bond. The Cl-Cl bond length used is 2.92 Å. We define the orientation angle, \( \theta \), to be between the electron \( k \) vector...
and the center of the triangle. Due to the symmetry of the system (the point groups of CH2Cl2, CHCl3, and CCl4 are C2v, C3v, and Td respectively), we restrict the orientation angles so that 0° < θ < 60° degrees, rationalized by the fact that an electron wave packet cannot be launched along 0° or 60° due to suppression of ionization.

The three possible two-center interferences are labeled by the participating atoms. Similar to previous studies, destructive interference between two atomic centers involving anti-symmetric orbitals is considered for which the path length is an integral multiple of the electron’s de Broglie wavelength. The IP of the molecule is ignored in the de Broglie wavelength calculation. Figure 4(b) shows the photon energies at which destructive interference would occur for the three channels as a function of the ionization angle. The two channels intersect at an ionization angle of 30°. Based on the electron density distributions, this angle would also approximately correspond to maximum ionization probability which has been observed in other molecules [20].

The photon energy where the two interference channels overlap is ∼70 eV. The 10-eV difference between this simplistic model prediction and the experiment could be due to molecular vibrations. High-energy photons are produced at the peak of the laser pulse, so for the 70-fs-long pulse used in the experiment, it is possible for the atoms to move.

A 10-eV shift in the interference minimum corresponds to only a 10% increase in the bond lengths. Similar arguments can be made for the 60-eV interference minimum in CCl4. However, in CH2Cl2, the symmetry is broken, shifting the intersection of the two channels to higher energies (∼100 eV). However, faster motion of H atoms would downshift the intersection point. Quantum mechanical calculations that include the appropriate orbitals should shed more light on such interferences.

This is an experimental observation of three-center interference in HHG in a randomly oriented molecule; such interference was demonstrated theoretically in an aligned linear H3 molecule [21]. Multislit interferences were also shown to occur in a spherically symmetric C60 molecule [22]. The possibility of extracting electronic and molecular structure information from HHG in complex molecules would widen the prospects of using HHG as a sensitive tool to probe electron dynamics in larger molecules with high spatial and temporal precision.
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High-harmonic generation (HHG) is a key process in attosecond science. It permits generation of attosecond light pulses [1] and tomographic imaging of molecular orbitals and dynamics [2]. In atoms, the HHG process was well understood using a three-step model [3], where strong field ionization launches an electron wave packet into the continuum, which then propagates in the laser field and returns to the ionic core to undergo recombination and emit high-energy photons. The ionization step of the HHG process is often described by single-active-electron models that assume predominant contribution from only the highest occupied orbital [4]. However, in molecules, the symmetry of the highest occupied molecular orbital (HOMO) from which an electron is pushed into the continuum influences ionization and hence the HHG process. Moreover, the multielectron dynamics from multiple orbitals can play a dominant role in the HHG process [5,6]. While this feature allows a new way to selectively probe individual orbitals, it also introduces complexity in extracting orbital information in tomographic imaging.

Within this context, the study of HHG in H$_2$O molecules presented in this Letter will lay the foundation for future work that helps to understand the relative roles of different orbitals. We choose to study HHG in H$_2$O because of (1) its simple orbital symmetries. The HOMO and the next two underlying orbitals (HOMO-1 and HOMO-2) all have identical $p$-type orbitals with a single nodal plane. In contrast, even in a simple diatomic molecule like O$_2$, symmetries of different orbitals are dissimilar. (2) The HOMO, HOMO-1, and HOMO-2 are all well separated (>2 eV) [6], whereas in CO$_2$, for example, HOMO-1 and HOMO-2 differ in energies by only 0.5 eV. (3) The ionization potential of H$_2$O (12.6 eV) is comparable with that of Xe (12.13 eV), which permits better understanding of the HHG process. (4) It is a simple bent molecule that can be easily aligned by using the latest techniques to study the selective role of individual orbitals.

To date, HHG in H$_2$O has been observed only with 800 nm light from microdroplets [7] and with 3.6 μm light from liquid [8]. Both experiments sought to enhance the efficiency of the HHG process by exploiting the collective processes arising from high densities. In this Letter we present results on HHG experiments in gas-phase H$_2$O molecules by using 800 and 1300 nm light at intensities near and above saturation. We produce harmonics as high as the 39th at 800 nm and the 91st at 1300 nm. To the best of our knowledge, these are the highest photon energies observed in H$_2$O. We show extension of the HHG cutoff in H$_2$O well beyond that of Xe for both driving wavelengths, indicating suppression of ionization due to quantum interferences.

HHG with 800 nm (or 1300 nm) light was produced in a 50-cm-long semi-infinite gas cell (SIGC) having a 150 μm pinhole [or in a 10-mm-long finite gas cell (FGC) with 600 μm apertures]. 800 nm light pulses from a Ti:sapphire regenerative amplifier (∼3.5 mJ, 40 fs, 100 Hz) were focused by using a $f = 75$ cm achromatic lens through a 2-mm-thick uncoated fused silica window. 1300 nm light pulses, produced by an optical parametric amplifier (1.2 mJ, 80 fs), were focused with a $f = 30$ cm lens through a 2-mm-thick calcium fluoride window. Efficiency of harmonic generation in the FGC is ∼2 times lower than in the SIGC [9], but it allowed us to work at higher intensities with the longer-wavelength light using a shorter focal length lens. The intensity of the laser beam was altered by a combination of a half-wave plate and a thin-film polarizer. The harmonics were dispersed by a flat-field concave grating at grazing incidence onto a microchannel plate detector coupled to a phosphor screen and then imaged by a CCD camera. The harmonic spectra were obtained under optimal phase-matching conditions by adjusting the laser focus with respect to the pinhole, the pressure in the gas cell, and the laser chirp. H$_2$O was introduced into the gas cell without a carrier gas by heating a glass ampule with distilled water up to 50°C. This increased the partial vapor pressure of H$_2$O from 17.5 Torr at room temperature to 92.5 Torr. The optimum gas input pressure for which we saw the largest cutoff in both the molecule and the atom was 120 mTorr for Xe and 300 mTorr for H$_2$O. A fast ionization gauge was used to calibrate the incident intensity for both wavelengths of light by using the previously employed methodology [9].

Figure 1 shows the harmonic spectra of H$_2$O at different intensities and of Xe at an intensity of 1.5 × 10$^{14}$ W/cm$^2$ obtained by using 800 nm laser pulses. The intensities used are near and above the saturation intensity of H$_2$O. We observe extension of the H$_2$O cutoff beyond that of Xe at all intensities by several harmonic orders. The block arrows in the H$_2$O spectra indicate the observed cutoff harmonics in Xe at those intensities. The three-step HHG model [3] predicts the cutoff photon energy to be $I_p + 3.17U_p$, where $I_p$ is the ionization potential and $U_p$ is the quiver energy. Accordingly, the
cutoff photon energies for Xe ($I_p = 12.13$ eV) and H$_2$O ($I_p = 12.6$ eV) should be identical at the same intensity. We determine the experimental cutoff to be the highest visible harmonic above the noise level. For Xe it is the 23rd harmonic (three-step model predicts the 25th) at an intensity of $1.5 \times 10^{14}$ W/cm$^2$, close to the saturation intensity. At higher intensities beyond saturation, the position of cutoff harmonics in Xe does not scale with intensity and remains approximately the same because the valence electron is completely ionized. Previous studies on HHG in H$_2$O used dense nonlinear media such as microdroplets (800 nm) [7] and liquid (3.6 μm) [8]. In spite of the important role played by collective processes in enhancing the harmonic efficiency, the highest photon energy observed was $\sim 42$ eV. In contrast, we observed photon energies as high as $\sim 60$ eV. The efficiency of the HHG in H$_2$O using the SIGC is estimated to be $\sim 10^{-5}$, similar to that of Ar [9].

The extension of the HHG cutoff in H$_2$O is due to suppressed ionization in molecules whose orbital symmetry has a nodal plane. The HOMO and the next two underlying orbitals of H$_2$O all have $p$-orbital-like character with a single nodal plane. Electron wave packets originating from either side of the nodal plane with opposite phases undergo destructive interference while tunneling. The signature of this quantum interference can be observed as higher saturation intensities [10,11] and an extension of the cutoff harmonics [12]. To ensure that the extension of the cutoff is due to suppression of ionization and not to some physical mechanism during the subsequent steps of the HHG process, we measured the saturation intensities of Xe and H$_2$O. The measured saturation intensities are $\sim 10^{11}$ W/cm$^2$ for Xe, in agreement with the model based on ADK (Ammosov–Delone–Krainov) ionization rates [13], and $\sim 1.4 \times 10^{14}$ W/cm$^2$ for H$_2$O. In our experiments, no effort has been made to align the molecules or to selectively interact with a specific orbital.

Figure 2 shows the divergence of the harmonics produced by 800 nm light, under optimal phase-matching conditions, for both H$_2$O and Xe, as measured on the microchannel plates. The divergence is very low and decreases with increasing harmonic order, following an empirical relation between the diameter of the $q$th harmonic and the fundamental, $D$, given by $D/(q)^{3/2}$ (solid curve in the figure). The spatial profiles of the harmonics are smooth and nearly Gaussian in shape, as shown in the inset. However, beyond the saturation intensity, broadening and distortion of the spatial profile of the harmonics is observed, which could be due to plasma formation. A good spatial mode is crucial to extract the harmonic phase and amplitude from interferometric measurements. This information is important to understand the contribution of multiple orbitals to the HHG signal [5,6].

Harmonic generation in molecules is best investigated at longer wavelengths, since the ionization process is adiabatic and the quiver energy of the recolliding electron is high, leading to higher photon energies. At long wavelengths, a given harmonic can be generated at much lower intensity, thus reducing the ionization of the nonlinear medium. This increases the photon energy range over which good phase matching can be achieved [14]. Higher photon energies and better phase matching magnify the effect of suppressed ionization and leads to a significant extension of the cutoff harmonics. However, there is a trade-off in harmonic efficiency that scales approximately with laser wavelength as $\lambda^{-0.5}$ [15]. Figure 3 shows the comparison of the harmonic spectra for H$_2$O and Xe at an intensity of $\sim 1.5 \times 10^{14}$ W/cm$^2$ using 1300 nm driving pulses. At this wavelength, the extension of the cutoff region in H$_2$O is much more dramatic. The cutoff energies are $\sim 87$ eV for H$_2$O and $\sim 60$ eV for Xe. Extended
harmonic generation will allow the study of electronic and geometric structure of the molecule, as multiorbital and multicenter interferences appear at higher photon energies.

In conclusion, we have efficiently generated high harmonics in H$_2$O with photon energies up to $\sim 60$ and $\sim 87$ eV by using 800 and 1300 nm light. We observed signatures of suppressed ionization due to orbital symmetry by comparing cutoff harmonics in H$_2$O with Xe. Since H$_2$O molecules can be easily aligned, one should be able to selectively study the contribution of different orbitals to ionization and hence harmonic generation. In H$_2$O, the HOMO and HOMO-1 are separated in energy by 2.2 eV, whereas HOMO-1 and HOMO-2 differ by 3.7 eV, making H$_2$O an ideal candidate for such studies.

The authors gratefully acknowledge support from the Natural Science and Engineering Research Council of Canada and technical assistance from François Poitras and Antoine Laramée at Advanced Laser Light Source.
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A small erratum was issued in 2012 which corrected the half-cycle ionization yields for cis-C₂H₂Cl₂.
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We demonstrate that high-order-harmonic generation (HHG) spectroscopy can be used to probe stereoisomers of randomly oriented 1,2-dichloroethylene (C₂H₂Cl₂) and 2-butene (C₄H₈). The high-harmonic spectra of these isomers are distinguishable over a range of laser intensities and wavelengths. Time-dependent numerical calculations of angle-dependent ionization yields for 1,2-dichloroethylene suggest that the harmonic spectra of molecular isomers reflect differences in their strong-field ionization. The subcycle ionization yields for the cis isomer are an order of magnitude higher than those for the trans isomer. The sensitivity in discrimination of the harmonic spectra of cis- and trans-isomers is greater than 8 and 5 for 1,2-dichloroethylene and 2-butene, respectively. We show that HHG spectroscopy cannot differentiate the harmonic spectra of the two enantiomers of the chiral molecule propylene oxide (C₃H₆O).
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The arrangement of atoms in a molecule can influence ion energetics, reaction rates, chemical reactions, and light-matter interactions. Molecular isomers are often identified by their rovibrational absorption fingerprint using infrared, Raman, and microwave spectroscopic techniques [1]. Electronic absorption has also been exploited using wavelength-selective ultraviolet multiphoton ionization [2]. However, collisional techniques based on electron and ion impact had varying degrees of success in linking changes in molecular geometry to dynamical processes. In most cases, the isomers produced similar mass spectra [3–6]. Electron scattering from isomers has only recently demonstrated convincing differences in the absolute total cross sections in the low-energy region [7].

High-harmonic generation (HHG) spectroscopy of simple molecular systems has recently evolved as a new tool to probe electron density in the neutral [8,9] and hole dynamics [10] of an ion via harmonic amplitude, phase, and frequency measurements with angstrom spatial [11] and attosecond temporal resolution. In HHG spectroscopy, strong-field ionization launches an electron wave packet adiabatically into the continuum by tunneling. The wave packet is subsequently driven by the oscillating electric field and recombines with the parent ion, thus emitting high-energy radiation [12]. The ionization step transfers the orbital information onto the harmonic spectra and by treating the recolliding electron as a plane wave, the molecular orbital can be reconstructed [8]. However, extending this technique to complex molecular systems can be difficult due to participation of multiple continua and breakdown of the adiabatic and plane-wave approximations [10,13]. It is therefore unknown whether HHG spectroscopy, with its high spatial and temporal precision, can be used as a sensitive tool to probe complex molecular structure and dynamics.

In this Rapid Communication, we demonstrate that HHG spectroscopy can be used to probe stereoisomers of randomly oriented 1,2-dichloroethylene (1,2-DCE, C₃H₆Cl₂) and 2-butene (C₄H₈). We show that differences in strong-field ionization of isomers cause the harmonic spectra to be distinguishable. Theoretically, we find the ionization yields of cis-DCE to be ~8 times higher than that of trans-DCE for different wavelengths. Experimentally, the relative ionization probability between the two isomers is reflected in the ratio of their harmonic spectra. Finally, we show that HHG spectroscopy is insensitive to the chirality of an unaligned molecule.

The molecules that we investigated have low ionization potentials (9.62 and 9.58 eV for cis- and trans-DCE; 9.11 and 9.12 eV for cis- and trans-2-butene). Therefore, high-harmonic spectra are obtained using long-wavelength light in the range of 1300 to 1800 nm. At long wavelengths the following effects occur: (a) The energy of the recolliding electron scales quadratically with wavelength so the harmonic cutoff can be extended to high photon energies while the laser intensity is kept below or close to the saturation intensity of the molecule as compared to the use of 800 nm light [14]. Harmonics with photon energies greater than 40 to 50 eV are needed to capture molecular and multielectron dynamics [15,16]. (b) Ionization of polyatomic molecules is adiabatic with less fragmentation [17]. (c) High spatial resolution of the HHG spectroscopic method can be achieved, set by the de Broglie wavelength of the recolliding electron. (d) Phase matching for higher-order harmonics is extended and can be achieved at higher pressures since use of lower laser intensities offsets the detrimental effects of the ionized medium [18,19]. (e) The electron spends more time in the continuum, resulting in large transverse spreading of the recolliding electron wave packet. This reduces the recollision probability and, as a consequence, the harmonic signal scales with wavelength as λ⁻⁵.⁵ [20,21]. To an extent, this limitation is overcome by use of higher pressures.

Wavelength-tunable infrared light pulses of 80 fs were generated at a repetition rate of 100 Hz with a superfluorescence-seeded optical parametric amplifier pumped by 3.5 mJ, 45 fs, 800 nm pulses. The light pulses, whose energies varied from 900 μJ at 1800 nm to 1.3 mJ at 1300 nm, were focused into a differentially pumped gas cell through a 2-mm-thick CaF₂ window by an achromatic lens of focal length 400 mm. The gas cell is 10 mm long with 600 μm apertures. The harmonics, produced in an ensemble of randomly oriented...
molecules, were dispersed by a flat-field concave grating at grazing incidence onto a microchannel plate detector coupled to a phosphor screen and then imaged by a charge-coupled device camera. The harmonic spectra are obtained under optimal phase-matching conditions by adjusting the position of the laser focus with respect to the pinholes and the absolute pressure inside the gas cell. Typical densities used in the experiments were \((1-3) \times 10^{17} \text{ cm}^{-3}\). The vapor pressures of 1,2-DCE and propylene oxide at room temperature were high enough for them to be introduced into the cell without the use of any carrier gas. The chemicals, acquired from Sigma-Aldrich, have purities of 97% for 1,2-DCE, and 99% for 2-butene and propylene oxide. The intensity of the laser beam was altered between \(5 \times 10^{13}\) and \(2 \times 10^{14} \text{ W/cm}^2\) using neutral density filters. Intensity calibration was achieved by monitoring the cutoff harmonics from argon and validated by measuring its saturation intensity using a fast ionization gauge [22,23].

Figure 1(a) shows the harmonic spectra for cis- and trans-1,2-DCE obtained with 1800 nm driving laser pulses at an intensity of \(1 \times 10^{14} \text{ W/cm}^2\). Although the harmonic spectra of the two isomers are distinctly different, both exhibit an amplitude modulation around 40 eV. cis-DCE produces significantly more photons in the plateau region while trans-DCE produces more photons in the cutoff region. Figure 1(b) shows the ratio of the harmonic spectra for the two isomers. A value of unity corresponds to the harmonic signals being equal. Since the ionization potentials of the two isomers are nearly identical, similar spectra are expected from the semiclassical model of HHG extended to molecules. The harmonic spectra of the isomers are distinct even when different pressures are used, resulting in similar-looking ratios to those in Fig. 1(b) but with different magnitudes. The differences in harmonic spectra between the two isomers persist for several wavelengths and over a range of laser intensities.

Figure 2(a) shows the wavelength dependence of the cis to trans ratio between the harmonic spectra of 1,2-DCE obtained at an intensity of \(\sim 8 \times 10^{13} \text{ W/cm}^2\). The curves have been smoothed for clarity. At 1300 nm, the two isomers produce similar spectra up to \(\sim 30 \text{ eV}\). Beyond this energy, the trans-DCE signal dominates, producing more high-energy photons up to 55 eV. As the driving wavelength is increased, two things occur. First, the harmonic spectra are extended to higher photon energies; at 1800 nm, photons up to 75 eV are produced. Second, the cis-DCE signal starts to dominate at lower photon energies. As the wavelength increases, the position of the peak above unity shifts marginally by \(\sim 2 \text{ eV}\). The position of the trough, corresponding to the trans-DCE signal being dominant, shifts from 50 eV at 1300 nm to 65 eV at 1800 nm.

Figure 2(b) shows the intensity dependence of the integrated signal for the ratio above unity (corresponding to the cis-DCE signal being dominant) for 1800 nm light. The signal from cis-DCE is greater than that for trans-DCE by almost an order of magnitude. The position of the peak above unity does not change with laser intensity. Also shown is the position of the trough below unity (corresponding to the trans-DCE signal being dominant) which shifts with laser intensity by \(\sim 10 \text{ eV}\) and is associated with the cutoff harmonics. The integrated signal of the trough below unity does not vary much with intensity.
We now return to the amplitude modulations in the harmonic spectra in Fig. 1(a). The position of the amplitude minimum at ~40 eV is independent of laser intensity and wavelength (see Fig. 2). Spectral minima of this nature have previously been shown to originate from electronic structure associated with the Cooper minima in the photoionization cross sections of molecules containing chlorine atoms [16,24]. Since recombination is the inverse of photoionization [25], contrast in the harmonic spectra near the Cooper minimum indicates significant difference in the photoionization cross sections of the two isomers.

We calculated the angle-dependent ionization yields using the time-dependent numerical ab initio method outlined in [26]. This method uses multielectron quantum chemistry wave functions to represent the multielectron bound states of the neutral atom and cation, and couples these states to Cartesian grids used to represent the continuum states. In the present calculations, we computed the ground state of the neutral and ionic systems using GAMESS [27] with the augmented correlation consistent polarized valence triple-zeta (aug-cc-pVTZ) basis set [28,29] at the Hartree-Fock level. The continuum grid extended to ±15 a.u. in all directions with a grid step size of 0.2 a.u. The time-dependent equations of motion were integrated using the leapfrog method with a time step of 0.00266 a.u.

The system is initiated with the whole population in the neutral ground state and then exposed to a half cycle of the laser oscillations. We use only a half cycle in the calculation of the ionization yield since this is the yield relevant to the subcycle dynamics of the first step in HHG. Further, using only a half cycle allows us to capture the asymmetries in the subcycle ionization yields for the cis isomer. We used absorbing boundaries [30] with a width of 4.3 a.u. at the edges of the continuum grid to prevent reflection of the outgoing electron flux and to calculate the ionization yield by monitoring the population absorbed at the grid edges. The calculation was repeated with several different angles between the molecular axis and the laser polarization direction in order to capture the full angular dependence of the ionization yield.

Figure 3(a) shows the highest occupied molecular orbital (HOMO) of cis-DCE and the angular ionization distribution. The HOMO of cis-DCE ionizes preferentially when the laser polarization is parallel to the molecular dipole. Figure 3(b) shows the HOMO of trans-DCE and the angular ionization distribution. Here the molecule ionizes preferentially along the molecular axis. The half-cycle ionization yields of the two isomers at 800 nm are 10.1% for cis and 1.1% for trans at an intensity of 1.5 × 10^{14} W/cm^2. Although ionization yields vary with intensity, the relative differences between the two isomers remain the same. At an intensity of 10^{14} W/cm^2, the yields are 6.6% and 0.8% for 1300 nm and 7.3% and 0.96% for 1500 nm. The ionization yields of cis-DCE are ~7–9 times higher than those of trans-DCE. Although we present angular plots for a half-cycle ionization using 800 nm light, calculations for 1300 and 1500 nm distributions show that they look qualitatively similar for all wavelengths considered.

Our experimental results can be interpreted in terms of ionization, the first step in the HHG process. Ionization yields of cis-DCE are ~8 times higher than for trans-DCE when 1800 nm light is used. This difference is directly reflected in the ratio of the harmonic spectra of the isomers up to ~60 eV. Suppression of ionization in trans-DCE leads to

![FIG. 3. (Color online) (a) HOMO (left) and angular ionization distribution (right) of (a) cis and (b) trans-1,2-dichloroethylene. Ionization distributions are calculated at an intensity of 10^{14} W/cm^2 using 800 nm light.](image1)

![FIG. 4. (Color online) (a) High-harmonic spectra for cis- and trans-2-butene obtained using 1700 nm light at an intensity of 0.8 × 10^{14} W/cm^2. (b) cis- to trans- harmonic ratio of 2-butene at wavelengths 1300–1800 nm at an intensity of 0.9 × 10^{14} W/cm^2 and the S− to R+ harmonic ratio of propylene oxide using 1800 nm light at an intensity of 10^{14} W/cm^2.](image2)
extension of the harmonic cutoff, especially when the laser intensity is above saturation [31], and this extension has been observed in simple molecular systems [32]. As a result, \textit{trans}-DCE dominates in the 60 to 75 eV photon energy range (see Fig. 1). When the laser intensity or wavelength is increased, the harmonic cutoff is extended so the peak in the region where \textit{trans}-DCE is dominant shifts to higher energies. Recombination, the final step in the HHG process, can also be influenced by both electronic and molecular structure [9,10,33]. The isomeric effects that we have so far demonstrated are not unique to 1,2-DCE. They should be present in all molecular isomers that differ in their orbital symmetries [34].

Figure 4(a) shows the harmonic spectra for \textit{cis}- and \textit{trans}-2-butene obtained using 1700 nm light at an intensity of $0.8 \times 10^{14}$ W/cm$^2$. \textit{Cis}-2-butene is valence isoelectronic to \textit{cis}-DCE. Unlike 1,2-DCE, \textit{cis}-2-butene produces more photons over a range of harmonic energies while \textit{trans}-2-butene is never dominant. Figure 4(b) shows the wavelength dependence of the \textit{cis} to \textit{trans} ratio of the harmonic spectra of 2-butene obtained at an intensity of $0.9 \times 10^{14}$ W/cm$^2$. The position of the peak above unity (corresponding to \textit{cis}-2-butene being dominant) shifts to higher energies with increasing wavelength, and the harmonic cutoff extends to higher energies. These results indicate that the relative ionization probabilities of the two isomers differ by a factor of 5. Also shown is the ratio of the harmonic spectra of the left- and right-handed enantiomers of the chiral molecule propylene oxide (C$_3$H$_6$O) using 1800 nm light at an intensity of $10^{14}$ W/cm$^2$. Both enantiomers produced identical harmonic spectra, resulting in a ratio that is close to unity; an expected result since ionization of unaligned enantiomers should be identical. This outcome is consistent for all wavelengths used (1500–1800 nm) and confirms our interpretation of the isomeric effects.

The ability to distinguish molecular isomers by HHG spectroscopy combined with its high spatial and temporal resolution enables the study of isomerization dynamics. Such a study was recently conducted in the ethylene cation using an extreme-ultraviolet pump and near-infrared probe configuration [35]. The possibility of extracting electronic and molecular structure information from HHG in complex molecules would widen the prospects of using HHG spectroscopy as a sensitive tool to probe not only electron dynamics but also coupled electronic and nuclear dynamics.

The authors wish to acknowledge A. Laramée and F. Poitras from the ALLS in Montreal for expert technical assistance. This research is supported by the NSERC and CFI.

[31] Saturation intensity of xenon ionization potential (IP) $\sim 12$ eV is $\sim 10^{14}$ W/cm$^2$. For molecules with IP $\sim 9–10$ eV the saturation intensity would be $\sim 5 \times 10^{13}$ W/cm$^2$ [22].
[34] Unpublished data on the structural isomers butane and isobutane, and 1-propanol and isopropanol.
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In extending the single-channel ionization calculations of C$_2$H$_2$Cl$_2$ presented in our paper to the multichannel case, an error was found in the computational results presented in our paper. The permanent electronic dipole of the cis-isomer was included in the ionization calculation with a sign error. The results for the trans-isomer were unaffected by this error.

We have recalculated the Hartree-Fock (HF) highest occupied molecular orbital (HOMO) cis-isomer results, as was presented in our paper, with the correct permanent dipole. The corrected half-cycle ionization yields of the cis-isomer are no longer an order-of-magnitude larger than the corresponding trans-isomer ionization yields. The corrected half-cycle ionization yields for the cis-isomer are 1.8% at 800 nm and $1.5 \times 10^{14}$ W/cm$^2$, 1.0% at 1300 nm and $10^{14}$ W/cm$^2$, and 1.3% at 1500 nm and $10^{14}$ W/cm$^2$. These corrected cis-isomer ionization yields are about a factor of 2 larger than the corresponding trans-isomer ionization yields. Though this does not change the physical interpretation of our results, the statement made in our paper that the differences in high-order harmonic generation (HHG) spectra directly reflect the differences in the ionization yields is no longer true.

The figure [Fig. 3(a) in the original paper] plots the corrected cis-isomer orientation dependence of strong-field ionization for the 800 nm case, at the HF level of electronic structure used in our paper. The angle in the orientation-dependent ionization yields is the angle between the fixed molecular axis and the force exerted by the laser field on the electron. The corrected HF cis-isomer orientation dependence of half-cycle strong-field ionization is qualitatively similar to the corresponding result presented in our paper, with the main difference being that it is now a little bit wider in the plane of the molecule. Please also note the corrected value for the intensity in the caption to Fig. 3.

FIG. 3. (Color online) Left: Dyson orbitals of the cis HOMO ionization channel. Right: Orientation dependence of the ionization probability. Intensity distributions are calculated at an intensity of $1.5 \times 10^{14}$ W/cm$^2$ using 800 nm light.
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Abstract

High harmonic spectra of molecular isomers enable us to probe the dependence of molecular structure on ionization and recombination in a strong laser field. We compare detailed measurements of high harmonic generation (HHG) in various randomly oriented polyatomic molecules (C\textsubscript{4}H\textsubscript{8}, C\textsubscript{4}H\textsubscript{10}, and C\textsubscript{3}H\textsubscript{8}O) and show that harmonic spectra differ due to slight changes in molecular structure such as addition of a double bond or adding a hydroxyl group. We also observe differences in harmonic spectra between molecular isomers of these molecules and we attribute our results to changes in ionization yields which can be influenced by strong differences in electron localization. Our experimental results on the molecular isomers are confirmed by theoretical calculations of angle-dependent ionization yields. Our experimental results also show that isomeric effects in high harmonic spectroscopy are less apparent for structural isomers compared to \textit{cis-trans} stereoisomers.
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Molecular structure plays an important role to determine physical and chemical properties of a material. The physical characteristics set by the arrangement of a molecule’s nuclei and electrons can influence ion energetics, reaction rates, chemical reactions, and light-matter interactions. Isomers play an important role in chemistry, biology and medicine. Isomers can be identified using techniques such as infrared, Raman, microwave, and nuclear magnetic resonance spectroscopy [1, 2]. Other methods including electronic absorption and collisional techniques such as ion and electron scattering have had various degrees of success as well [3–6].

Recent advancements in high-harmonic generation spectroscopy (HHS), where a laser-ionized electron is accelerated and driven back towards its parent ion with high kinetic energy and emitting extreme ultraviolet photons [7], has established it as a suitable tool to probe both molecular structure and dynamics with ångström spatial and attosecond temporal resolution [8]. We have previously shown high harmonic spectra of randomly oriented cis-trans-type stereoisomers to be distinguishable over a broad energy range due to variations in the strong field ionization process [9]. As the complexity of the molecular system increases, the participation of multiple orbitals to ionization becomes more important and it is still unknown whether HHS can be a suitable tool to study dynamics in large molecules.

In this paper, we extend the HHS technique to study three polyatomic molecules whose molecular structure differ by either a) a single or double bond: C$_4$H$_{10}$ (n-butane) to trans-C$_4$H$_8$ (2-butene) or b) the replacement of a methyl group with a hydroxyl group: C$_3$H$_8$O (1-propanol). In addition, we study the molecular isomers of these three molecules in order to see the extent to which the harmonic spectra differ due to the type of isomerization present (structural vs. cis-trans stereoisomerization). The extensive differences in high harmonic spectra for these molecules are believed to be a direct result of differences in electron localization which affect the strong-field ionization yields and we perform theoretical calculations of angle-dependent ionization yields to confirm this. The calculations on 2-butene also suggest strong evidence of contribution from different orbitals to the HHG process which are reflected in the experimental results.

High harmonics were produced in a finite gas cell (FGC) of length 10 mm with 0.6 mm apertures. A 30 cm achromatic lens is used to focus $\lambda = 1300$ – 1800 nm near-infrared (NIR) light pulses into the gas cell through a 2 mm thick calcium fluoride window. An optical parametric amplifier pumped by a Ti:sapphire regenerative amplifier (3.5 mJ, 40 fs,
100 Hz, 0.8 µm) produced 80 fs NIR pulses whose energies varied from 0.9 mJ at 1.8 µm to 1.5 mJ at 1.3 µm. The harmonics were dispersed by a flat-field concave grating at grazing incidence onto a micro-channel plate detector coupled to a phosphor screen and then imaged by a charge-coupled device camera. The spectrometer was calibrated by measuring the transmitted spectrum after an aluminum filter. Intensity calibration of the laser beam was achieved by monitoring the cut-off harmonics from HHG in Ar and validated by measuring its saturation intensity using a fast ionization gauge [10, 11]. The position of the laser focus in the gas cell was adjusted such that the highest yield of cut-off harmonics were produced thereby favouring short-trajectories. The vapor pressures of all liquids at room temperature were high enough for them to be introduced into the gas cell without need for a carrier gas. Each liquid underwent a freeze and thaw cycle to minimize contamination in the gas cell.

Since most molecules have ionization potentials (IP) in the range of 9–11 eV, longer wavelengths (λ = 1300 – 1800 nm) (a) ensure adiabatic ionization, (b) extend the cut-off harmonics to beyond 50 eV which is needed to capture signatures of molecular and multi-electron dynamics [12], and (c) favor phase matching at higher gas pressures, thereby partially offsetting the wavelength scaling of high harmonic signal [13–15].

![Figure 1](image.png)

**FIG. 1.** Schematic of the three molecules butene, butane, propanol, and their molecular isomers along with ionization potentials.

Figure 1 shows a quick schematic of the three molecules: *trans*-2-butene, n-butane, and 1-propanol with their corresponding molecular isomers as well as their IPs. We see that each pair of molecules have almost identical IPs to each other. N-butane is a traditional
four carbon chain while \textit{trans}-2-butene contains a double bond between the second and third carbon atoms. 1-propanol is similar to n-butane except that a methyl group on the end is replaced by a hydroxyl group.

In Figure 2a, we show the integrated high harmonic signal for \textit{trans}-2-butene, n-butane, 1-propanol using a wavelength of $\lambda = 1.7 \ \mu$m at intensity of $1.1 \times 10^{14}$ W/cm$^2$ and a pressure of 8 Torr in the FGC. It is immediately apparent that the magnitude of the harmonic yields in \textit{trans}-2-butene are more than double the yields in the other two molecules. This is expected as \textit{trans}-2-butene is the easiest to ionize as it has the lowest IP thus generating greater harmonic yield. \textit{Trans}-2-butene has also been shown to demonstrate suppressed ionization [9] thus increasing both harmonic yield and cutoff.

![Graph](image-url)

**FIG. 2.** (a) Integrated signal of \textit{trans}-2-butene, n-butane, and 1-propanol and (b) the ratio of harmonic signal for two sets of molecules at a wavelength of $\lambda = 1700$ nm, an intensity of $1.1 \times 10^{14}$ W/cm$^2$, and a pressure of 8 Torr in the FGC.

The spectra for n-butane and 1-propanol exhibit a broad plateau region with considerably lower signal than \textit{trans}-2-butene. The cutoff for all three molecules are similar although \textit{trans}-2-butene’s is slightly lower, around harmonic order 45. In figure 2b, we plot two ratios
of harmonic signal: trans-2-butene to n-butane and n-butane to 1-propanol. The first curve indicates that the double bond in trans-2-butene plays quite a significant role during HHG as harmonic yields for this molecule are up to four times that of n-butane. However, the n-butane signal dominates at higher orders due to the lower cutoff of trans-2-butene. Figure 3 shows the highest occupied molecular orbitals for the three molecules in question. While the molecular structure of trans-2-butene and n-butane are similar, their HOMOs have significant differences in the central carbon chain which can lead to differences in ionization rates.

FIG. 3. Highest occupied molecular orbitals for trans-2-butene, n-butane, and 1-propanol

Similarly, n-butane’s harmonic signal, with respect to that of 1-propanol, is up to three times higher for lower order harmonics but the ratio evens out rapidly. Therefore, we have the impression that the hydroxyl group in 1-propanol can have a detrimental effect on harmonic efficiency. The HOMO of 1-propanol indicates that the majority of electron localization and thus ionization, is situated in the C-O chain which is composed of two $p$-type orbitals, similar to what we see on any C-C chain of n-butane. This could be a factor to support the similarities in ionization for n-butane and 1-propanol.

We now take a closer look at the experimental results for the two isomers of 2-butene. Our previous results [9] demonstrated higher yields of cis-2-butene compared to the trans isomer. We improve on our previous study in the following discussion. Fig. 4a shows the high harmonic spectra of cis- and trans-2-butene as a function of photon energy using a wavelength of $\lambda = 1700$ nm, an intensity of $1.1 \times 10^{14}$ W/cm$^2$ and pressure of 8 Torr in the FGC. The two isomers have similar harmonic yields at low energies but eventually, the cis- yields begin to dominate. Figs. 1b and 1c show energy and wavelength dependent measurements, respectively. In both figures, we show the ratio of the cis- to trans-2-butene high harmonic spectra as a function of photon energy. A signal of unity demonstrates equal
FIG. 4. (a) High harmonic spectra for cis- and trans-2-butene obtained using $\lambda = 1.7$ $\mu$m light at an intensity of $0.9 \times 10^{14}$ W/cm$^2$. (b-c) Ratio of HHG signal for cis- to trans-2-butene for (b) intensities $I = 0.9-1.1 \times 10^{14}$ W/cm$^2$ using $\lambda = 1.7$ $\mu$m light and (c) wavelengths $\lambda = 1.3-1.8$ $\mu$m at an intensity of $1 \times 10^{14}$ W/cm$^2$.

harmonic yield for the two isomers. Fig. 1b is measured using a wavelength of $\lambda = 1700$ nm while the harmonic spectra in Fig. 1c have a fixed intensity of $1.0 \times 10^{14}$ W/cm$^2$. The pressures used for the samples in the gas cell are indicated in the figure. As evident from the two panels, cis-2-butene consistently has higher yields. What’s interesting to note is that the yield increases with laser intensity but decreases with wavelength. The peaks of the intensity and wavelength ratio curves increases substantially with intensity and wavelength. This is not surprising as higher intensities will generate both higher yields as well as greater cutoffs. Also, the high harmonic cutoff scales quadratically with wavelength.

Fig. 5 reveals further trends for the high harmonic spectra of 2-butene. Fig. 5a shows the
FIG. 5. (a) The position of the peak above unity (in eV) and (b) the integrated signal of the peak above unity of the ratio of HHG signal for cis and trans-2-butene using wavelengths $\lambda = 1300 – 1800$ nm as a function of intensity for two different pressures, 8 (closed shapes) and 6 Torr (open shapes).

The energy of the peak of the cis to trans harmonic ratio of 2-butene as a function of intensity for wavelengths $\lambda = 1300 – 1800$ nm at two different pressures in the gas cell. The position of the peak shifts to higher energy as wavelength increases due to the extension of cutoff harmonics which scale quadratically with wavelength. Fig. 5b shows the integrated signal of the peak above unity in the harmonic ratio as a function of intensity. For all wavelengths used, the integrated signal increases with intensity. We also see that for a given intensity, the integrated signal of the peak is generally higher for longer wavelengths ($\lambda = 1700$ and 1800 nm) compared to shorter ones ($\lambda = 1300$ and 1500 nm).

Higher pressures in the interaction medium during HHG generally lead to higher ionization yields [16]. This can be seen in Fig. 2b where the integrated signal of the peak above unity in the cis to trans harmonic ratio is higher at higher pressure. However, an increase in pressure in the sample can also lead to poor phase matching, especially for low energy harmonics. This is why we see that the energy of the peak of the cis to trans harmonic ratio is slightly higher for lower pressures (see Fig. 5a) at all wavelengths.

The interpretation for our previous results on cis- and trans-2-dichloroethylene (C$_2$H$_2$Cl$_2$)
was best described by the ionization process which is the first step in HHG [9]. Therefore, calculations of angle-dependent ionization yields of cis- and trans-2-butene should provide us with further understanding of our experimental results.

We calculated the angle-dependent ionization yields using the time-dependent numerical *ab initio* method outlined in [17]. This method uses multi-electron quantum chemistry wave functions to represent the multi-electron bound states of the neutral and cation, and couples these states to Cartesian grids used to represent the continuum states. In the present calculations, we computed the ground state of the neutral and ionic systems using GAMESS [18] with the aug-cc-pVTZ basis set [19, 20] at the Hartree Fock level. The continuum grid extended to ±15 a.u. in all directions with a grid step size of 0.2 a.u. The time-dependent equations of [17] were integrated using the leap-frog method with a time step of 0.00266 a.u.

The system is initiated with all population in the neutral ground state and then exposed to a half-cycle of the carrier oscillations. We use only a half-cycle in the calculation of the ionization yield since this is the yield relevant to the sub-cycle dynamics of the first step in HHG. Further, using only a half-cycle allows us to capture the asymmetries in the sub-cycle ionization yields for the cis- isomer. We used absorbing boundaries [21] with a width of 4.3 a.u. at the edges of the continuum grid to prevent reflection of the outgoing electron flux and to calculate the ionization yield by monitoring the population absorbed at the grid edges. The calculation was repeated with several different angles between the molecular axis and the laser polarization direction in order to capture the full angular dependence of the ionization yield.

Fig. 6 shows the probability of ionization of the calculated HOMO (D0) and HOMO-1 (D1) for both cis- and trans-2-butene using $\lambda = 1300 - 1700$ nm light at an intensity of $10^{14}$ W/cm$^2$. There are significant differences in the ionization trends for the two isomers. For the HOMO, cis-2-butene ionizes with greater probability about 2 to 2.5 times higher than the trans isomer. At all wavelengths, the ionization probability of the HOMO is roughly 4 times higher than for the HOMO-1 in cis-2-butene. This is however not the case for the trans isomer as the ionization for the HOMO-1 is about 75% that of the HOMO. This demonstrates that the contribution of different orbitals to the HHG process may be different for the two isomers of 2-butene. The direct measurement of contributions from multiple orbitals for these molecules can be deciphered using the high harmonic interferometry technique of Smirnova *et al.* [22] but requires precise alignment of the molecules with respect to the laser.
FIG. 6. Ionization probabilities for the calculated HOMO (D0) and HOMO-1 (D1) of cis- and trans-2-butene using wavelengths $\lambda = 1300 – 1700$ nm light at an intensity of $10^{14}$ W/cm$^2$ over a period of a half laser cycle.

polarization. From the ionization calculations, we can safely assume that the majority of harmonic yield for cis-2-butene comes from the HOMO whereas the HOMO-1 contribution may be impossible to ignore for trans-2-butene. This is not to discount the fact the multiple orbital contribution to HHG can be present for cis-2-butene as well.

It must be noted that the ionization probabilities presented in our calculations seem slightly counterintuitive since the experimental ionization energies from photoelectron spectroscopy for molecular orbitals in cis- and trans-2-butene are almost identical for the first three molecular orbitals: 9.36, 11.65, and 12.76 eV for cis- and 9.37, 11.96, and 12.79 eV for trans-2-butene [23]. Therefore we would expect similar ionization probabilities for both isomers. Since our calculations show that this is not the case, we again look to the role of the molecular orbitals. Fig. 7 shows the first two calculated molecular orbitals and the orientation dependence of ionization for cis- and trans-2-butene. The HOMO of cis-
2-butene preferentially ionizes perpendicular to the plane of the molecule whereas for the trans-isomer, the ionization is high both along the molecular axis as well as perpendicular to its plane. As shown by the accompanying molecular orbital schematics, the molecular axis of trans-2-butene is a perfect nodal plane and thus it is possible to have suppression of ionization due to quantum interferences [24, 25] for the orbital of trans-2-butene. This could contribute to the low ionization probability for the HOMO of trans-2-butene that we see in all three panels of Figure 4. A similar argument could be made for the HOMO-1 of cis-2-butene where the orbital preferentially ionizes along a nodal plane made by the single bonded carbon atoms in the molecule.

Our theoretical calculations also provide two valuable insights to our experimental results. First, the fact that the ionization probability of cis-2-butene is consistently higher than the trans isomer confirms that the ratios shown in Figure 4 should never drop below unity. Second, we also note that our calculations show a slight increase in cis- to trans ionization probabilities as wavelength increases. This is reflected in Fig. 5b where the integrated signal of the peak above unity is generally higher for longer wavelengths at a given intensity.

We now move to a new system of isomers where, instead of cis-trans isomerization, the geometric structure is different. Fig. 8a shows the high harmonic spectra of n-butane and isobutane using a wavelength of $\lambda = 1500$ nm at an intensity of $1.5 \times 10^{14}$ W/cm$^2$. We choose to work at a higher intensity for n-butane and isobutane in order to increase harmonic yields and cutoff. At all photon energies, isobutane has a higher harmonic yield than n-butane. Figures 8b and 8c show intensity and wavelength dependent measurements, respectively.
FIG. 8. (a) High harmonic spectra for butane and isobutane obtained using $\lambda = 1.5 \, \mu\text{m}$ light at an intensity of $1.5 \times 10^{14} \, \text{W/cm}^2$. (b-c) Ratio of HHG signal for isobutane to butane for (b) intensities $I = 1.4–1.6 \times 10^{14} \, \text{W/cm}^2$ using $\lambda = 1.5 \, \mu\text{m}$ light and (c) wavelengths $\lambda = 1.3–1.7 \, \mu\text{m}$ at an intensity of $1.5 \times 10^{14} \, \text{W/cm}^2$. Panel (a) also contains the highest occupied molecular orbitals of butane (top) and isobutane (bottom). N.B. We use the term $I_0$ to represent $10^{14} \, \text{W/cm}^2$ in the figure to save space.

Both figures show the ratio of the isobutane to n-butane high harmonic spectra as a function of photon energy. A slight increase in intensity (Fig. 5b) shows a slightly higher ratio for isobutane to n-butane.

Both the intensity and wavelength dependence of the harmonic ratio show that the harmonic signal of isobutane is, on average, twice the signal of n-butane. However, we do not
see the same type of shifting peaks that are evident in the cis- and trans-2-butene harmonic ratio data. The peak of the ratio stays fairly constant at a photon energy between 40 and 45 eV. The magnitude of the ratio is fairly static and has a range from \( \sim 1.5 \) to 3 for all intensities and wavelengths used. This is in contrast with 2-butene where the cis- to trans ratio ranges from 1.5 to \( \sim 7 \) at \( \lambda = 1700 \) nm.

Also contained in Fig. 8a are the HOMOs of both n-butane (bottom) and isobutane (top). We see that the HOMO of n-butane is comprised of a chain of \( p \)-type orbitals surrounding each carbon atom that contains multiple nodal planes while no clear sign of nodal planes are seen in the HOMO of isobutane.

To compare these results on structural isomers, we study high harmonic spectra from the molecules 1-propanol and isopropanol. These molecules have similar molecular structure to butane but with a methyl group replaced by a hydroxyl group. Their ionization potentials are also similar; 10.53 and 10.68 eV for butane and isobutane, and 10.22 and 10.17 eV for propanol and isopropanol (see Fig. 1). In Fig. 2, we saw that n-butane and 1-propanol to have similar harmonic yields for higher photon energies.

![Graph showing harmonic signal ratio for isopropanol to 1-propanol](image)

**FIG. 9.** Ratio of high harmonic signal for isopropanol to 1-propanol for intensities \( I = 1.4–1.5 \times 10^{14} \) W/cm\(^2\) and at a wavelength of \( \lambda = 1500 \) nm.

In Fig. 9, we show the harmonic signal ratio of isopropanol to 1-propanol for intensities \( I = 1.4–1.5 \times 10^{14} \) W/cm\(^2\) at a wavelength of \( \lambda = 1500 \) nm. Similar to Fig. 8, the harmonic yield of isopropanol is noticeably larger than that of propanol for most photon energies until we reach the cutoff. Again, the range in the ratio of the harmonic yields is small, about 1–2, when compared with the ratios for 2-butene.

As intensity changes, there is no difference in the position of the peak above unity in the ratios but we do see a dip in the ratio near the cutoff energies which was not seen in the
butane ratios. The peak is about 5 eV lower than that of the isobutane to n-butane ratio at the same intensity and wavelength but qualitively, these results are suitably consistent with those for the butanes.
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FIG. 10. Ionization probabilities for the calculated HOMO (D0) and HOMO-1 (D1) of n-butane, isobutane, 1-propanol, and isopropanol using $\lambda = 1700$ nm light at an intensity of $0.9 \times 10^{14}$ W/cm$^2$ over a period of a half laser cycle.

To confirm our experimental measurements, we calculated ionization probabilities of the HOMO (D0) and HOMO-1 (D1) for the butane and propanol isomers, as shown in Fig. 10. Surprisingly, for the butanes, n-butane has the dominant ionization signal compared to isobutane while for the propanols, isopropanol has higher ionization probability as expected from experiment. The disagreement in butane could be due to the role of contribution from multiple molecular orbitals to ionization. We see that the ionization probability of the HOMO-1 in n-butane is almost as high as the signal for the HOMO. In [22], simultaneous contributions to ionization from up to three molecular orbitals were shown in CO$_2$ and a similar effect in n-butane may be the cause of the lower signal which we see here. However, the calculations confirm that the n-butane ionization probability is high compared to that of 1-propanol which confirms what we see for harmonics emitted at low photon energy in Fig. 2b.

In conclusion, we have demonstrated the ability for high harmonic spectroscopy to probe a variety of large isomeric systems and show that differences in high harmonic emission can
result directly from contribution of multiple molecular orbitals to strong field ionization. The next step would be to measure high harmonic generation in aligned isomers and use high harmonic interferometry to resolve contribution from lower lying orbitals [22]. The experimental results also show that isomeric effects in HHS are lower for structural isomers compared to cis-trans stereoisomers. New theoretical and experimental tools for HHG would enable the ability to probe coupled electronic and nuclear dynamics in large molecules and show how they affect isomerization rates and dynamics.
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Valence electrons in polyatomic molecules play a key role during chemical reactions that occur on the fs timescale. Using fs lasers and high harmonic generation (HHG), it is possible to time-resolve processes such as photodissociation \[79\] and vibrational dynamics \[80\] in simple di- and triatomic molecules. However, the study of time-resolved attosecond electronic processes requires the use of attosecond extreme ultraviolet (XUV) pulses, especially in complex polyatomic systems where electron rearrangement or collective electronic motion can readily occur. Presently, high energy attosecond sources are not yet available but signatures of multi-electron dynamics can still be studied in a multitude of ways.

In this chapter, we present two paths towards the study of multi-electron dynamics in complex molecules. In section 6.1, we look at the ionization of noble gas atoms using attosecond XUV pulses from HHG. The experiments we carry out on Ar and Ne serve as a basis for XUV spectroscopy in polyatomic molecules towards the goal of studying electron dynamics during chemical processes. In section 6.2, we present a study of ionization and fragmentation of C\textsubscript{60} using few-cycle laser pulses in order to efficiently remove electrons from the molecule to obtain a glimpse of how electron dynamics affect this process. These two studies are integral to understanding how collective electron dynamics are at play in
systems from atoms to large molecules.

6.1 Attosecond XUV multiphoton ionization of atoms and molecules

Since the attosecond is the natural timescale of electrons, attosecond pulses will enable spectroscopists to measure electron dynamics involving valence electrons in atoms and molecules. A suitable approach would be to perform a pump-probe experiment using two or more attosecond XUV pulses but at the moment, current attosecond technology is not capable of generating the necessary intensities needed to carry out this type of experiment. For this reason, we pursued the development of a bright XUV source (see Chapter 2) in order to extend nonlinear spectroscopy from the optical to the XUV regime. In this section, we present studies of multiphoton ionization of noble gas atoms using XUV pulses generated in a semi-infinite gas cell (SIGC) through the high-harmonic generation (HHG) process. We demonstrate nonlinear double ionization of Ar and Ne using $\sim 40$ eV photons and provide insight on how these studies can be extended to studying multi-electron dynamics in molecules.

High harmonics were produced in the SIGC using the setup described in Chapter 2 at the Advanced Laser Light Source in Varennes, QC. The reason we choose the SIGC as our HHG source is twofold: a) it provides our brightest source of XUV photons and, b) we can tune the efficiency of generated harmonics by adjusting the pressure in the cell as well as the position of the laser focus of the fundamental beam. Emitted high harmonics were then focused onto a gas target in a time-of-flight (TOF) mass spectrometer (MS) (see Fig. 6.2) by a custom made multilayer dielectric spherical mirror with focal length $f = 250 \text{ mm}$. The dielectric material and thicknesses of the layers were chosen such that the mirror has a maximum reflection efficiency for a photon energy of $\sim 40$ eV. The mirror was calibrated by our collaborators at the Lawrence Berkeley National Laboratory using a synchrotron source. It has a maximum reflection value of $\sim 0.42$ and a bandwidth with full width at half maximum approaching 3 eV. Fig. 6.1 shows the normalized harmonic spectra generated in the SIGC along with the reflection coefficient of the dielectric mirror.
The harmonic signal was tuned such that the $25^{th}$ ($E = 38.75$ eV) and $27^{th}$ ($E = 41.85$ eV) harmonics of the 800 nm fundamental laser have the highest conversion efficiency. The reflection reaches a maximum of $\sim 3\%$ for all other photon energies present in the XUV beam. At the beginning of each ionization experiment, the harmonic spectra was measured and recorded so that no significant changes to the spectra were present. Because of the high stability of both the pressure in the gas cell and the fundamental 800 nm beam, we were able to keep the XUV beam consistent throughout the data collection process.

The fundamental beam and lower harmonic signal ($\hbar \omega < \sim 15$ eV) were blocked by using an aluminum filter of thickness 150 $\mu$m (purchased from Lebow). The aluminum filter’s transmission only approaches a maximum of $\sim 75\%$ for photons in the range of 17-70 eV which further diminishes the useable photons for ionization. However, it does a tremendous job of rejecting the fundamental beam. The filter was first tested for
effectiveness by cutting off the gas pressure in the gas cell so that no harmonics would be produced. The absence of ionization signal in the TOF system indicated that there was no fundamental beam leaking through the filter. The effectiveness of the aluminum filter was also carefully monitored throughout the experiments by measuring the ionization rates of a low-abundance isotope of Argon at different times during the data collection. The signal from this isotope was steady but never saturated. Any deficiency in the filter that would allow the fundamental to leak through would increase the ionization signal.

Figure 6.2: Schematic of the time-of-flight mass spectrometer. AF: aluminum filter; REP: repeller plate; EXT: extractor plate; FT: flight tube; FM: focusing mirror; MCP: microchannel plate detector. The inset shows the off-axis geometry when using the XUV beam for ionization.

We use a home-built TOFMS to observe the ions created in the experiment. A schematic of our experimental system is shown in Fig. 6.2. We use a Wiley-McClaren setup to extract ions from the interaction region which are sent down a field-free flight tube towards a microchannel plate detector (MCP). The detector is biased to post-accelerate the incident ions and sends out a voltage to a time digitizer for every ion occurrence. The digitizer is coupled to a computer which records each incident ion in the software and creates the mass spectrum based on the MCP signal and a trigger from the
laser source. The time that the ions hit the detector is converted into a mass to charge (m/z) with a quadratic dependence. A calibration of the mass spectrum is done using known ions such as H$_2$O$^+$, O$_2^+$, and N$_2^+$ along with their typical calculated flight times.

Ionization in the TOFMS occurs between the repeller and extractor electrodes. The electric field used in the first acceleration stage was 2000 V/cm and a field of 1100 V/cm was used in the second stage. A 1 mm $\times$ 9 mm slit in the center of the extractor plate allows the passage of ions towards the detector. The geometry of the TOF is off-axis (as shown in the inset of Fig. 6.2) so that ions created by single photon ionization from the unfocused harmonic beam will not be delivered to the detector as the beam passes the slit in the extractor plate. The multilayer mirror is mounted on an XYZ translation manipulator in order to adjust the focus of the beam so it is at an optimal position for maximum ion collection efficiency.

Fig. 6.3 shows a typical TOF ion spectrum of Argon under illumination by the focused XUV beam in units of m/z. The appearance of the first charge state results from the absorption of a single XUV photon. The formation of Ar$^{2+}$ requires an appearance energy of $\sim$43 eV, a value which has been known since the early days of electron impact ionization [81]. The 2+ charge state can result from two different mechanisms. First, the Ar atom can directly absorb two XUV photons of $\sim$40 eV to end up in the doubly charged state. The second pathway would be a sequential ionization where the atom first absorbs one photon thereby releasing an electron and creating an ion. The ion subsequently absorbs a second photon which has enough energy ($\sim$29 eV) to remove a second electron from the system, sending it to the 2+ state. The appearance of Ar$^{2+}$ should have contributions from both nonlinear mechanisms. A method to determine which mechanism dominates would be to study the emitted photoelectron spectrum which we plan to carry out at a later date. Instead, we observed the intensity dependence of the Ar$^{2+}$ signal. The slope of this logarithmic plot gives the order of the process. We vary the intensity of the XUV beam by changing the fundamental beam energy while keeping the pressure in the gas cell constant.

Fig. 6.4 shows the results of the double ionization experiment of Argon using the XUV photons. Since it is difficult to measure the XUV photon energy to estimate beam intensity, we plot the Ar$^{2+}$ signal as a function of Ar$^+$ as the singly charged ion signal is a
Figure 6.3: A sample time-of-flight ion spectrum of Argon under illumination by a focused XUV beam in units of m/z.
Figure 6.4: Log plot of the doubly charged Ar yield as a function of the singly charged Ar yield. The singly charged yield is directly proportional to the XUV beam intensity.

slope = 1.82

XUV ionization, $h\nu = 40$ eV
1-photon process and would be proportional to the XUV intensity. The figure shows the log-log plot of the Ar$^{2+}$ signal of the mass-40 isotope vs. the Ar$^+$ signal of the mass-36 isotope. The mass-36 isotope has an overall abundance of only 0.33% and its signal was unsaturated at the highest harmonic intensity. The slope of the log-plot is $1.8 \pm 0.2$ which shows the process to have a 2-photon nature.

Using the same harmonic beam, the double ionization of Ne was also obtained. The appearance energy of Ne$^{2+}$ is slightly above 62 eV. A log plot of the Ne$^{2+}$ signal against an unsaturated isotope of Ne$^+$ also yields a slope with value close to 2.

We give a rough estimation of $\sim 10^{12}$ W/cm$^2$ as the intensity of the XUV beam. This value is based on an estimated spot size. We continue our efforts to determine the experimental focused spot size through a series of knife-edge measurements in conjunction with an XUV photodiode.

The results on nonlinear ionization of Ar and Ne puts us in a position to try similar experiments of this nature in molecules in order to study multi-electron dynamics. Transient absorption spectroscopy using fs XUV pulses has recently proven capable of probing dissociation dynamics in polyatomic molecules such as vinyl bromide [82]. The use of attosecond XUV pulses for this type of experiment will enhance both spatial and temporal resolution and also provide insight on the multi-electron dynamics at work. We also continue to improve the experimental technique by increasing the XUV flux using various methods such as quasi-phase matching in a modified gas cell as well as different ionization schemes involving multiple fundamental fields.

6.2 Ionization and fragmentation of C$_{60}$ with few-cycle laser pulses

Collective electronic dynamics influence a variety of processes in nature including superconductivity and ferromagnetism in physics, electron transfer rates in chemistry, energy conversion and signal transport in biology, and it also enables new technologies such as nanophotonics [83] and nanoplasmonics [84]. Electronic motion occurs on the attosecond timescale and direct study of such ultrafast processes, while possible with the use of at-
toosecond technology, is still in its infancy. However, it is possible to extract signatures of collective and correlated multi-electron dynamics in molecules by studying laser-induced processes where electrons play a key role such as ionization and fragmentation or high harmonic generation. $C_{60}$ is of particular interest for these types of studies due to its high degree of symmetry which simplifies the ability to model its geometry \[85\], as well as its large number of delocalized valence electrons. Significant experimental \[86\] and theoretical \[87, 88\] work has been conducted on ionization and fragmentation dynamics in $C_{60}$ and recent calculations on multi-electron effects in ultrafast ionization of $C_{60}$ \[89\] confirms a continued interest in this molecule. It has also been shown that $C_{60}$ is an effective source for high harmonic generation and multi-electron dynamics play an important role in harmonic enhancement \[90\].

The present study investigates the effects of various laser parameters such as pulse duration and ellipticity in the ionization and fragmentation dynamics of $C_{60}$ towards efficiently generating high molecular charge states and extracting indications of multi-electron dynamics at play. Our results build on the work of Bhardwaj et al. \[91, 92\] which looked at how a laser-induced dipole force influenced the excitation of the $C_{60}$ molecule as well as the role of recollision during ionization in the strong laser field. Those experiments were conducted with multi-cycle near- to mid-infrared pulses ($\lambda = 0.8–2.2$ $\mu$m). The use of longer wavelengths was important as ionization became adiabatic and high charge states were produced (up to $C_{60}^{12+}$) with fragmentation being almost nonexistent. Alternatively, one can use few-cycle pulses at optical wavelengths to minimize the coupling of energy into the nuclear degrees of freedom which also minimizes fragmentation \[93, 91\].

A Wiley-McLaren time-of-flight mass spectrometer (TOFMS)\[1\] was used to collect ion signal during the ionization and fragmentation of $C_{60}$. Ion collection from the TOFMS is described in section 6.1. Experiments were carried out at the Advanced Laser Light Source in Varennes, QC using the 1 kHz beamline to generate 780 nm pulses with durations between 6 and 100 fs. To create the few-cycle beam, the 25 fs pulses from the compressor are first shaped by an acousto-optic programmable dispersive filter (Dazzler,

\[1\]The complete design, fabrication, and testing of the time-of-flight mass spectrometer was carried out by the author as part of the current Ph. D. project.
Fastlite [94] then spectrally broadened by self phase modulation in a Argon-filled hollow core fiber. A typical broadband spectrum used to generate few-cycle pulses centered at 780 nm is shown in Fig. 6.5. The beam is then compressed by reflection off five sets of chirped mirrors and propagation through a few mm of fused silica [95]. We were able to compress the pulse down to 6 fs using this method. The temporal characterization of the pulse was performed using an interferometric autocorrelator (Femtolasers). To change the polarization of the few-cycle pulse, we used a broadband quarter-wave-plate ($\lambda = 400 - 1200$ nm). The intensity calibration at all pulse durations was done using the method of Hankin et al. [96] with the saturation intensity measured using the TOFMS. The TOFMS was also used to optimize the pulse duration of the few-cycle laser pulse.

Figure 6.5: An example of a typical spectrum, centered at 780 nm, spectrally broadened in an Argon-filled hollow core fiber by self phase modulation. This spectrum is used to generate few-cycle 6 fs pulses.

Fig. 6.6 shows a typical mass spectrum of C$_{60}$ ionized by a linearly polarized, 6 fs, 780 nm beam at an intensity of $0.8 \times 10^{14}$ W/cm$^2$. Fragmentation using the few-cycle pulse is very low compared to a 40 fs multi-cycle pulse [92] and we can clearly see the C$_{60}^{7+}$ ion charge state at a value of m/z = 102.86. The peak at m/z = 90 could correspond to either the C$_{60}^{8+}$ ion charge state or the C$_{15}^{2+}$ fragment charge state. Since we cannot see clear isotopes in the mass spectra at m/z = 90, it is not possible to confirm that the ion charge state is present. To the best of our knowledge, the C$_{60}^{7+}$ ion charge state is presently the
highest recorded charge state for C\textsubscript{60} at optical wavelengths and is not present in mass spectra generated using multicycle laser pulses. It is thus worth investigating the effect of pulse duration on ionization and fragmentation of C\textsubscript{60} at optical wavelengths.

Figure 6.6: This is a sample mass spectrum of C\textsubscript{60} ionized by a 6 fs, 780 nm beam at an intensity of 0.8×10\textsuperscript{14} W/cm\textsuperscript{2}.

Keeping the laser intensity constant, we vary the pulse duration, \(\tau\), of the linearly polarized 780 nm beam from 6 to 100 fs. For \(\tau = 6-9\) fs, we used the compression scheme described above to generate transform-limited pulses. The Dazzler was used to shape and temporally broaden the pulses for \(\tau = 20-100\) fs. The same beam path was used for these multi-cycle pulses and the hollow core fiber was filled with Helium to suppress any self phase modulation. The maximum charge state attainable in C\textsubscript{60} as a function of \(\tau\) is shown in Fig. 6.7a, while the 3D contour plot (Fig. 6.7b) shows the variation on number of charge states. Pulse durations of 6 and 9 fs were capable of generating C\textsubscript{60}\textsuperscript{7+} ions while we see a steady decrease of high ion charge states as \(\tau\) increases. We attribute this result to lower molecular stability during ionization for multicycle pulses which leads to higher rates of fragmentation. This is because longer pulse durations enable the coupling of
laser energy into both nuclear as well as electronic degrees of freedom.

Figure 6.7: a) 2D and b) 3D contour plot of the maximum number of charge states in $C_{60}$ as a function of laser pulse duration, $\tau$, using linearly polarized, 780 nm light at an intensity of $\sim 2 \times 10^{14}$ W/cm$^2$.

Fig. 6.8 shows the dependence of the total number of intact fragments (black squares) as well as the total number of fragments with ejected carbon clusters (red circles) as a function of $\tau$ using linearly polarized, 780 nm light at an intensity of $\sim 2 \times 10^{14}$ W/cm$^2$. We see an almost linear increase for both plots as pulse duration increases which demonstrates the effectiveness of the few-cycle pulse at minimizing fragmentation.

However, an inherent limit arises as we consider the use of single cycle pulses for experiments. For linear polarization, two electrons would simultaneously need to occupy the molecule’s potential barrier region thus causing a decline in ionization efficiency similar to a Coulomb blockade in solid-state physics [97, 98]. We therefore must consider the use of circular or elliptically polarized light when using few-cycle pulses. As mentioned in [92], recollision is the dominant ionization method for $C_{60}$ in strong laser fields and it is well known that recollision decreases rapidly with increasing ellipticity in the laser polarization.

In Fig. 6.9 we examine how the molecular ion yield (6.9a) for both low (black squares)
Figure 6.8: The total number of fragments of C\textsubscript{60} (normalized to the total number of ions) as a function of laser pulse duration, \(\tau\), using linearly polarized, 780 nm light at an intensity of \(\sim 2 \times 10^{14} \text{ W/cm}^2\).
and high (red circles) charge states as well as normalized fragment yield (6.9b) vary with laser ellipticity. We use a 780 nm, 6 fs pulse with an intensity of $0.8 \times 10^{14}$ W/cm$^2$ and we vary the ellipticity from linear ($\epsilon = 0$) to circular ($\epsilon = 1$).

![Image](image_url) Figure 6.9: The a) molecular ion yields for low (black squares) and high (red circles) charge states and b) normalized fragment yield as a function of laser ellipticity, $\epsilon$, using a 6 fs, 780 nm pulse at an intensity of $0.8 \times 10^{14}$ W/cm$^2$.

The total number of low charge state ions decreases significantly as ellipticity is increased up to a value of $\epsilon \approx 0.7$ at which point, the number of ions begins to rise. This signifies that another mechanism of ionization besides recollision starts to dominate at high ellipticity. However, although counterintuitive, recollision could still play a role as theoretical evidence of recollision using circularly polarized light has been reported [99]. For higher charge states of C$_{60}$ (from 3+ to 5+), the ellipticity dependence is much weaker thus the production of high charge states is still quite feasible using the few-cycle pulse. Panel b) of Fig. 6.9 shows that the total fragmentation, normalized to the total number of ions, increases with laser ellipticity. At $\epsilon \approx 0.7$ where we have a minimum in low charge state production, there is a maximum in fragmentation. This relationship between ionization and fragmentation should be much less evident through use of longer wavelengths as shown in [92].

While the total number of ions decreases with increasing ellipticity, an interesting
result for the high charges states (normalized to the C_{60}^{1+} signal) occurs (Fig. 6.10). Each subsequent charge state, C_{60}^{q+}, increases faster than the previous one for q = 2–6, all with maximum value at $\epsilon \approx 0.7$, the ellipticity at which point the total ion signal is lowest. We emphasize the key point that we can most efficiently generate high charge states in C_{60} using nearly circularly polarized light.

Figure 6.10: The number of high charge states of C_{60} as a function of laser ellipticity, $\epsilon$, using a 6 fs, 780 nm pulse at an intensity of $0.8 \times 10^{14}$ W/cm$^2$.

To complement these results, we examine how laser intensity affects the production of high charge states and fragments for the few-cycle pulse using both linear and circularly polarized light. We compare the normalized molecular ion charge states of C_{60} for a ratio of linear to circularly polarized light as a function of laser intensity using a 6 fs, 780 nm pulse (Fig. 6.11). It is important to note that the signal for circular polarization has been shifted down by $\sim 0.6 \times 10^{14}$ W/cm$^2$ in order to equalize the ionization rates for both polarizations since the electric field strength of circular polarization is $\sqrt{2}$ higher than linear for the same beam energy. We see a clear domination for circularly polarized
light at low intensities and this is most significant for the higher charge states (4+ and 5+). As intensity is increased, the amount of charge states for both polarizations begin to even out but at this point, the molecule has reached ionization saturation.

Figure 6.11: Normalized C\textsubscript{60} charge state ratios for linear and circularly polarized light as a function of intensity using a 6 fs, 780 nm pulse.

To get an idea of how energy is deposited into the molecule to induce higher charge states before fragmentation occurs, we examine the sum of all fragments produced as a function of intensity (normalized to the C\textsuperscript{1+}\textsubscript{60} signal) for both linear and circularly polarized light (see Fig. 6.12). We see a slight decrease in fragmentation as intensity rises for both polarizations but the fragmentation signal remains relatively constant for a broad range with a slight pickup past $I \approx 5 \times 10^{14}$ W/cm\textsuperscript{2}. It is evident that the few-cycle pulse can minimize fragmentation of the molecule even at high intensities which further confirms its efficiency in producing high molecular ion charge states in C\textsubscript{60}.

We have demonstrated a clear advantage to generating a high number of ion charge
Figure 6.12: The sum of $C_{60}$ fragments, $C_{60-2n}^{q+}$, as a function of intensity using a 6 fs, 780 nm pulse for both linear and circular polarization. Each number of fragments is normalized to the $C_{60}^{1+}$ signal.
states in $C_{60}$ using few-cycle pulses at a near-infrared wavelength. High charge states are more apparent when using elliptical and circularly polarized light compared to linear polarization. This could be due to the ellipticity of the laser field effectively bringing back electrons with large transverse spread upon ionization to recombine with parent ions. The influence of the ionic core could also play a role for higher charge states in bringing back electrons due to an increase in Coulomb focusing \cite{100}. The next step is to use a few-cycle mid-infrared pulse (such as $\lambda = 1800$ nm) to study ionization and fragmentation. We expect to see higher charge states ($> C_{60}^{12+}$) \cite{91} as well as even less fragmentation compared to 780 nm light and hope to approach the theoretical Coulomb limit of $C_{60}^{16+}$. In concurrence, we plan to study the interaction of XUV photons with energies of both 20 and 40 eV with $C_{60}$ to excite the well known surface and volume plasmons \cite{20}. To extract the measurement of multi-electron dynamics, we can directly measure the signal from ejected electrons using a velocity map imaging spectrometer which we are currently building.
Chapter 7

Conclusion and future outlook

The work conducted in this thesis is original research that has contributed to the new field of high harmonic spectroscopy (HHS), particularly in complex molecular systems. We have explored various topics in molecular physics and chemistry, such as electronic and isomeric effects, and shown how HHS can lead to new discoveries and conclusions surrounding these topics. The publications in this thesis serve to establish HHS as an easily accessible spectroscopic tool to study the dynamics of atoms, molecules, and electrons on the femtosecond and attosecond timescales with incredible ångström spatial resolution.

The contributions to the field are summarized in sections 7.1 and 7.2. Section 7.3 briefly describes some other experiments we are working towards.

7.1 Contributions to high harmonic generation efficiency

High harmonic generation (HHG) is a highly nonlinear process with typical conversion efficiencies on the order of the $10^{-5}$ to $10^{-7}$ range [57, 58] when using 800 nm light. A necessity for HHG to be considered a general spectroscopic tool is that it can be utilized to study a wide variety of samples. The conversion efficiency of HHG relies heavily on
the density of the sample in the interaction region and for a traditional pulsed valve setup, achieving such densities can be a challenge. In Chapter 2, we explored the direct comparison between the use of both a finite (FGC) and semi-infinite gas cell (SIGC) to a pulsed valve as a generating medium for high-order harmonics and demonstrated over two orders of magnitude increase in conversion efficiency ($\sim 10^{-4}$) in our setup under optimal pressure and phase-matching conditions.

The publication also described an in-line monitoring system for measuring harmonic generation efficiency in the form of a simple copper parallel plate detector (PPD). The detector collected electrons from photoionization of the background gas in the chamber by the propagating extreme-ultraviolet photons (XUV) produced from HHG. While the PPD is not able to measure the absolute efficiency of the generated high-order harmonics, it can be used to complement various methods of measuring HHG flux such as the knife-edge technique [101] along with an XUV photodiode.

While the measurement of the absolute harmonic conversion efficiency is not a novel experiment, it requires a complicated setup and disruption of the vacuum system in the HHG chamber at ALLS. This experiment was attempted during the course of this Ph.D but too many problems arose which did not allow for any tangible results. However, some significant progress has been made towards building an HHG system to be used in-house at uOttawa (see Appendix A) that would be capable of interchanging between several high harmonic applications at the flip of a switch. Examples are HHS experiments, the measurement of high harmonic flux, and the interaction of the high harmonic beam and the fundamental beam onto a separate target.

We have also used the bright HHG source described in Chapter 2 to conduct some preliminary experiments on the interaction of high energy XUV photons and various gas targets. The results of these experiments are described in Chapter 6.
7.2 Contributions to molecular high harmonic spectroscopy

The focus of the thesis was to develop HHS as a general spectroscopic tool to study static and dynamic processes in atoms and molecules. HHS had previously been successful in probing atomic and simple molecular systems but the challenge was to extend HHS to study complex, polyatomic molecules. While there are a few notable causes for modulations of high harmonic spectra from atoms (e.g. the Cooper minimum in Argon [52] or the giant resonance in Xe [102]), there are several other factors that can cause the modulation of high harmonic spectra from molecules such as the contribution of multiple molecular orbitals to ionization as well as multi-orbital effects during recombination. A suitable practice is to take what is known about HHG in atoms and extend that knowledge to molecules in order to find similar effects. In Chapters 3, 4, and 5 we developed a basis for investigating the influence of electronic and molecular structure from high harmonic spectra in complex, polyatomic molecules.

7.2.1 The Cooper minimum in molecules

A well-known example of a modulation in high harmonic spectra is the Cooper minimum (CM) in Argon causing a noticeable local minimum [52]. The CM in the photoionization cross-sections is familiar in atoms but photoelectron spectroscopy has shown it to persist in some molecules containing atoms that display a radial node in their orbital [55]. In Chapter 3, we sought to use HHS to demonstrate this effect in a series of molecules containing either a chlorine (Cl) or sulfur (S) atom as the minimum should appear as a strong modulation in the high harmonic spectra. It was unknown whether HHS was capable of studying such a phenomenon in molecules arising purely from electronic structure as other sources are known to also modulate high harmonic spectra.

Publication [5] provides the first experimental and theoretical high harmonic spectra which demonstrate a CM to appear in the molecules CS₂ and CCl₄, as well as other polyatomic molecules containing Cl. These results provide strong evidence to suggest that there exists a direct correlation between transition dipole matrix elements associated
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with HHG and photoionization. Furthermore, the results demonstrate that HHS can be used as a sensitive probe of the atomic character of molecular orbitals. We have shown that lone-pair-like molecular orbitals (MO) may exhibit CM in their high harmonic spectra and the position of the CM shifts as the character of the MO changes.

These results also show that to an extent, the HHG process is capable of extracting recombination cross-sections from molecules, similar to the atomic case [103]. Although this procedure is indeed complex, it would open up a new possibility to study ultrafast nuclear dynamics in complex molecules. In principle, the retrieved cross-sections should be independent of wavelength therefore the recollision time of the electron can be carefully controlled during the HHG process, resolved to a few tens of attoseconds.

A subsequent planned experiment is to produce and characterize HHG in aligned CS$_2$ which can easily be aligned since it is highly polarizable. Doing so would enable 1) to investigate amplitude minima in the HHG spectra caused by the CM as well as structural interference due to multi-centre recombination and 2) progress towards extracting recombination dipoles matrix elements from HHG spectra in a polyatomic molecule and test the validity of new theoretical tools being developed.

7.2.2 Symmetry in molecular and electronic structure

The influence of symmetry in both electronic and molecular structure on high harmonic spectra can be studied in several ways. In Chapter 4 we investigated how the presence of nodal planes in MO’s would influence harmonic spectra in first a simple test molecule, H$_2$O, and then a series of complex polyatomic chloromethane molecules: CH$_2$Cl$_2$, CHCl$_3$, and CCl$_4$. At the time of publication, most experimental and theoretical studies on HHG in molecules had been typically conducted in simple linear molecules such as N$_2$, O$_2$, and CO$_2$ that were aligned in a laser field. However, the wealth of information from signatures of electronic structure from HHG experiments on polyatomic molecules was high, but these molecules were difficult to align and this made the extraction of meaningful information difficult.

The results we show in Chapter 4 demonstrate, for the first time, that it was feasible to extract electronic structure information from a randomly oriented, complex polyatomic
molecule. In H$_2$O as well as all three chloromethanes, we see significant extension of the high-harmonic cut-off compared to an atom with similar ionization potential, Xe. The extension of the cut-off is mainly due to suppression of ionization which occurs when the MO in which ionization takes place contains one or more nodal planes [46]. Quantum destructive interference occurs as an electron wavepacket is emitted from either side of the nodal plane. The first three orbitals of H$_2$O are perfect $p$-type orbitals while the highest occupied molecular orbital (HOMO) of each chloromethane contains one or more nodal planes.

A second manifestation of suppressed ionization was seen in CCl$_4$ as a local minimum at linear polarization in the ellipticity dependence of the driving field on the HHG process. As both the HOMO, as well as the molecular structure of CCl$_4$, is highly symmetric, there is a slight suppression of ionization for linear polarization due to quantum interference during ionization which was shown to be offset by the small transverse field component at a slight ellipticity. This effect was previously shown in the recollision signal of the C$_6$H$_6$ molecule [45].

Another significant result from Publication 3 was the evidence of interference during recombination due to multiple nuclear centers. In simple aligned molecules, molecular structure has been shown to cause interferences in the HHG spectra during the recombination process [50]. We used a similar model to describe destructive interference from three atomic centers in CHCl$_3$ which suggested that the angle-dependent ionization process preferentially selects a specific orientation even in randomly oriented molecules. A similar interference for three centers was also modeled by Lein et al. [104].

The experiments described in Chapter 4 on molecules that display signatures of molecular and electronic structure open up a wide avenue of possibilities for selective probing of complex systems using HHS, such as investigating the contribution to strong-field processes from specific MO’s. In fact, there has been recent interest in the study of strong-field ionization of H$_2$O and theoretical results seem to indicate the distinct separation of ionization from the first two molecular orbitals [105].
7.2.3 HHS of molecular isomers

In order to further explore the role of molecular structure on the HHG process, we also carried out experiments on a set of molecular stereo- and structural isomers and these results are described in Chapter 5. There already exist several techniques to identify molecular isomers by their ro-vibrational spectra or using electron scattering techniques [106]. However, HHS would be an ideal tool to study isomeric effects in molecules due to the high spatial and temporal resolutions available. In publication 4, we showed that high harmonic spectra from randomly oriented cis-trans stereoisomers of 1,2-dichloroethylene and 2-butene generated at similar wavelength, intensity, and gas pressures, showed immense differences in both harmonic amplitude and cut-off. The differences were mainly attributed to the first step of the HHG process, ionization by the strong laser field, and were confirmed by calculations of angle-dependent ionization yields. Publication 6 uses further experimental and numerical results to extend this study to structural isomers, such as butane and propanol, in order to use HHS to probe the contribution to ionization from multiple molecular orbitals in unaligned, polyatomic molecules.

The results from Chapter 5 show for the first time that HHS is capable of probing molecular isomers of randomly oriented complex molecules and that the harmonic spectra from those isomers are distinguishable. The differences in HHG spectra are extremely apparent for cis-trans type stereoisomers while much less so for structural isomers. The fact that HHS can distinguish between molecular isomers opens up the path towards ultrafast time-resolved measurements of isomerization dynamics with femtosecond to attosecond temporal resolution. These types of dynamics are especially important in biology where most forms of biological molecules (macromolecules) such as proteins and nucleic acids have isomers or demonstrate chirality [107]. This opens up a variety of experiments towards the investigation of ultrafast processes such as charge transfers in large, complex systems [108].
7.3 Further studies in HHS of complex molecules

We have always had a significant interest in generating high harmonics in the C\textsubscript{60} molecule and have had some success in the past (see publications \cite{7} and \cite{8}) using the plasma harmonic method (see, for example, \cite{109}). However, generating high harmonics from a C\textsubscript{60} plasma plume can lead to inconsistencies such as whether HHG from C\textsubscript{60} ions contributes to the total signal. HHG experiments in C\textsubscript{60} are of particular interest due to the high number of delocalized electrons in the molecule and there have also been several theoretical studies on this topic \cite{110, 111}. We have made steps towards the generation of high harmonics from single C\textsubscript{60} molecules in gas phase and we continue these experiments to-date. Since the HHG process begins with ionization, we’ve also taken significant effort to study ionization of C\textsubscript{60} using ultrafast laser pulses at different wavelengths (\(\lambda = 800 – 1800\) nm). Further details of these ionization experiments can be seen in Chapter 6.

We have recently conducted some HHG experiments in 1,3 and 1,4-cyclohexadiene (CHD) molecules using few-cycle pulses at wavelengths of \(\lambda = 1400 – 1800\) nm. Our results suggest evidence of distinct local minima in the HHG spectra from 1,4-CHD that is weakly intensity and wavelength dependent. This suggests that the source of the minimum arises from destructive interference between HHG contributions from different molecular orbitals. A manuscript on this topic is in preparation for publication in the near future (see Publication \cite{9}).

As shown in publication \cite{4}, the high harmonic spectra of the two enantiomers of the chiral molecule, propylene oxide, are indistinguishable when using linearly polarized light. Chiral molecules are normally identified by means of circular dichroism (CD) in linear absorption, which arises from differential absorption of left and right handed circularly polarized light. Absorption cross-sections for left and right handed circularly polarized light differ by less than one part per thousand due to the small size of most molecules relative to the wavelength of light. As a result, CD effects are relatively weak and therefore difficult to measure. It is a well known fact that HHG signal decreases significantly as ellipticity in the electric field of the driving pulse is increased. However, HHG signal is still relevant at small ellipticities (\(\epsilon < 0.1\)). We have measured the ellipticity
dependence of HHG for the two enantiomers of propylene oxide using $\lambda = 1800$ nm light and we demonstrate elliptical dichroism with sensitivities on the same order as CD. These results, in collaboration with results from the CELIA group in France, have been submitted to the journal Nature for publication in September, 2014 (see Publication [10]).

While the fields of attosecond science and high harmonic spectroscopy are only about a decade old, significant resources are being committed to the development of these topics today. Eventually, time-resolved HHS will enable us the ability to study specific electronic processes on the attosecond timescale. It is the hope of the author that the research conducted during this Ph.D project is of interest to those researchers currently expanding the field today, and will help develop some ideas for the new scientists who will progress the field tomorrow.
Appendix A

HHG system for Ultrafast Photonics Group

We have begun the assembly of our High Harmonic Generation (HHG) system to be used in the Ultrafast Photonics Group at the University of Ottawa. The full system is composed of three parts: 1) Source chamber, 2) Detection chamber, and 3) Interaction chamber. High harmonics will be generated in a semi-infinite gas cell (SIGC) in the source chamber. The detection chamber will contain an extreme-ultraviolet (XUV) spectrometer for diagnostics of the harmonics. Finally, an interaction chamber having either a time-of-flight mass spectrometer (TOFMS) or a velocity map imaging (VMI) spectrometer will be attached to the system to study interactions between the XUV pulses and atoms and molecules. The following sections will describe the three parts of this new system.

A.1 Source chamber

The source chamber is a custom spherical chamber made of stainless steel designed by the author and V. R. Bhardwaj and built by the Kurt. J. Lesker Company. A full schematic of the chamber is shown in Fig. A.1. The chamber has a spherical top with multiple conflat (CF) flanges around its shell and a large half nipple on the bottom to attach the turbomolecular pump. There are three 8” CF flanges on three sides and one
Figure A.1: The schematic of the HHG source chamber.
6” CF flange on the fourth side as well as the top of the chamber. There are four 2.75” and two 4.5” CF flanges placed at a 45° angle from the horizontal. There are two QF25 ports on the nipple and the bottom flange is a QF250 type. The advantage of using such a multipurpose chamber with a variety of ports is to be able to implement multiple types of HHG sources such as gas cells, pulsed valves, capillaries, or solid surfaces. The turbomolecular pump to be used with this chamber is a Varian Turbo-V 3K-G, capable of evacuating a volume of ∼2000 litres per second and backed by a Varian Triscroll 600 (500 L/min) roughing pump. The 3K-G pump was chosen to ensure we could work with HHG sources that require high pressure throughput such as a semi-infinite or finite gas cell since HHG efficiency is dependent on pressure in the laser interaction region.

Figure A.2: The schematic of the semi-infinite gas cell. The inner and outer tubes measure 250 and 300 mm, respectively. The inner tube pinhole (PH1) measures 150 µm in diameter while the outer tube pinhole (PH2) has a 1 mm diameter.

A SIGC designed by the author to be used to generate high harmonics (similar to
the one used in experiments at ALLS, see Publication 1 was built and installed into the HHG system. A schematic of the SIGC is shown in Fig A.2. The SIGC employs a differential pumping geometry to reduce the rate of gas flow into the source and detection chambers. It consists of a cylindrical inner tube (250 mm long with 40 mm diameter) surrounded by a cylindrical outer tube (300 mm long with a 100 mm diameter). The gas sample is delivered into the inner tube by a 1/4” stainless steel tube. A QF25 elbow is connected to the outer tube so that a roughing pump (500 L/min) can be used for differential pumping. The pinholes of the inner and outer tubes have diameters of 150 µm and 1 mm, respectively. The inner pinholes were made by pulling diamond thread through an aluminum base (Fort Wayne Wire Die, Inc.). Preliminary tests with this SIGC were carried out using the HHG detection system at ALLS and similar harmonic yields to what we produce in the SIGC of Publication 1 using λ = 800 nm light were observed.

A.2 Detection chamber

The detection chamber is a rectangular box made of aluminum with a length, width, and height of 650, 400, and 200 mm, respectively. The chamber and all of its components were designed by the author. A 3D schematic of the chamber (without the lid) is shown in Fig. A.3. Each face of the chamber contains multiple custom-designed flanges for various feedthroughs and ports to access the chamber interior. The left face of the detection chamber connects to the source chamber via 6” CF flange. A cylindrical tube (130 mm long with 38 mm diameter) along with a differential pumping straw (20 mm long with 3 mm diameter) is attached to the left face and meets the SIGC in the source chamber to ensure differential pumping between the source and detector chambers. A 6” CF flange on the bottom of the detection chamber connects to a turbomolecular pump (Varian Turbo-V 301 Navigator, 300 L/s). The bottom flange also has a series of 1/4”-20 tapped holes with 1” separation to be used as a breadboard to fasten optics within the detection chamber. The right face of the detection chamber contains a 140 × 60 mm rectangular window where a CCD camera can view the microchannel plate detector inside the system. Two 2.75” CF ports on the right side are used to connect
Figure A.3: The 3D schematic of the HHG detection chamber (without lid).
the detection chamber to an interaction chamber. One of these ports is in-line with the SIGC to allow both the HHG emission as well as the fundamental beam to propagate out of the chamber together. The second port is shifted by 80 mm and optics inside the detection chamber will remove the fundamental beam so that the HHG emission can exit this port by itself. The front and back flanges of the detection chamber contain various ports to allow feedthroughs and linear manipulators to access the chamber. The top flange contains two handles to be used when removing the lid of the chamber as well as a port for a 4.5” diameter window for viewing access.

Figure A.4: The schematic of the beam direction as it propagates through the HHG detection chamber. The beam enters from the left side. The components are labeled as follows: M are silicon mirrors set at \( \sim 17^\circ \) to eliminate the fundamental beam, S is an adjustable slit to attenuate the spreading of the harmonics in the horizontal direction, G is the grating to disperse the harmonics, and MCP represents the microchannel plate detector and coupled phosphor screen to image the dispersed XUV spectrum.
A schematic of the inner components of the detection chamber is shown in Fig. A.4. The main component of the chamber is the XUV spectrometer to allow the observation of emitted high harmonics in real time. The beam enters from the left side. It is reflected off of two silicon mirrors set at the Brewster angle for 800 nm ($\sim 17^\circ$) to eliminate the fundamental beam then dispersed by a grating (Hitachi) onto a microchannel plate (MCP) detector (Photonis) coupled to a phosphor screen to image the dispersed XUV spectrum. An adjustable slit set between the two silicon mirrors is used to attenuate the horizontal spreading of the XUV beam so that good spatial resolution is achieved when imaging the harmonics. The focal plane of the grating is at a distance of 235.5 mm. The distance of the MCP with respect to the grating can be adjusted using a linear stage. A CCD camera is used externally to record the spectrum shown on the phosphor screen and connected to a computer with software used to convert the CCD picture to a high harmonic spectrum.

The first mirror is mounted on a double mirror mount connected to a linear stage and controlled by a manual linear actuator. The technical drawing of the double mirror mount is shown in Fig. A.5. The three positions of the mirror mount correspond to the HHG beam either being directed to the XUV spectrometer, passing straight through to a port on the exit side of the chamber, or being directed to another silicon mirror then passing through to a second port on the exit side. When the beam passes straight through the double mirror mount, the fundamental beam propagates along with the HHG beam to the interaction chamber. Two reflections off of the silicon mirror effectively remove the fundamental beam from the HHG beam. Depending on the application needed for the XUV beam, the position of the double mirror mount can easily be changed.

### A.3 Interaction chamber

The 2.75" CF flange on the right side of the HHG detection chamber is used to connect to an interaction chamber using flexible bellows. We have previously built a time-of-flight mass spectrometer (TOFMS) for multiple experiments that we plan to attach to our HHG system. More details about this TOFMS can be found in Chapter 6 where we describe experiments on XUV interaction with noble gases carried out at ALLS.
Figure A.5: The technical drawing of the double mirror mount which is used to direct the HHG beam between the XUV spectrometer or access to the interaction chamber.
We have also designed a velocity map imagine (VMI) spectrometer to study electron momentum spectra from XUV interactions with atoms and molecules. VMI makes use of a series of electrodes to create an electrostatic lens which focuses ions (or electrons) with the same velocity onto a single spot on a detector, regardless of where the particle was created in the interaction region. The author helped in the initial design of this spectrometer including simulations of electron focusing and scientific drawings of all spectrometer components. The VMI system has been constructed but awaits preliminary testing.

Fig. A.6 shows a schematic of the full assembly of the source, detection, and interaction (TOFMS) chambers.
Figure A.6: The schematic of the source, detector, and interaction chamber (TOFMS) all connected together.
Appendix B

Calibrations for HHG experiments

B.1 Energy calibration of MCPs

The energy calibration of the microchannel plate (MCP) detector in the high harmonic generation (HHG) system at the Advanced Laser Light Source was performed using a variety of techniques. A well-known method for calibration is to measure the high harmonic spectrum with an aluminum filter inserted in the beam path and comparing it with the transmission spectrum for the known thickness of aluminum. The transmission curve [12] for a 0.2 µm thick aluminum filter is plotted in Fig. B.1 and demonstrates the strict energy window (17 - 79 eV) that is relevant for MCP calibration. This method allows the easy identification of the first and last harmonic orders.

A second method for calibration is to use high intensity circularly polarized light to ionize gas samples such as O₂ and comparing the plasma emission spectrum on the MCPs with known line values [13]. Finally, we can also use the position of the Cooper minimum in the HHG spectrum of Argon as a reference energy (see Chapter 3).
Figure B.1: The transmission through a 0.2 μm thick aluminum filter as a function of photon energy.
B.2 Intensity calibration of fundamental beam

The intensity calibration of the fundamental beam was typically achieved by monitoring the cutoff harmonics from Argon and validated by measuring its saturation intensity using a fast ionization gauge. The ion yield measured by the fast ionization gauge as a function of laser pulse energy is plotted in a semi-log plot as seen in Fig. B.2. We extrapolate the linear portion of the ion signal curve to zero which defines the saturation energy and we then compare with the calculated ion yield using the ADK model to give the saturation intensity \[96\].

![Figure B.2: The extrapolation of the saturation intensity from a semi-log plot of Argon ion signal as a function of fundamental pulse energy.](image)
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