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Abstract. In recent years, the problem of acquiring omnidirectional stereoscopic imagery of dynamic scenes has gained commercial interest, and consequently, new techniques have been proposed to address this problem. The goal of many of these new panoramic methods is to provide practical solutions for acquiring real-time omnidirectional stereoscopic imagery for human viewing. However, there are problems related to mosaicking partially overlapped stereoscopic snapshots of the scene that need to be addressed. Among these issues are the conditions that provide a consistent depth illusion over the whole scene and the appearance of undesired vertical disparities. We develop an acquisition model capable of describing a variety of omnistereoscopic imaging systems and suitable to study the design constraints of these systems. Based on this acquisition model, we compare different acquisition approaches based on mosaicking partial stereoscopic views of the scene in terms of their depth continuity constraints and the appearance of vertical disparities. This work complements and extends our previous work in omnistereoscopic imaging systems by proposing a mathematical framework to contrast different acquisition strategies to create stereoscopic panoramas using a small number of stereoscopic images. ©2014 SPIE and IS&T [DOI: 10.1117/1.JEI.23.1.011004]
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1 Introduction

The problem of acquiring stereoscopic panoramas of dynamic scenes has gained relevance in recent years and, consequently, new acquisition methods have been proposed.1 The goal of many of these novel panoramic methods is to acquire stereoscopic panoramas of real-world scenes and to render stereoscopic views suitable for human viewing.2-4 In particular, methods based on the acquisition of partially overlapped stereoscopic snapshots of the scene are the most attractive for real-time omnistereoscopic capture.5,6 However, there is a need to rigorously model these acquisition techniques in order to provide useful design constraints for the corresponding omnidirectional stereoscopic systems.

This paper is about the limitations of omnistereoscopic systems based on acquiring partially overlapped stereoscopic views of the scene from two distinct and coplanar viewpoints with horizontal parallax. In particular, we study the mosaicking problem that has become relevant due to recent developments in stereoscopic panoramic video.6,7 However, this paper does not address the problems related specifically to panoramic video.

An important problem often ignored in omnistereoscopic acquisition techniques is the continuity in the illusion of depth perceived over all gazing directions. This problem is relevant for omnistereoscopic systems based on acquiring partially overlapping stereoscopic snapshots of the scene to be mosaicked into a complete stereoscopic panorama.4,5,7,8 One important parameter used to contrast different acquisition techniques is the minimum distance to the scene to provide a continuous illusion of depth in any gazing direction.

Another important problem is to characterize the vertical disparities that cause ghosting and visual discomfort at the stitching boundaries between mosaics. In our simulations, we studied the effect of the field of view (FOV) of the lenses, and the pixel size and dimension of the sensor in the design of the system.

In order to study these parameters, we propose a general acquisition model to describe a variety of multiple camera systems and acquisition techniques.1 Our model is based on a pair of pin-hole cameras with horizontal parallax. By changing the spatial location of the respective projection centers and the panning direction of the stereoscopic pair, this model describes a large variety of omnistereoscopic imaging systems with a horizontal baseline.

First, we detail the general acquisition model. Then, we derive from this generic model four acquisition configurations that describe a variety of omnistereoscopic cameras suitable to produce horizontal stereo for human viewing.1 Finally, we apply this acquisition model to obtain expressions for the horizontal and vertical disparities observed when mosaicking stereoscopic snapshots of the scene. We obtain the parameters of interest for each configuration using a ray tracing approach. From these simulations, we extract conclusions that can be used in the design of omnistereoscopic cameras for the acquisition of dynamic scenes.

One of the contributions of this paper is to provide a tractable method for analyzing multiple camera configurations intended for omnistereoscopic imaging. Furthermore, we provide methods to study the acquisition constraints necessary to attain a continuous depth perception in all gazing directions in azimuth. Another relevant contribution is to
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provide a mathematical model for the vertical disparities that would affect the mosaicking process in each configuration. This work complements and extends our previous work in stereoscopic panoramas acquisition by proposing a mathematical framework to contrast different omnistereoscopic acquisition strategies.

2 Omnistereoscopic Acquisition Model

The general acquisition model is composed of two pin-hole cameras separated by a baseline distance \( b \) with respect to a global reference of coordinates in three-dimensional (3-D) space as illustrated in Fig. 1. This model is used to derive four camera configurations, which can be distinguished by the relative location of the stereoscopic pair of cameras with respect to the reference center. In this paper, we refer to these four spatial variations of the acquisition model as configurations, and we assign them numbers from one to four.

Although this model consists of one pair of cameras, it can model complex multiple camera configurations as well as a single stereoscopic camera rig rotated at different azimuth angles. In the paper, we review a large variety of acquisition methods and provide a mathematical model for the vertical disparities that can model complex multiple camera configurations as well as a single stereoscopic camera rig rotated at different azimuth angles. In the paper, we review a large variety of acquisition methods and provide a mathematical model for the vertical disparities that can model complex multiple camera configurations as well as a single stereoscopic camera rig rotated at different azimuth angles.

The location and orientation of this stereoscopic camera pair in the 3-D space is restricted by the need to capture two snapshots of the same scene from two viewpoints with horizontal parallax. One constraint is that all the possible locations for this pair of pin-hole cameras are restricted to the horizontal \( \text{XZ} \)-plane, which is used as the reference horizontal plane. Another constraint is that the optical axes of the stereoscopic pair of pin-hole cameras are parallel and lie on the \( \text{XZ} \)-plane. A consequence of these constraints is that the orientation (panning angle) of each virtual stereoscopic rig is described by a pitch rotation around the \( \text{Y} \) axis. The reference point \( \mathbf{O} \) is used to describe the panning direction of the stereoscopic rig. Hence, the locations of the projection centers of each camera can be described by a Euclidean translation in the \( \text{XZ} \)-plane.

2.1 Acquisition Model: Configurations

The first configuration of the acquisition model we introduce is the central stereoscopic rig (configuration 1), which is illustrated in Fig. 2(a). This configuration models the sampling of the scene by means of a rotating stereoscopic camera, which captures partial snapshots at regular angular intervals in azimuth. This method has been the first technique to create omnistereoscopic images with horizontal parallax. This camera configuration consists of two cameras with co-planar projection centers, which are separated by a baseline \( b \). The stereoscopic camera rotation is around the \( \text{Y} \) axis exclusively (pitch rotation). This configuration describes acquisition methods that have been widely used over the last decade, whether using planar or line sensors for sequential acquisition. This configuration also models a widely used technique based on rotating an off-centered camera at regular angles \( \theta_i \), where \( i \in \{0, \ldots, N-1\} \) and \( N \) is usually large, producing a set of overlapped stereoscopic images of the scene. Although simple in its conception, configuration 1 cannot be used in a parallel acquisition configuration due to self-occlusion between cameras; hence it can only represent sequential omnistereoscopic acquisition.

The lateral stereoscopic rig (configuration 2) is shown in Fig. 2(b). This configuration models the sequential acquisition of partial images of the scene by rotating the stereoscopic camera at regular intervals \( \theta_i \), where \( i \in \{0, \ldots, N-1\} \). The main difference with configuration 1 is that the pitch rotation is defined around the nodal point of one of the cameras, i.e., making the rotation axis to coincide with the projection center of the left or right camera. In this approach, a singular viewpoint panorama is produced by mosaicking the images acquired by the central camera, while a second image with horizontal parallax for each \( \theta_i \) is acquired by the lateral camera. The lateral camera (stereoscopic counterpart) describes a circle of radius equal to the stereo baseline \( b \). Similar to configuration 1, this configuration cannot be used for the simultaneous acquisition of the whole scene due to self-occlusion of the central camera.

The lateral-radial stereoscopic rig (configuration 3) is shown in Fig. 2(c). This configuration models a stereoscopic camera rotated off-center, where one camera is radially displaced from the rotation axis in \( \mathbf{O} \) by a distance \( ||r_r|| \), and the second camera is laterally displaced \( b \) perpendicularly with respect to the direction of \( ||r_r|| \). This arrangement enables the capture of a second snapshot of the scene with horizontal parallax for each sampling angle \( \theta_i \). This configuration...
can be derived from configuration 2 by radially displacing the stereoscopic camera a distance \(|r_c|\) away from the central camera nodal point. This configuration can be used to model a multi-sensor arrangement since the self-occlusion of the central camera can be avoided.

The off-centered stereoscopic rig (configuration 4) is a stereoscopic camera located at a radial distance \(|r_c|\) from the geometrical center \(O\) as depicted in Fig. 2(d). This configuration can be derived from configuration 1 by locating the pitch axis \(O\) a distance \(|r_c|\) behind the stereoscopic camera midpoint. This configuration models the case where multiple stereoscopic rigs, radially located with respect to the pitch center \(O\), are used to acquire partially overlapped snapshots of the whole scene.\(^2\,\!\!^2\,\!\!^3\,\!\!^2\,\!\!^4\,\!\!^2\,\!\!^6\,\!\!^8\,\!\!^2\,\!\!^4\,\!\!^5\,\!\!^9\,\!\!^2\,\!\!^4\) In one approach, the successive images acquired by left and right cameras can be mosaicked to create left and right eye panoramas: \((I_L, I_R)\).\(^2\,\!\!^2\,\!\!^6\,\!\!^9\)

2.2 Practical Acquisition Approach

Acquiring the scene column-wise using line cameras\(^2\,\!\!^1\) or through extracting narrow image columns by back-projecting two distinct viewpoints\(^2\,\!\!^2\,\!\!^3\,\!\!^2\,\!\!^6\,\!\!^8\,\!\!^2\,\!\!^4\,\!\!^5\,\!\!^9\,\!\!^2\,\!\!^4\,\!\!^10\) can produce stereoscopic panoramas for human viewing. However, their main downfall is their sequential characteristic, which limits them to static scenes. The stereoscopic images rendered by directly mosaicking multiple columns with horizontal parallax are correct only in a limited region of interest,\(^2\,\!\!^2\,\!\!^3\,\!\!^2\,\!\!^6\,\!\!^8\,\!\!^2\,\!\!^4\,\!\!^5\,\!\!^9\,\!\!^2\,\!\!^4\,\!\!^11\) which is located at the center of the image, no matter the gazing direction. This is acceptable since the peripheral vision is not used by the mechanisms of stereo fusion, but adaptation to different display technologies is necessary.

An attractive alternative is to capture a limited number of stereoscopic snapshots of the scene and mosaic them,\(^1\,\!\!^2\,\!\!^6\,\!\!^8\,\!\!^2\,\!\!^4\,\!\!^5\,\!\!^9\,\!\!^2\,\!\!^4\,\!\!^12\,\!\!^13\,\!\!^14\,\!\!^15\,\!\!^16\) e.g., five to eight stereo images will be enough to cover the whole scene in azimuth. Partially overlapped snapshots can be acquired sequentially or simultaneously. The latter opens the possibility to acquire omnistereoscopic images and videos for dynamic scenes, bypassing the limitations of line sequential techniques. Mosaicking can produce a continuous and consistent binocular illusion of depth in all gazing directions around the sampling point. However, to achieve this ideal illusion of depth, the camera system has to be carefully designed.

2.3 Model

A projective pin-hole camera is a simple yet powerful approach to model each configuration of the acquisition model presented in the previous section. The location of each projection center can be specified for a singular stereoscopic camera rotating around a common vertical axis (configurations 1 and 2) and for multiple stereoscopic pairs with a common symmetry axis (configurations 3 and 4).

In this paper, we use the subindex \(j\) \((j \in \{L, R\})\) to refer to the left (\(L\)) or right (\(R\)) cameras in a stereoscopic camera pair. The subindex \(i\) refers to one of \(N\) consecutive gazing directions in azimuth \((i \in \{0, \ldots, N - 1\})\) defined as

\[
\theta_i = \frac{i \cdot 360 \text{ deg}}{N}.
\]

It follows that \(\theta_N = \theta_0\). In summary, the subindex \((j, i)\) indicates the camera \(j\) \((j \in \{L, R\})\) from a stereoscopic pair of cameras, which is oriented at \(\theta_i\) in azimuth \((i \in \{0, \ldots, N - 1\})\) with respect to the global reference of coordinates.

Note that each of the four configurations presented in Fig. 2 can be modeled by a set of single stereoscopic rigs with different gazing directions or by a singular stereoscopic camera sequentially rotated at different \(\theta_i\) angles. Using this abstraction, all configurations can be described as a single stereoscopic after defining the spatial location of left and right cameras and the set of all possible gazing directions for such a virtual stereoscopic camera.

2.3.1 World and camera frame of coordinates

The reference world frame of coordinates is referred as \(XYZ\) and its spatial location differs for each configuration. A point in the scene is written as \(P_w = (X_w, Y_w, Z_w)^T\), where \(X_w\), \(Y_w\), and \(Z_w\) are scalar numbers.

Each camera has its own local frame of coordinates, which we refer as \(X_{ji}, Y_{ji}, Z_{ji}\). Similar to the world reference of coordinates, a point in the camera coordinates frame is denoted as \(P_i = (X_{ji}, Y_{ji}, Z_{ji})^T\). The global (reference) and local (camera) coordinate frames are illustrated in Fig. 1 for configuration 1.

2.3.2 Cameras and stereoscopic rigs

In our acquisition model, we identify each camera with the notation \(\Omega_{ji}\), where \(j \in \{L, R\}\) and \(i \in \{0, \ldots, N - 1\}\). A camera \(\Omega_{ji}\) has a projective center, which we refer to using its spatial location \(O_{ji}\). The individual cameras are grouped in stereoscopic camera pairs \((\Omega_{L, ji}, \Omega_{R, ji})\), where \(i \in \{0, \ldots, N - 1\}\) defines its orientation angle in azimuth according to Eq. (1) as illustrated in Fig. 2 for each configuration.

The distinction between left and right does not necessarily correspond to the relative spatial location of each camera in world coordinates, but it is used here to distinguish each camera in a stereoscopic pair. In order to eliminate ambiguities, we label the cameras according to their position in the reference of coordinates \(XYZ\) when \(\theta_i = 0\) deg, e.g., when the baseline vector \(b\) is parallel to \(X\). Using this convention, the camera \(\Omega_{L, ji}\) is the one whose projection center \(O_{L, ji}\) is centered at \(X \leq 0\), and conversely, the right camera, referred as \(\Omega_{R, ji}\), is the one whose projection center \(O_{R, ji}\) is centered at \(X > 0\). This labeling scheme is exemplified in Fig. 1. After labeling them for \(\theta_0\), each camera retains its left or right for all \(\theta_i\) in the acquisition sequence.

2.3.3 Location and orientation of each camera

Two planes are defined by \(X_{ji}, Z_{ji}\) in a stereoscopic camera with orientation \(\theta_i\). These two planes are coincident with the \(XZ\)-plane. Hence, all projection centers \(O_{ji}\) are located on the same reference plane.

The camera frame and its projection center are co-located. The \(Y_{ji}\)-axes are parallel to the \(Y\) axis. The optical axis of camera \(\Omega_{ji}\) is aligned with the corresponding \(Z_{ji}\) axis. Furthermore, each \(Z_{ji}\) axis is perpendicular to the vector \(b = O_{L, ji} - O_{R, ji}\), which is defined by each stereoscopic camera. Therefore, the optical axes of each camera pair are parallel. Finally, the image plane is parallel to \(XY\)-plane and it is located at \(Z_{ji} = f\) as shown in Fig. 1.
2.3.4 Stereoscopic image pairs

A stereoscopic pair of images is denoted \(\text{im}_{L,i}, \text{im}_{R,i}\), where \(\text{im}_{L,i}\) and \(\text{im}_{R,i}\) are images, respectively, acquired by a stereoscopic camera \((\Omega_{L,i}, \Omega_{R,i})\), whose orientation is \(\theta_i\) with respect to the global reference.

The two-dimensional (2-D) reference of coordinates in each image is located at the symmetry center of each image as shown in Fig. 1. A coordinate point on each image plane is denoted \(p_{j,i} = (x_{j,i}, y_{j,i})\), where the subindex \((j,i)\) has the meaning given in Sec. 2.3. The image window is a rectangular subregion of the image plane, whose center intersects the camera optical axis \(Z_{j,i}\) and whose area is defined by its horizontal width \((W_b)\) and its aspect ratio \((a_r)\).

2.3.5 Acquisition and rendering

The omnistereoscopic strategy is based on acquiring \(N\) partially overlapped stereoscopic images. The set of stereoscopic snapshots can be acquired by rotating a single stereoscopic camera in increments of \(\Delta_\theta\) degrees in azimuth (configurations 1 and 2), or by acquiring all the snapshots simultaneously by using multiple stereoscopic cameras (configurations 3 and 4).

The subset of images \(\text{im}_{L,i}\) acquired by camera \(\Omega_{L,i}\) is mosaicked to render a left-eye view of the scene \(I_L\). The same is done with the set of images \(\text{im}_{R,i}\) acquired by camera \(\Omega_{R,i}\) to generate the right-eye view \(I_R\). The pair of panoramas \((I_L, I_R)\) defines an omnistereoscopic image \(I_s\).

2.3.6 Stitching and blending

Each image \(\text{im}_{j,i}\) will be aligned and stitched with the previous \(\text{im}_{j,i-1}\) and the next image \(\text{im}_{j,i+1}\) in the sequence. The aligning and stitching is done at \(\pm x_b\) from the center in the horizontal dimension as shown in Fig. 3(a).

The camera FOV \((\Delta)\) is defined as the angle of view in the main diagonal of the image window. In our acquisition model, we use the camera FOV in the horizontal dimension \((\Delta_x)\) since it is better suited to our analysis.

The region of each image defined for \(x_{j,i} \in [-x_b, x_b]\) used in the mosaicking is a fraction of the image width \((aW_b)\) as illustrated in Fig. 3. The parameter \(a\) is given by

\[
a = \frac{2f}{W_h} \tan \left(\frac{\Delta_\theta}{2}\right),
\]

where \(\Delta_\theta\) is the sampling angle in azimuth, which is defined as

\[
\Delta_\theta = \frac{360\ \text{deg}}{N}.
\]

Note that \(\Delta_\theta < \Delta_\alpha\) given the partial overlapping requirement between stereoscopic samples \(i\) and \(i+1\).

In each image, the stitching point is symmetrically located a distance \(x_b\) with respect to the image center in the horizontal dimension. The distance \(x_b\) is given by

\[
x_b = f \tan \left(\frac{\Delta_\theta}{2}\right),
\]

where \(f\) is the focal length of the camera, which is defined as

\[
f = \frac{W_h}{2 \tan \left(\frac{\Delta_\theta}{2}\right)}.
\]

The stitching positions \(x_{j,i} = \pm x_b\) are in the horizontal middle of the overlapping regions for any \(\Delta_\alpha\) and \(\Delta_\theta\). The geometric depiction of these magnitudes is presented in Fig. 3(b).

2.3.7 Overlapping regions

The overlapping regions between any two neighbor images in a set can be defined by the image regions where the same scene is simultaneously projected in both images. In our acquisition model, two overlapping regions can be defined in any image. These regions are located in

\[
-W_b/2 \leq x_{j,i} \leq -x_b + W_b/2,
\]

\[
2x_b - W_h/2 \leq x_{j,i} \leq W_h/2.
\]

The overlapping regions spread \(W_h - 2x_b\) from each horizontal edge of the image toward its center. However, not all this region is used for blending: only a region defined by few pixels width around \(x_b\) is used.

2.3.8 Blending regions

The horizontal stitching coordinate may be different from a fixed \(x_b\) when using any optimal cut algorithm.\textsuperscript{25,26} For instance, in a recently proposed method based on using graph cuts to find the optimal stitching position,\textsuperscript{27} the authors claim to produce consistent mosaics of stereoscopic images. Their method is based on minimizing an energy function specifically designed to account for the depth continuity followed by a warping transformation to smooth disparity transitions between mosaics. Consequently, depending on the stitching technique used, \(x_b\) provides a reference for the stitching position search. The actual stitching position can be a point \(p_s = (x_s, y_s)\), where \(x_s\) has different values for each image row.

However, we use a constant stitching coordinate \(x_b\) and a blending region of size \(\Delta_\beta\) around the stitching coordinate. In other words, the blending region is defined by \(x_{j,i} \in [x_b - (\Delta_\beta/2), x_b + (\Delta_\beta/2)]\), for all image rows \(y_{j,i}\). This is sufficient to model the design parameters for the different configurations.

---

Fig. 3 The parameters for each image: (a) the frame of coordinates location on the image plane and (b) the field-of-view parameters and their relationship with \(f\) and \(W_h\).
2.4 From Global to Camera Coordinates

The transformation to represent a point $P_W$ in each camera frame of coordinates can be defined as

$$P_{j,i} = R_i \cdot (P_W - T_{ji}),$$  \hspace{1cm} (8)$$

where $R_i$ is the rotation matrix defined by $\theta_i$, and $T_{ji}$ defines the location of $O_{ji}$ in the global frame.

The rotation matrix is defined by

$$R_i = \begin{pmatrix}
\cos \theta_i & 0 & -\sin \theta_i \\
0 & 1 & 0 \\
\sin \theta_i & 0 & \cos \theta_i
\end{pmatrix},$$  \hspace{1cm} (9)$$

where $\beta$ defines

The generic notations to refer to the translation vectors are

$$T_{L,i} = (t_{L,1}, t_{L,2}, t_{L,3})^T,$$  \hspace{1cm} (10)$$

$$T_{R,i} = (t_{R,1}, t_{R,2}, t_{R,3})^T,$$  \hspace{1cm} (11)$$

where $t_{j,k}$, for $j \in \{L, R\}$ and $k \in \{1, 2, 3\}$, are the translation components in the global frame of coordinates for $O_{ji}$. The translation vectors for each configuration are defined in Secs. 2.4.1 to 2.4.4.

2.4.1 Configuration 1

$$T_{L,i} = \left(\frac{b}{2} \cos \theta_i, 0, -\frac{b}{2} \sin \theta_i\right)^T,$$  \hspace{1cm} (12)$$

$$T_{R,i} = \left(\frac{b}{2} \cos \theta_i, 0, \frac{b}{2} \sin \theta_i\right)^T,$$  \hspace{1cm} (13)$$

where $b = \|b\|$. This is shown in Fig. 4(a).

2.4.2 Configuration 2

$$T_{L,i} = (0, 0, 0)^T,$$  \hspace{1cm} (14)$$

$$T_{R,i} = \left(b \cos \theta_i, 0, b \sin \theta_i\right)^T.$$  \hspace{1cm} (15)$$

This is shown in Fig. 4(b).

2.4.3 Configuration 3

$$T_{L,i} = (-\|r_o\| \sin \theta_i, 0, \|r_c\| \cos \theta_i)^T,$$  \hspace{1cm} (16)$$

$$T_{R,i} = (\|r_o\| \cos \beta_i, 0, \|r_o\| \sin \beta_i, 0)^T,$$  \hspace{1cm} (17)$$

where $\beta_i = \arctan \left(\frac{\|r_c\|}{\|r_o\|}\right) + \theta_i$ and $\|r_o\| = \sqrt{\|r_c\|^2 + b^2}$. This is shown in Fig. 4(c).

2.4.4 Configuration 4

$$T_{L,i} = (-\|r_o\| \sin \beta_i, 0, \|r_o\| \cos \beta_i)^T,$$  \hspace{1cm} (18)$$

$$T_{R,i} = (\|r_o\| \sin \alpha_i, 0, \|r_o\| \cos \alpha_i)^T,$$  \hspace{1cm} (19)$$

where $\alpha_i = \arctan \left(\frac{b}{\|r_c\|}\right) - \theta_i$. This is shown in Fig. 4(d).

Alternatively, the transformation of coordinates in Eq. (8) can be written as

$$P_{j,i} = R_i \cdot P_W - T_j,$$  \hspace{1cm} (20)$$

where

$$T_j = R_j \cdot T_{ji}.$$  \hspace{1cm} (21)$$

Here $T_j$ is the camera translation with respect to $O$ of the left or right camera frame of coordinates. By this formulation, $T_R = T_L + (b, 0, 0)^T$ for all configurations.

2.5 Projecting the Scene on Each Camera

The perspective transformation to map a scene point $P_W$ into the frame of coordinates of each camera $\Omega_{j,i}$ was defined by Eq. (8). Furthermore, any point $P_W$ in the FOV of both cameras of a stereoscopic camera can be projected into each image as a point with coordinates $p_{ji} = (x_{ji}, y_{ji})^T$. The 2-D image coordinates in each image are given by the projective equations

$$x_{ji} = -\frac{R_{1,i}(P_W - T_{ji})}{R_{3,i}(P_W - T_{ji})},$$  \hspace{1cm} (22)$$

$$y_{ji} = -\frac{R_{2,i}(P_W - T_{ji})}{R_{3,i}(P_W - T_{ji})},$$  \hspace{1cm} (23)$$
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where \( \mathbf{R}_{k;i} \) for \( k \in \{1, 2, 3\} \) is a row vector formed by the \( k \)’th row of \( \mathbf{R}_i \). Without losing generality, we assume zero bias in image center and a unit pixel size.

### 3 Acquisition Constraints

One important requirement arising in omnistereoscopic imaging is how to provide a continuous and consistent depth illusion in all directions. For instance, the acquisition of multiple stereoscopic snapshots of the scene for mosaicking will be correct only at the center of each mosaic, which coincides with the \( \theta_i \) orientation of the stereoscopic camera at the moment of acquisition. The reproduced stereoscopic view in any intermediate gazing directions between \( \theta_i \) and \( \theta_{i+1} \) is subject to distortion.\(^5,23\)

#### 3.1 Omnistereoscopic FOV

The FOV of a single camera \( \Omega_{i,j} \) is defined by all possible rays of light that pass through the projection center \( \mathbf{O}_{i,j} \) which simultaneously intersect its image window (Sec. 2.3.4). The FOV defines the region of space in front of camera that can be acquired. This definition is valid for the geometric approach used here. However, the minimum distance to the scene can be several times \( f \) in front of the camera using real lenses. In Fig. 5, we present the different visibility scenarios using various locations in the \( \mathbf{XZ} \)-plane. The point \( \mathbf{P}_i \) in this example is in the FOV of camera \( \Omega_{R,i} \) only.

Also in Fig. 5, the point \( \mathbf{P}_2 \) is in the stereoscopic FOV of the stereoscopic camera \( (\Omega_{L,i}, \Omega_{R,i}) \). This stereoscopic FOV is defined by the intersection of the FOVs of each camera in the stereoscopic pair. The same point \( \mathbf{P}_2 \) is in the FOV of camera \( \Omega_{R,i+1} \), but not in the stereoscopic FOV of \( (\Omega_{L,i+1}, \Omega_{R,i+1}) \). Conversely, a third point \( \mathbf{P}_3 \), which is at the same distance from \( O \) as point \( \mathbf{P}_2 \), is located in the stereoscopic FOV of \( (\Omega_{L,i+1}, \Omega_{R,i+1}) \), but is not in the stereoscopic FOV of \( (\Omega_{L,i}, \Omega_{R,i}) \).

The distance from the camera that marks the intersection of the stereoscopic FOV of two neighbor stereoscopic cameras (\( i \) and \( i+1 \)) defines the stereoscopic FOV of the panoramic camera. Any point in the scene at this distance from the omnistereoscopic camera can potentially be imaged in \( \mathbf{R}_g \). In this example, \( \mathbf{P}_3 \) belongs to the intersection of two neighbor stereoscopic FOVs, which defines the overlapping region in space. A point in this overlapping region will be imaged simultaneously by cameras \( (\Omega_{L,i}, \Omega_{R,i}) \) and \( (\Omega_{L,i+1}, \Omega_{R,i+1}) \). Any point in the overlapping region can be used for stitching neighbor stereoscopic images.

The stereoscopic FOV of the panoramic camera does not define the minimum distance between the omnistereoscopic camera and the scene. In some configurations, a point in the overlapping of stereoscopic FOVs may be registered with different horizontal disparities in neighbor stereoscopic samples. This is especially true in configurations with asymmetrical camera locations with respect to the virtual rotation axis, such as configurations 2 and 3. This affects the perceived depth illusion after mosaicking the partial images.

However, a continuous depth illusion can be maintained as long as the difference between horizontal disparities is below the human threshold for depth perception around the stitching position. The perceived depth is directly related to the horizontal disparities in each stereoscopic sample. Since the difference between the horizontal disparities of the same scene in different samples decreases with the distance between the camera and the scene, there is a minimum tolerable distance for each configuration after which a difference in the registered depth is below the human perceptual threshold.

Hence, we define the omnistereoscopic FOV as the spherical surface centered at \( O \), with a radius \( r_{min} \), that marks the minimum distance from the omnistereoscopic camera after which a perceptually continuous depth illusion around the acquisition point can be reproduced. Any point \( \mathbf{P}_W \) located at a distance \( ||\mathbf{P}_W|| \geq r_{min} \) can be imaged by either two or four cameras, maintaining a consistent illusion of depth between stereoscopic samples. The stereoscopic FOV of the panoramic camera and the omnistereoscopic FOV are shown in Fig. 5.

#### 3.2 Disparities

A point in the scene \( \mathbf{P}_W \) is projected by the stereoscopic camera \( (\Omega_{L,i}, \Omega_{R,i}) \) into the image coordinates \( \mathbf{P}_{L,i} = (x_{L,i}, y_{L,i})^T \) and \( \mathbf{P}_{R,i} = (x_{R,i}, y_{R,i})^T \) in \( \mathbf{im}_{L,i} \) and \( \mathbf{im}_{R,i} \), respectively. In this context, we define the horizontal \((dh_i)\) and vertical \((dv_i)\) disparities for the stereoscopic image pair \( i \) as

\[
\begin{align*}
\delta h_i &= x_{R,i} - x_{L,i}, \\
\delta v_i &= y_{R,i} - y_{L,i}.
\end{align*}
\]

#### 3.3 Horizontal Disparity Equations

The coordinates of point in the scene \( \mathbf{P}_W \) after applying the projective transformation defined in Eqs. (22) and (23) are

\[
\begin{align*}
x_{L,i} &= -f \frac{\cos \theta_i (X_w - t_{L,i}) + \sin \theta_i (Z_w - t_{L,i})}{-\sin \theta_i (X_w - t_{L,i}) + \cos \theta_i (Z_w - t_{L,i})} \\
&= -f \frac{X_{L,i}}{Z_{L,i}}, \\
x_{R,i} &= -f \frac{\cos \theta_i (X_w - t_{R,i}) + \sin \theta_i (Z_w - t_{R,i})}{-\sin \theta_i (X_w - t_{R,i}) + \cos \theta_i (Z_w - t_{R,i})} \\
&= -f \frac{X_{R,i}}{Z_{R,i}},
\end{align*}
\]

where \( (X_{j,i}, Y_{j,i}, Z_{j,i})^T \) are the coordinates of a point \( \mathbf{P}_W \) in each camera frame, and \( t_{j,k} \) \((k \in \{1, 2, 3\})\) are components of the translation vectors defined in Eqs. (10) to (19).
The image plane coordinates \((x_{L,i} \text{ and } x_{R,i})\) can be used to expand \(dh_i\) and \(dh_{i+1}\) [Eq. (24)] as

\[
dh_i = -f \left( \frac{X_{R,i}Z_{L,i} - X_{L,i}Z_{R,i}}{Z_{R,i}Z_{L,i}} \right),
\]

\[
dh_{i+1} = -f \left( \frac{X_{R,i+1}Z_{L,i+1} - X_{L,i+1}Z_{R,i+1}}{Z_{R,i+1}Z_{L,i+1}} \right).
\]

Note that since \(Z_{R,i} = Z_{L,i} = Z_i\) and \(X_{R,i} = X_{L,i} + b\) holds for all \(i\), the disparities in Eq. (28) can be simplified to

\[
dh_i = -f \left( \frac{1}{Z_i} \right),
\]

\[
dh_{i+1} = -f \left( \frac{1}{Z_{i+1}} \right).
\]

### 3.4 Horizontal Disparity Error

The difference in the depth estimation from the perspective of two neighbor stereoscopic samples is the parameter we define to study the depth continuity. This depth estimation is the distance of \(dhi\) in the \(Z\) axis when imaged by stereoscopic cameras at \(\theta_i\) and \(\theta_{i+1}\). Such depth estimation \((Z_i, Z_{i+1})\) is related to the horizontal disparities \((dh_i, dh_{i+1})\).

The mosaicking of overlapped stereoscopic images requires the registration and alignment of neighbor images. However, this prerequisite is independent of the calculation \((Z_i, Z_{i+1})\). Furthermore, warping the stereoscopic images onto a cylinder (or a topologically equivalent surface) centered at \(O\), the horizontal angular disparity defined over the curved surface has to be consistent with \(d_j\) and \(d_{i+1}\) to convey the same illusion of depth captured from each stereoscopic camera.

After warping the stereoscopic images onto a curved surface centered at \(O\), the angular disparity in azimuth direction defined by corresponding left and right projections of \(P_W\) over any display has to produce the same illusion of depth to the viewer than the originally captured stereoscopic images, which is determined by \(dh_i\) and \(dh_{i+1}\) in a planar image. Hence, consideration of the similarity between \(Z_i\) and \(Z_{i+1}\) for each acquisition configuration is a valid approach to study the depth continuity.

The horizontal disparity in the vicinity of the horizontal stitching coordinate \(x_{j,i} = \pm x_b\) should remain below a tolerable error. In order to quantize the difference between registered horizontal disparities in neighbor stereoscopic samples, we define the horizontal disparity error \((e_h)\) as

\[
e_h = |dh_{i+1} - dh_i|.
\]

The region of stitching and blending is critical since it is the region where the artifacts caused by the parallax between individual cameras will appear. It is also the most critical area in terms of defining the omnistereoscopic FOV. Hence, it is important to know what is the closest distance to the scene to guarantee the continuity of the horizontal disparity among mosaicked stereoscopic snapshots.

The closed form of \(e_h\) is

\[
e_h = f \left| \frac{X_{R,i+1}Z_{L,i} - X_{L,i+1}Z_{R,i+1}}{Z_{R,i+1}Z_{L,i+1}} - \frac{X_{R,i}Z_{L,i} - X_{L,i}Z_{R,i}}{Z_{R,i}Z_{L,i}} \right| = f b \left| \frac{1}{Z_{i+1}} - \frac{1}{Z_i} \right|.
\]

As defined, \(e_h\) is a function of \(P_W\) after being transformed into each camera frame of coordinates. Hence, in the analysis, we are using \(e_h(P_W)\) to express the dependency on the horizontal disparity error of the depth of the point in scene.

The depth of \(P_W\) can be written in terms of cameras \((\Omega_{L,0}, \Omega_{R,0})\) and \((\Omega_{L,\Delta}, \Omega_{R,\Delta})\) as follows:

\[
Z_i = Z_w - t_{R,3},
\]

\[
Z_{i+1} = -\sin \Delta \theta (X_w - t_{R,1}) + \cos \Delta \theta (Z_w - t_{R,3}),
\]

where \(t_{R,1}\) and \(t_{R,3}\) can be obtained from Eqs. (12) to (19) by replacing \(\theta_i\) by \(\Delta \theta\).

### 3.5 Depth Resolution

The threshold for \(e_h\) is a distance \(\varepsilon\), which is related to the depth resolution among humans. The threshold \(\varepsilon\) defines the tolerable horizontal difference between horizontal disparities of the same point \(P_W\) projected in two consecutively acquired stereoscopic images. Each configuration must satisfy

\[
\varepsilon \leq \varepsilon_h = \frac{Z^2 \delta \theta}{d_e},
\]

where \(\delta \theta\) is the vergence acuity in humans, \(d_e\) (20 arcsec) is the average interocular distance in adults (65 mm), and \(Z_e\) is the distance from the reference system defined on the stereoscopic camera. A diagram that helps to understand these parameters is shown in Fig. 6(a).

The depth resolution \((dZ_e)\) of a stereoscopic camera can be approximated by

\[
dZ_e = \frac{Z^2 \varepsilon}{f b}.
\]

In Fig. 6(b), we present an illustration that helps understand \(dZ_e\).

The goal is to have \(dZ_e \leq dZ_h\) for a camera to surpass or equal the human depth resolution. The largest threshold is defined by \(dZ_e = dZ_h\); hence, from Eqs. (37) and (38), the disparity threshold is...
\[ \varepsilon = f b \frac{\delta_0}{d_e} \]  

(39)

The larger the product \( f b \), the larger the horizontal disparity threshold. The latter expression can be written as

\[ \varepsilon = \left( \frac{W_i b}{2 \tan \frac{\Delta}{2}} \right) \frac{\delta_0}{d_e} \]  

(40)

The depth accuracy of human vision leads to a very stringent restriction for a stereoscopic camera system. As an example, the sensor width of Nikon 800D is \( W_i = 35.8 \times 10^{-3} \text{ m} \), which requires a horizontal disparity resolution of \( \varepsilon = 0.19 \mu \text{m} \) in order to be comparable with the human depth resolution. However, the pixel size of this camera is 4.8 \( \mu \text{m} \), which is approximately 25 times larger than \( \varepsilon \). Hence, the achievable horizontal resolution of a stereoscopic camera using this sensor is well below the depth acuity of the human vision.

Consequently, in a practical scenario, the maximum horizontal resolution of the camera, e.g., one pixel width (\( s \)) defines the \( \varepsilon \) threshold. This threshold has been proven to be sufficient in our rendering experiments.\(^3,4\)

4 Minimum Distance to the Scene

The problem of finding the minimum distance to the scene (\( r_{\text{min}} \)) that defines the omnistereoscopic FOV requires us to find the points in the scene located in the intersection of stereoscopic FOVs of cameras (\( \Omega_{L,0}, \Omega_{R,0} \)) and (\( \Omega_{L,i+1}, \Omega_{R,i+1} \)), constrained to \( e_h \leq \varepsilon \). This is done for the neighborhood of the stitching coordinate as explained in Sec. 3.5.

This approach requires only two consecutively acquired stereoscopic images, e.g., the samples \( i = 0 \) (\( \theta_0 = 0 \text{ deg} \)) and \( i = 1 \) (\( \theta_1 = \Delta_0 \)). The search can be restricted to the \( \text{XZ} \)-plane for simplicity and without losing generality. Hence, we are going to assume that the point \( P_W \) is located on the \( \text{XZ} \)-plane. This is illustrated in Fig. 7.

First, we propose to define a ray between the point \( P_W \) and \( O_{R,0} \). This ray (\( L_{R,0} \)) intersects the image window of camera \( \Omega_{R,0} \) in the coordinates \( p_{0,0} = (-x_b, 0) \) as shown in Fig. 7. The ray \( L_{R,0} \) is modeled as

\[ L_{R,0} = a_0 + t_1(a_1 - a_0), \]  

(41)

where \( a_0 \) is the location of \( O_{R,0} \), \( a_1 \) is the intersection of the ray with the image window of camera \( \Omega_{R,0} \), both expressed in terms of the global reference frame \( \text{XYZ} \), and \( t_r \in \mathbb{R} \), where \( t_r \geq 1 \). The parameters for \( L_{R,i} \) are given in Table 1 for all configurations.

The points in the scene \( P_W \), which are in the line \( L_{R,0} \), are projected into the same coordinate point \( x_{R,0} = -x_b \) and therefore it is used as reference. The projections of \( P_W \) in the other three image planes are \( x_{L,0}, x_{R,1}, \) and \( x_{L,1} \), since \( y_{j,0} = y_{j,1} = 0 \). These projection points are used to calculate the horizontal disparities \( d_{h0} \) and \( d_{h1} \) and \( e_h \) for each point \( P_W \in L_{R,0} \).

The analysis starts by defining a point \( P_0 \in \rho L_{R,0} \) located inside the intersection between stereoscopic FOV of cameras (\( \Omega_{L,0}, \Omega_{R,0} \)) and (\( \Omega_{L,1}, \Omega_{R,1} \)), i.e., the stereoscopic FOV of the panoramic camera (Sec. 3.1). This can be granted by calculating the projection of \( P_0 \) in the other three image planes. This projection must satisfy \( x_{j,1} \in [-W_h/2, W_h/2] \).

If \( e_h(P_0) > \varepsilon \), then the points \( P_W \in L_{R,0} \), such that \( ||P_W|| > ||P_0|| \) must be evaluated. The point \( P_1 \in L_{R,0} \) that \( e_h(P_1) \leq \varepsilon \) defines the minimum distance for omnisteroscopic rendering as \( r_{\text{min}} = ||P_1|| \).

The error in the horizontal disparity \( e_h \) is a monotonically decreasing function of the distance between the scene and the camera (\( ||P_W|| \)). Therefore, the search for a point \( P_W \in L_{R,0} \), such that \( ||P_W|| > ||P_0|| \) will converge to \( r_{\text{min}} \).

Any point in the scene whose distance from the camera is larger than \( r_{\text{min}} \) will be projected in both stereoscopic

<table>
<thead>
<tr>
<th>Configuration</th>
<th>( a_0 )</th>
<th>( a_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(( b/2, 0, 0 ))</td>
<td>(-( x_b + b/2, 0, f ))</td>
</tr>
<tr>
<td>2</td>
<td>(( b, 0, 0 ))</td>
<td>(-( x_b + b, 0, f ))</td>
</tr>
<tr>
<td>3</td>
<td>(( b, 0,</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(( b/2, 0,</td>
<td></td>
</tr>
</tbody>
</table>
cameras with an error in the horizontal disparity below the perceptual threshold.

This approach to calculate \( r_{\text{min}} \), which defines the omnistereoscopic FOV, can be applied to all the acquisition models.

A comparison between acquisition models in terms of the achievable minimum distance to the scene for a consistent depth rendition is presented in Sec. 6.

5 Vertical Disparities
There are two situations where vertical disparities need to be modeled: the first involves the vertical disparities that appear within stereoscopic images \((\text{im}_{L,i}, \text{im}_{R,i})\), and the other case involves the vertical disparities between left and right images to be stitched \((\text{im}_{L,i}, \text{im}_{L,i+1})\) and \((\text{im}_{R,i}, \text{im}_{R,i+1})\).

The vertical disparities within stereoscopic samples are negligible unless there are misalignments between stereoscopic pairs of cameras, e.g., when the optical axes of the cameras are not parallel. Even in that case, the vertical disparities can be eliminated using stereoscopic registration techniques.

The vertical disparities between consecutive samples appear within the overlapping regions between neighbor images because of the parallax between contiguous cameras. These disparities may lead to image artifacts, such as ghosting after mosaicking, if not corrected. The amount and variation of these vertical disparities varies with the gazing angle \((\phi)\) in elevation.

5.1 Vertical Disparity Equations
The coordinates of a point \( \mathbf{P}_W \) after applying the projective transformation defined in Eqs. (22) and (23) are

\[
y_{L,i} = -f \frac{Y_w}{\sin \theta_i (X_w - t_{L1})} + \cos \theta_i (Z_w - t_{L3})
= -f \frac{Y_{L,i}}{Z_{L,i}}, \quad (42)
\]

\[
y_{R,i} = -f \frac{Y_w}{\sin \theta_i (X_w - t_{R1})} + \cos \theta_i (Z_w - t_{R3})
= -f \frac{Y_{R,i}}{Z_{R,i}}, \quad (43)
\]

where \((X_{j,i}, Y_{j,i}, Z_{j,i})^T\) are the coordinates of a point \( \mathbf{P}_W \) in each camera frame and \( t_k \) \((k \in \{1, 2, 3\})\) are components of the translation vectors defined in Eqs. (10) to (19). Since the \( XZ\)-plane contains all the projection centers and optical axes, we can say that \( Y_{j,i} = Y_w \) for all the cameras [Eqs. (42) and (43)].

The vertical disparity expression within stereoscopic images \((\text{im}_{L,i}, \text{im}_{R,i})\) is given by

\[
d_{v_{ij}} = y_{R,i} - y_{L,i} = -f Y_w \frac{(Z_{L,i} - Z_{R,i})}{Z_{R,i}Z_{L,i}}. \quad (44)
\]

5.2 Vertical Disparities Outside the Overlapping Region
Any point \( \mathbf{P}_W \) in the stereoscopic FOV of \((\text{im}_{L,i}, \text{im}_{R,i})\) will have projections \( Z_{L,i} = Z_{R,i} \). Therefore, \( d_{v_{ij}} = 0 \) for all \( Y_w \) [Eq. (44)]. This is valid outside the overlapping regions of every stereoscopic image to mosaic (Sec. 2.3.7).

In a real scenario, cameras will exhibit slight variations from the ideal case, e.g., the optical axes will not be perfectly parallel and their projection center might not lie on the reference plane. Hence, \( Z_{L,i} \neq Z_{R,i} \) and \( d_{v_{ij}} \neq 0 \) for \( Y_w \neq 0 \). In these cases, pairwise camera calibration followed by stereoscopic image registration will help to reduce or to eliminate undesired vertical disparities before mosaicking.

5.3 Vertical Disparities Within the Overlapping Region
The parallax between projection centers produces unwanted vertical disparities in the overlapping regions. The measure of the vertical disparities between neighbor images \((\text{im}_{j,i}, \text{im}_{j,i+1})\) is given by

\[
d_{v_{ji}} = y_{j,i+1} - y_{j,i} = -f Y_w \frac{(Z_{j,i} - Z_{j,i+1})}{Z_{j,i}Z_{j,i+1}} = -f Y_w \theta_j,
\]

where

\[
\theta_j = \frac{(Z_{j,i} - Z_{j,i+1})}{Z_{j,i}Z_{j,i+1}}
\]

for \( j \in \{L, R\} \) and \( i \in \{0, \ldots, N_t\} \). As defined, this disparity measures the vertical component error between the projections of \( \mathbf{P}_W \) in \((\text{im}_{L,i}, \text{im}_{L,i+1})\) or in \((\text{im}_{R,i}, \text{im}_{R,i+1})\).

The vertical disparities in the overlapping regions between images are null for \( Y_w = 0 \). However, \( d_{v_{ij}} \neq 0 \) for gazing directions above and below the horizontal reference plane. Therefore, as can be seen from Eq. (45), the vertical disparities increase with the parameters \( \theta_j \) in the overlapping region.

The \( \theta_j \neq 0 \) explains the appearance of vertical disparities while mosaicking stereoscopic snapshots originating in cameras with distinct projection centers. This occurs because a point \( \mathbf{P}_W \) has different projections on each camera, i.e., \( Z_{j,i} \neq Z_{j,i+1} \). This unwanted effect diminishes with the distance between the scene and the omnistereoscopic camera reference center.

The vertical disparities affect the stitching of neighbor images and are manifested as ghosting after the blending process. This ghosting will affect the stereoscopic result only when it is not corrected before stitching and blending, e.g., by local registration and warping images, and it will be restricted to the overlapping regions.

A comparison between the different configurations in terms of vertical disparities is presented in Sec. 6.6.

6 Results
The goal of our simulations is to contrast the four configurations in order to identify the characteristics useful to improve the design of the acquisition system. We used the native horizontal resolution of each camera given by the pixel size as the horizontal disparity threshold, i.e., \( e = s \). We used real values extracted from the specifications of three off-the-shelf cameras: one APS-C sensor (Canon 400D) and two full-frame sensors (Nikon 800D and Canon EOS6D). Specifications of each camera are presented in Table 2. In terms of the lenses, we used three generic lenses.
with horizontal FOV $\Delta_x \in \{122 \text{ deg}, 100 \text{ deg}, 76 \text{ deg}\}$. We chose this particular set of lenses only to illustrate the effect of changing the focal length [Eq. (5)] in the minimum distance to the scene.

The parameters of interest are $r_{\min}$, which depends on $e_x$ (Sec. 3.4), and the vertical disparities within the overlapping regions, which depends on $\theta_j$ ($j = \{L, R\}$) (Sec. 5.3).

### 6.1 Horizontal Disparity Continuity

In order to find the distance $r_{\min}$, we first calculated $e_x$ between two neighbor stereoscopic samples to mosaic. This was done following the procedure described in Sec. 4. In brief, we defined a ray $\mathbf{L}_{R,0}$ on the $XZ$-plane, using the stitching position with horizontal coordinates $x_{R,0} = -x_b$ in $\mathbf{m}_{R,0}$ and the projection center $\mathbf{O}_{R,0}$, then, we computed $e_x$ for the points $\mathbf{P}_W \in \mathbf{L}_{R,0}$, starting at a minimum distance from the camera $\|\mathbf{r}_0\| = 0.3 \text{ m}$. We calculated $e_b$ using Eq. (32) for all $x_{j,0}$ and $x_{j,1}$ within the overlapping region (Sec. 2.3.8). The depth continuity and vertical disparities were calculated for the overlapping region extending $\pm 0.05W_b$ around $x_b$ in the horizontal dimension. The variable $\Delta_x$ is the deviation from $x_b$ in the horizontal coordinate.

In the first simulation, we compared $r_{\min}$ for the four configurations using different numbers of stereoscopic samples $N$ (different $\Delta_x$), for $b = 35 \text{ mm}$ (configurations 1 and 2) and the same radial distance $\|\mathbf{r}_e\| = b$ (configurations 3 and 4). We used the same $f = 9.3 \text{ mm}$ for three cases, which corresponds approximately to $\Delta_a = 100 \text{ deg}$.

We used the sensor size of a Canon 400D (APS-C sensor) in landscape orientation. This simulation gives information about $r_{\min}$, as a function of the horizontal stitching coordinate $x_{R,1} = x_b + \Delta_x$. The results of this simulation are presented in Fig. 8.

The critical minimum distance ($r_{\min}$) is defined by the largest value of $r_{\min}$ within blending width $\Delta_b$, which is a few pixels width around $x_b$ (Sec. 2.3.8). In other words, $r_{\min}$ is the practical minimum distance between the omnistereoscopic camera and the scene for a given set of acquisition parameters. Based on the simulation results shown in Fig. 8, the values of $r_{\min}$ for each configuration are presented in Table 3 for $x_b$ ($\Delta_x = 0$) and a given blending region $\Delta_b = 10 \cdot s$. This table provides a numerical example to show how the minimum achievable distance is reduced by increasing the number of stereoscopic samples for a given $f$.

The best performance in terms of $r_{\min}$ is achieved by configuration 1 followed by configuration 2, both modeling acquisition methods that are not suitable for acquiring dynamic scenes. The $r_{\min}$ increases for configurations 3 and 4, with configuration 3 being the worst in terms of allowed minimum distance to the camera. Hence, the price to pay for having $\|\mathbf{r}_e\| \neq 0$ is to increase the achievable minimum distance to the camera.

A small $r_{\min}$ is necessary to render omnistereoscopic images of indoor scenes where objects may be closer to the camera than in outdoor scenes. This can be achieved by increasing the number of samples $N$, but that option implies adding more cameras in configuration 3 or 4, or taking more samples in configurations 1 and 2, which leads to increasing the complexity and cost of the omnistereoscopic system. Another option is changing the focal length and the number of samples to get a compromise between cost and efficiency. The results of doing this is simulated in Sec. 6.4.

Another useful conclusion from this simulation is that the selection of stitching position $x_b$, as defined by Eq. (4), can be optimized for each configuration. For instance, a stitching point shifted $\Delta_x = -0.05W_b$ with respect to $x_b$ leads to an effective minimum distance in the range of 4.5 to 5.2 m instead of 1.9 to 1.2 m as it would be stitching at $x_b$. Hence, the acquisition model shows that the stitching position $x_b$ has a larger impact than the acquisition model used.

Probably, the most important conclusion is that there is not much difference between different configurations in terms of the parameter $r_{\min}$. For instance, it can be seen from Table 3 that $r_{\min}$ varies a few tens of centimeters between configurations, which means that all variations of the acquisition model performs similarly in real acquisition scenarios.
Table 3 Example of the effective minimum distance $\\varrho_{\text{min}}$ for $x_b$ ($\\Delta_x = 0$, $\\Delta_y = 10^{-6}$): $\\varrho_{\text{min}}$ (Canon 400D, $f = 9.3$ mm $\\Delta_x = 100$ deg, and $b = 35$ mm).

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$N = 5$</th>
<th>$N = 6$</th>
<th>$N = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.2 m</td>
<td>1.1 m</td>
<td>0.9 m</td>
</tr>
<tr>
<td>2</td>
<td>1.7 m</td>
<td>1.5 m</td>
<td>1.3 m</td>
</tr>
<tr>
<td>3</td>
<td>2.3 m</td>
<td>2.0 m</td>
<td>1.6 m</td>
</tr>
<tr>
<td>4</td>
<td>1.90 m</td>
<td>1.60 m</td>
<td>1.35 m</td>
</tr>
</tbody>
</table>

6.2 Effect of Radial Displacement

The radial displacement $\|[r_e]\|$ is relevant for configurations 3 and 4 to model the physical limitations in a multiple-camera system to co-locate the projection centers. The smaller $\|[r_e]\|$, the more similar are configurations 3 and 2, and similarly, the more similar configuration 4 is to configuration 1. In order to see this effect, we recalculate $r_{\text{min}}$ for the case presented in Fig. 8(b) for $\|[r_e]\| = 0$, $\|[r_e]\| = b/2$, and $\|[r_e]\| = 2b$. The results are presented in Fig. 9. Notice that configuration 1 coincides with configuration 4 and configuration 2 coincides with configuration 3 for $\|[r_e]\| = 0$ [Fig. 9(a)].

The larger $\|[r_e]\|$, the larger is $\varrho_{\text{min}}$; in other words, the larger is the distance between the camera and the scene. A possible acquisition system is using configuration 4 for $\|[r_e]\| \leq b$, but interleaving a number of stereoscopic rigs in order to reduce $\varrho_{\text{min}}$. Another method to reduce $\|[r_e]\|$ is using mirrors to relocate each camera projection center closer to $O$. However, the latter may require a smaller $\Delta_x$ (larger $f$) and more camera pairs, all of which increase the complexity and cost of the acquisition system. A better solution to reduce $\varrho_{\text{min}}$ is selecting a bias in the stitching point, in this case, $|x_b'| > |x_b|$.

6.3 Optimum Stitching Position

The parameter $\Delta_x$ represents the relative azimuthal angle between two consecutive stereoscopic samples. In addition, each $\Delta_x$ determines a shift in the horizontal coordinates for the optimum stitching position $x_b$. The optimality of this new stitching position is determined by the closest $r_{\text{min}}$ to the camera as shown in Fig. 8.

The larger the number of stereoscopic samples to mosaic, the smaller is $\Delta_x$, and the optimal stitching coordinate moves closer to the center on each image to mosaic. Hence, the position $x_b$ can be corrected in rendering time to avoid discontinuities in horizontal disparities in gazing directions where the scene is too close to the omnistereoscopic camera. Hence, there is no need to use the same relative position $x_b$ for the stitching; a different distance to the scene can determine a different stitching position for each stereoscopic pair defined for each configuration.

The results for $r_{\text{min}}$ shown in Fig. 8 are presented as a function of coordinate $x_b$, instead of around a determined stitching coordinate $x_b$ as were presented in Fig. 8. This helps to illustrate the different locations, relative to the image center, of the optimum stitching point when changing $\Delta_x$.

6.4 Effect of Focal Length

Using wide-angle lenses, i.e., larger $\Delta_x$ (shorter $f$), reduces the number of stereoscopic samples. However, a larger $\Delta_x$ introduces distortions at the edges of the stereoscopic images, especially for large baselines. Despite this disadvantage, a slight improvement in the effective minimum distance can be achieved by reducing $f$. We repeated the calculation of $r_{\text{min}}$ presented in Sec. 6.1, but this time we used a smaller focal length ($f = 6.1$ mm, $\Delta_x = 122$ deg). The results presented in Fig. 10 show a small but measurable reduction of $\varrho_{\text{min}}$ with respect to using $f = 9.3$ mm ($\Delta_x = 100$ deg) on the same sensor.

Conversely, it is expected that a larger $\varrho_{\text{min}}$ will result when using larger $f$. This is shown in Fig. 11 for the same camera parameters as the previous example but for $f = 14.2$ mm ($\Delta_x = 76$ deg).

6.5 Effect of the Sensor Size

The sensor size affects $f$ for a given $\Delta_x$ [Eq. (5)]. For instance, in this configuration, a Canon 400D (APS-C sensor) has $f = 9.3$ mm for $\Delta_x = 100$ deg, while $f = 15.1$ mm for a full-size sensor ($W_b = 35$ mm) (Table 2). Compared to the pixel size of the Canon EOS6D sensor, the pixel size of the Canon EOS6D is ~15% wider, while the pixel width of the Nikon 800D is 15% smaller. The results for finding $r_{\text{min}}$ for the four configurations are presented in Fig. 12.

For a comparable sensor size and the same focal length, the Nikon 800D sensor performance is worse than Canon EOS6D sensor in terms of $\varrho_{\text{min}}$ because the pixel size of the former is smaller, which makes the threshold for $e_b$ smaller and pushes the minimum tolerable distance away from the image center.

![Fig. 9 Comparison of $r_{\text{min}}$ as a function of the stitching bias $\Delta_x$ for all configurations after changing the radial distance $\|[r_e]\|$ in configurations 3 and 4 [Canon 400D, $N = 6$, $f = 9.3$ mm ($\Delta_x = 100$ deg), and $b = 35$ mm].](image)
from the camera. The Canon 400D sensor is smaller and its \( f \) is also smaller, so \( \varrho_{\text{min}} \) for the same sampling angle \( \Delta \theta \) is closer to the omnistereoscopic camera.

### 6.6 Vertical Disparities

An important side effect of the spatial distribution between cameras in each acquisition configuration is the manifestation of vertical disparities in the overlapping region between neighbor stereoscopic images (Sec. 5.3). We compared the four configurations in terms of the coefficients \( \vartheta_j \), which determine the magnitude of the vertical disparities in the overlapping areas. As seen in Eq. (45), the undesired vertical disparities are proportional to \( Y_W \). But, this error also depends on the distance between the camera and \( P_W \) on the \( \text{XZ} \)-plane. The results of calculating the value of \( \vartheta_j \) as a function of the distance to the camera \( ||r|| = ||P_W|| \) for the four configurations are presented in Fig. 13. These results are valid for a camera Canon 400D, \( b = 65 \) mm, \( ||r_c|| = 65 \) mm, \( N = 6 \), and \( \Delta \alpha = 100 \) deg.

A nonzero \( \vartheta_j \) leads to a vertical disparity error (Sec. 5.3) in the overlapping regions; hence, it is desirable to take into account this effect when positioning the omnistereoscopic camera, especially for acquiring scenarios that are relatively close in certain elevation angles. This relationship among vertical disparities, the proximity to the camera, and the gazing direction in elevation explains the vertical disparities that appear at the top and bottom parts of the mosaicked images, which are both at the shorter distance \( ||r|| \) on the \( \text{XZ} \)-plane and, at the same time, have large \( Y_W \) components. Fortunately, both coefficients converge to zero at a relatively short distance from the camera for all the configurations of the acquisition model.

The magnitude of this error is also dependent on the particular stitching position in the image pair \( x_b \). In Figs. 13(c) to 13(f), we present the value of \( \vartheta_j \) over the overlapping region, for \( ||r|| = 50 \) cm of the camera and \( ||r|| = 100 \) cm.

**Fig. 10** Comparison of \( \varrho_{\text{min}} \) as a function of the stitching bias \( \Delta x \) for configurations 1 to 4 and for different \( N \) when reducing the focal length to \( f = 6.1 \) mm (\( \Delta \alpha = 122 \) deg) (Canon 400D, \( b = 35 \) mm and \( ||r_c|| = b \)).

**Fig. 11** Comparison of \( \varrho_{\text{min}} \) as a function of the stitching bias \( \Delta x \) for configurations 1 to 4 and for different \( N \) when increasing the focal length to \( f = 14.2 \) mm (\( \Delta \alpha = 76 \) deg) (Canon 400D, \( b = 35 \) mm and \( ||r_c|| = b \)).

**Fig. 12** Comparison of \( \varrho_{\text{min}} \) as a function of \( \Delta \alpha \) for configurations 1 to 4 and for different sensors while maintaining a given field of view \( \Delta \alpha \).
function $\Delta \vartheta_k$ to the camera scene projection on the overlapping region decrease with the distance between the two points, and the other is the appearance of undesired vertical disparities.

These results show that the vertical disparities over each overlapping region decrease with the distance between the scene projection on the $XZ$-plane and the camera.

7 Conclusions

In this paper, we presented an acquisition model with four configurations suitable to describe the variety of imaging systems to acquire and render stereoscopic panoramas with horizontal stereo. In other words, we focused on the acquisition techniques to capture the visual scene from two distinct and coplanar viewpoints with horizontal parallax. From these methods, we focused on the mosaicking of a reduced number of partially overlapped stereoscopic images given its benefits to acquire dynamic scenes. We studied two parameters relevant for the design of omnistereoscopic acquisition systems based on mosaicking: one involves the constraints to reproduce a continuous depth illusion around the acquisition point, and the other is the appearance of undesired vertical disparities.

We proposed a projective approach based on pin-hole cameras to model each configuration, which can be adapted easily to all the four variations of the acquisition model to study the parameters of interest for the mosaicking approach. In order to model the depth continuity, we introduced theoretical and practical thresholds for the depth resolution. Based on our projective approach, we defined a parameter to study: the minimum distance between the camera and the scene to reproduce a continuous depth illusion around the acquisition point. Furthermore, we introduced the concept of a safe distance around the omnistereoscopic camera to acquire the scene stereoscopically, which we called the omnistereoscopic FOV, and we proposed a ray traced method to determine its location. Based on extensive ray tracing simulations, we compared the effect of the focal length, number of stereoscopic samples, and radial distance on the minimum distance from the camera.

The main conclusion from our simulations is that there is no substantial difference between camera geometries in terms of the minimum distance between camera and the scene. However, we found differences in the optimal location for stitching stereoscopic images, which can be attributed to the geometry of the omnistereoscopic system, and that can be used to improve the rendering process. Also from our simulation results, we proposed strategies affecting the design of simultaneous acquisition systems that may lead to increasing efficiency in the omnistereoscopic acquisition and rendering.

Finally, we used our acquisition model to find a closed form for the vertical disparity equations. These equations help us to model the relationship between the gazing angle in elevation and the projection center parallax in the introduction of undesired vertical disparities. We simulated the effects of distance to the scene and the elevation angle in the appearance of vertical disparities around the stitching coordinates.

We did not cover in this paper the perceptual distortions introduced by mosaicking a limited number of images. This is an interesting problem related to the stereoscopic quality of the omnistereoscopic image formation that requires further research.
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