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Abstract

Interactions with the pervasive intelligence environment are increasingly becoming complex due to the presence of myriad sensors, artifacts and emerging services. Therefore, users need support to interact, control, and manage these services in their environment in an effective manner. One way to deal with this situation is to automatically identify their surrounding context and provide them context-aware services in order to reduce their cognitive load. Providing automatic support to users is known as implicit interaction, which minimizes the need for explicit command or interaction. However, as the sensor-based context identification often provides imprecise information, the automation based on such information may result in wrong actions or over automation by the intelligent environment. Therefore, the selection of inappropriate services while providing automatic support in the environment brings distrust and dissatisfaction to the people.

In this thesis, we provide a framework for human-environment interactions that considers quality of context information to dynamically change the level of implicit interaction performed by the environment. Our goal is to provide a quality of context aware adaptive interaction mechanism in order to minimize the distrust and dissatisfaction of users on context-adaptive automated environment. Toward this, we first provide a model to dynamically assess the quality of context information. Based on such quality, our framework adjusts the level of output automation that the environment performs. Finally, according to the adjusted level of interaction, a set of services are either suggested or invoked for the users based on the gain in those services and their associated cost. Our experiments show that dynamically adjusting the level of interaction based on quality of context information increases the satisfaction and trust of the people in the implicit actions performed by the intelligent environment.
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Chapter 1

Introduction

1.1 Motivation

The paradigm of Pervasive Computing, Ubiquitous Communication and Ambient Intelligence all aim to realize a future where humans are surrounded by sensors, actuators and emerging services [5, 6, 38]. Such visions are being realized by many projects, for example, AwareHome [65], GatorTech Smart Home [48], EasyLiving [28], and MavHome [33]. The overall goal is to make the environment aware of its inhabitants and support people to interact with the services of interest in a user-friendly and seamless manner. However, people are increasingly facing challenges in the way they interact, control and manage services in their environment. This is due to the huge volume of the new and existing services, and the complexity in accessing them. One way to address this challenge is to provide context-aware support without requiring them to constantly interact with the environment through explicit means. In such case, the environment can automatically perform relevant actions based on the current situation of people. For example, automatically turning on a light when someone enters a dark room; generating an alarm as soon as the environment detects a fall of an elderly; activating the security system when nobody is at home; etc. This type of automatic actions or pro-activity is commonly known as implicit interaction [95], which helps people to reduce their cognitive load and enable them to focus more on their objective tasks rather than on the technology and settings. However, despite the benefit context-aware interaction offers, there are issues
like imprecision and ambiguity related to the acquisition of context information that greatly influences such interaction. As a result the environment often performs wrong actions or unnecessary actions that lead to users' dissatisfaction and distrust [13, 51]. Although there have been several attempts to deal with imprecision and ambiguity of context information through different feedback and control mechanisms [36, 53, 100], the dynamic level of automated interaction based on such imprecision and its effect on user satisfaction and trust is hardly addressed. Therefore, we need a mechanism to minimize users' distrust and dissatisfaction in order to leverage the true benefit of context-aware interaction. We aim to address this issue in this thesis, which we believe is a significant research problem.

1.2 Existing Interaction Approaches and Limitations

There are many existing and ongoing research efforts that aim to ease the human-environment interaction for providing better quality of experience to the people in sensor-rich aware environments. Some researchers have suggested to use explicit and intuitive interaction and totally avoid implicit interaction. But with no support of implicit interaction or no automation at all, users will be confronted with the whole complexity of the technology and hence will be overwhelmed and lose focus [83]. To overcome this problem and to reduce some burden from the user, other researchers have advocated the use of context-aware interaction or implicit interaction [95]. In the implicit interaction mode, a computer system attempts to automate some tasks that the user would otherwise have performed manually, such as automatically determining user's location and intent (context information) and selecting the right services (implicitly) for him/her. Although, implicit interactions help to reduce the number of explicit user interactions that are usually needed to access the desired services, it can give the users a feeling of loss of control [21, 103]. This motivates some researchers to use mixed-initiative approach [11, 36] for effective human-computer and human-environment interaction. In this mode, the users and the environment dynamically collaborate with each other. Users provide explicit commands when necessary and the environment responds by automatically (implicitly) performing the desired tasks depending upon the context. Unlike explicit interaction, the
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implicit and mixed-initiative interaction approaches provide automation support to the user. However, existing approaches in providing this support suffer from the following problems:

1.2.1 Lack of Model to Assess Quality of Context Dynamically

A context-aware system usually collects context information in an automated manner, which primarily involves gathering and processing of heterogeneous sensor data. However, due to the imprecision of sensing and media processing [80, 86], the context processor often produces ambiguous and vague context information. While there have been attempts to model quality of context information such as [50, 51, 72, 117], the need for dynamic assessment of such information in a multi-sensor environment and its application to human-environment interaction has largely been ignored.

1.2.2 Missing Ability to React to Changing Quality of Context

Researchers have utilized quality of context information in different scenarios. Sheikh et al. [98] used quality of context parameters for better context management and to enforce privacy of a user. In another work, Huebscher et al. [61] used similar parameters as part of a middleware for context-aware smart home applications and performing tasks such as selecting appropriate context provider. In [71], the authors presented quality of context based conflict resolution policies to be applied at different layers of a context management system. As can be seen, the work in [61, 71, 98] is not specifically concerned with the interaction issues in a smart environment. In this respect, Dey et al. [36] proposed a mediation technique that involves user to resolve the ambiguity of context when interacting with a context-aware system. But as the changes of context occur at a rapid pace, the mediation process may put extra burden on the user and can affect system’s performance, which may reduce the satisfaction of the user. Instead, quality of context may be an indicator for supporting multiple interaction level such as recommending services, automatically invoking services, providing useful information, or performing no actions. However, existing systems mostly provide a single-level of assistance to the user, where the implicit support level or automation is usually pre-determined with the assumption
of accurate context identification. Therefore, they fail to leverage the true benefit of multiple level of assistance according to the changing quality of context information.

1.2.3 Lack of Cost-optimal Selection of Services

In context-aware interaction approach, the environment aims to automatically provide required services to people. Therefore, what type of services should be provided in different contexts remains an important research question. Existing researches have addressed this issue from many directions. For example, [49] suggests to select the best services, which have the highest utility factor. However, in the emerging ambient intelligent era, the environment is equipped with numerous sensing devices and other emerging services. Different users have different interests in accessing or using these services. Furthermore, the services itself may incur varying cost for invocation while the user may have different cost constraints. There are hardly any works that took all these issues into consideration.

1.3 Research Goal

In order to support efficient context-aware interaction in an aware environment perspective, our research goal is to address the above problems with the following agenda:

- **Work on a model to dynamically assess the quality of context**: Automation support in the ambient intelligence environment depends on the current context of the user. Context determination is based on the processing of sensory data that is often imprecise and vague in nature. Therefore, there is a need to devise a model to determine the quality of context information that would have an effect on the level of automation. Furthermore, as context changes over time, the quality of context also needs to be determined dynamically.

- **Incorporate quality of context to adjust the level of implicit interaction**: An intelligent environment should not always act by assuming higher quality of context information. In fact, quality can vary dynamically. Therefore, we will
analyze the relationship between the quality of context information and the levels of automation to be supported by the environment.

- **Define a model to select relevant services:** In context-aware systems, the environment implicitly selects various services based on the context. However, what services to be selected in different context depends on the changing user’s preferences. Hence, we will work on a mechanism to learn user’s preferences over time. In addition to user preference, the selection of services will also depend on several cost criteria that includes service-related cost (e.g. energy consumption) as well as user-specific cost constraints (e.g. user’s budget). Therefore, the goal of our service selection model is to make use of user-service preferences and cost issues.

- **Design and development of a framework for service provisioning in aware environment:** We will work on a service provisioning framework that can integrate the different models such as quality of context model, the multi-level assistance mechanism, and the service selection model into a coherent architecture. However, it is desirable to have loosely-coupled functional units of the architecture so that they can be tuned for different applications scenarios.

### 1.4 Proposed Approach: Quality of Context Aware Interaction Framework

The cornerstone of the approach proposed in this thesis is to dynamically determine the different level of assistance (implicit actions) an intelligent environment may provide based on the quality of context information and also show how the user’s are involved in this process. We develop a framework for service provisioning in order to realize this view. Figure 1.1 shows the different aspects of the work presented in this thesis. These are 1) model and assessment of the quality of context information, 2) context-aware dynamic adjustment of the levels of assistance in the environment, 3) provisioning of relevant services in the environment and 4) design and development of the overall framework. In the following, we briefly highlight our solution to these aspects.
Determination of quality of context information: In this thesis, we model Quality of Context Information or simply Quality of Information (QoI) in a multi-sensor environment where the environment employs numerous sensors to assist users with services. Our proposed QoI model defines several key attributes to represent QoI [59]. The consideration of multiple QoI attributes instead of just a single attribute is due to the fact that a single attribute such as accuracy just shows one aspect of the context information quality. However, several other factors such as certainty and timeliness may influence how and when the services are to be provided to the user. For example, an environment should consider the timeliness of an information item to determine whether or not to provide a service at a particular time after an activity occurs. The value of the different QoI attributes we defined will influence the level of implicit interactions the environment will perform. Further details of QoI modeling and assessment are provided in Chapter 3.

Dynamic adjustment of levels of interaction: Context-aware interaction in an intelligent environment could have different levels: providing suggestions, selecting and invoking services, providing information, and not performing any actions whatsoever. Earlier, these sort of levels has been proposed and adopted with success by the automation community [84]. However, in existing context-aware systems, the selection of these assistance levels usually has been done in a static and pre-determined manner, which limits the users to only receive a single level of assistance. For example, if a system only provides suggestions based on the determined context, it is up to the user to do further
interactions with the system to invoke the services. On the other hand, if a system is de­
veloped to only invoke services based on the context, the user might be dissatisfied with
the wrong selection of services due to the ambiguous determination of context. There­
fore, we propose to use quality of context information to dynamically adjust these levels
of assistance. Unlike ours, current work utilizes the ambiguity of context information to
only disambiguate the identified context by involving users [36]. Our approach not only
maximizes the levels of implicit assistance an environment can provide, but also mini­
mizes the wrong actions performed by the environment. We have defined a rule-based
approach to dynamically select and adopt an interaction level based on which current
human-environment interaction will be directed. In Chapter 4, we present the mapping
between the QoI and the dynamic levels of implicit interactions.

Service provisioning: After the determination of the level of implicit interaction
in the environment, the challenge is to select or suggest the right set of services in a
particular context. Users in a context have varying level of interest to a service. Also
each service may or may not incur some cost while invoking them. In this thesis we
define a mechanism to determine the gain of a service [57, 60], which refers to the extent
a service is relevant and useful to a user. We also show how the cost of the service
influence the selection process. The cost issue has been introduced in order to enable
user to specify their cost limits. Therefore, we make a trade-offs between gain and cost
in order to select or suggest the best set of services to the user in a context given the
selected level of implicit interaction. The service selection mechanism is described in
Chapter 5 in detail.

The design and development of the framework: We have developed a frame­
work to integrate the above aspects in a logical manner and showed its realization with
respect to ambient media service provisioning in an aware environment scenario. In this
framework, all the modules are designed and developed as loosely coupled so that it can
be extended and used for other application. We adopted a service-oriented architecture
to glue the different loosely coupled modules. We describe the overall architecture in
Chapter 6.
1.5 Thesis Statement and Contribution

The central idea of this thesis is:

*Considering the quality of context information to dynamically adjust the different levels of implicit interaction performed by the environment is an effective way to maximize user’s satisfaction and avoid distrust in the automated system.*

To this end, this thesis makes the following contributions:

- Analyze, model and assess the Quality of Context Information (QoI) in a dynamic multi-sensor environment which would influence the levels of interaction and the selection of services in the environment.

- Define a mechanism to support the mapping between QoI and the different levels of implicit interaction such that this level can be dynamically determined based on the current QoI.

- Design and development of service provisioning algorithm that is based on the user’s gain and the service cost.

- Design and development of a framework that incorporates the QoI model, the mapping model and the service provisioning model, which has been realized using a distributed service-oriented architecture.

1.6 Publications

The following peer-reviewed journal and conference papers as well as one book chapter were published during the course of this thesis:

**Journals:**


Conference/workshop papers:


Workshop on Ambient Intelligence, Media, and Sensing (AIMS), pages 11–18, Istanbul, Turkey, April 2007.


**Book Chapter:**


**1.7 Organization of the Thesis**

The remainder of this thesis is organized as follows. Chapter 2 presents related work with a focus to human-environment interaction, quality of context information and service provisioning.
An approach to model and assess the quality of sensor-driven context information is described in Chapter 3. Here we provide a multi-dimensional metric to evaluate the QoI in a multi-sensor system.

Based on the QoI model, we provide a mechanism to dynamically determine the level of human-environment interaction in Chapter 4. This is followed by Chapter 5 where we describe how to select a set of context-aware services. In this chapter, we also show how to make a trade-off between the gain and the cost of services with respect to user's cost constraints.

The consideration of quality of context information along with the dynamic adjustment of the level of interaction and the particular approach of context-aware service provisioning led to the design of our proposed quality-driven context-aware interaction framework. In Chapter 6 we describe the detail design of this framework that includes high-level diagram, component diagram, and activity diagram. At the end of this chapter we also provide the implementation details of the framework.

We present our evaluation result in Chapter 7. Finally, in Chapter 8, we present a summary of this research and state the future research directions.
Chapter 2

Related Work

This chapter presents previous work that is broadly related to this thesis. As the goal of this thesis is to devise a holistic model of interaction in pervasive environment to provide context-aware services, there are three main areas pertinent to this topic. The primary area of relevance is the human-environment interaction in sensor-rich ambient environment. The second area of relevance is the quality of sensor-driven information that greatly effects the interaction. The third area of relevance is the service provisioning approaches with the fact that human-environment interaction occurs to support people with relevant services. We first comment on existing literature related to these areas. A summary of the existing works with respect to the overall goal of this thesis has been given at the end of this chapter.

2.1 Human-Environment Interaction

In this section, we first present a brief overview of common interaction techniques and comment on some literature that study these techniques in the context of pervasive environment.

Interaction with the computer systems or with the smart environment can be divided into explicit, implicit and mixed-initiative. Explicit interaction is mostly used on GUI interfaces in traditional HCI paradigm. It gives people more control and freedom as to what to perform and when to perform an action. Unlike traditional HCI, interaction
with the ambient intelligence spaces requires much more attention due to the presence of plethora of devices and services. Therefore, adopting only explicit interaction to access a device or to invoke a service in such environment would overwhelm people due to the complexity of interfaces and the increased number of explicit interactions needed [106]. Also, a user would miss the benefit of automation if only explicit interactions are support by the system.

The contrast to explicit interaction is implicit interaction, which involve actions performed by the environment that are not intent-specific toward the computer system, however, the system considers user’s actions and context as input to support people [95]. Implicit interactions can thus be considered for pervasive environment to sufficiently reduce the potential number of explicit interactions and to proactively provide relevant information. However, there are few issues that hinder the use of implicit interaction. First, the loss of control and privacy [103] that arise due to fact that computer systems senses user’s environment and predicts their needs in a proactive manner. Second, the ambiguity associated with context processing [36, 50, 51, 117, 72] that can impair the implicit behavior of a system. This thesis contributes to improve the implicit interaction approach in presence of such ambiguity of context.

To avoid the pitfalls of implicit-only interaction, researchers have advocated the use of mixed-initiative approaches [52] where the user and the computer systems collaborate in performing an action. In other words, mixed-initiative is the mixture of explicit and implicit interaction. In [52], Horvitz identified some principles of such interaction design, which is widely acknowledged by the community. He also puts concern on uncertainty in determining user’s intention and advocates for effective dialog between human and computer to resolve it. The study done by Horvitz is more focused on traditional GUI-based system, however, it can be adapted to other systems. For example, the authors in [36] advocated the process of mediation in the presence of ambiguity of context, where the users are asked to revolve such ambiguity through additional interactions. Unlike these works, instead of asking users to resolve the imprecision of context whenever they occur, we dynamically adjust the level of implicit actions and also allow the user to change the level if not appropriate, which lead to mixed-initiative mode.

The mixed-initiative interaction mode has also been promoted by Villar et al. [106] in
developing a system called Pendle, which supports both explicit and implicit interaction with the environment. The Pendle as a wearable device enables access to multimedia services in an intelligent environment. However, as like others, it does not specify the influence of ambiguous context information.

The different modes of interactions have been adopted by many researchers in the context of smart and ubiquitous mobile environment. The proposal made by Dey and Mankoff [36] has been incorporated in their earlier work on Context Toolkit [35]. It is worth mentioning that authors in [36] emphasize more on mediating ambiguous context information that is used as input rather than on determining the system’s response. However, it is not clear how the quality of context information is captured in their model and how the ambiguity can further be leveraged dynamically for adjusting the level of implicit actions by an aware environment.

In a recent work [83], the authors proposed a mixed initiative approach where the implicit actions performed by the environment can be undone by the user through explicit actions. This work integrates user’s media and physical environment in the context of ambient intelligence meeting room. A 3D GUI has been developed which links the physical objects in the virtual environment so that the user can interact with the physical objects through their virtual counterpart. The conflicts arising from the implicit selection of physical objects that do not satisfy a user are handled explicitly by the user via the GUI interface after the automatic selection has been made. However, the authors have not provided any indication whether to include the quality of context information and how to deal with that in terms of interaction with the environment.

A goal-based technique to control the ambient intelligence environment was proposed in [47, 40]. In this scheme, a user does not need to learn all the functionalities of available devices, rather the user will be interacting with the environment by specifying his/her goal. The authors have emphasized on self-organizing device ensembles such that user’s goal can be translated into strategy planning to actually perform the desired action without conflict. The authors specified that the goals can be inferred via intention analysis, which would be based on user interaction and context situation. If it is to be done implicitly, there will be issue of uncertainty from the sensor-based context processing. However, the authors have not addressed this issue in their research.
In [88] the authors proposed a framework where services are discovered automatically and their list is provided on the user’s mobile device. The actual interaction with the services occurs explicitly by the user when needed. The list of services are selected by finding their highest ratings based on user profile and context similarity measure. Here, the authors have not considered quality of contextual information, rather the processed context has been trusted fully. Authors in [110] also adopted explicit mode of interaction to pull the suggested information in a pervasive display environment. Like many others, they also ignored the issue of handling quality of context while generating system’s output.

A location-aware service selection mechanism is presented in [70]. In this approach, the geographical area of a target environment is divided among several service domains, where a set of services can be bounded with a service domain, such as specific library services while within a library. Users in a service domain interact with the system through their handheld device and the system automatically discovers the domain services and displays them as a list, which can be invoked for further access. Like many others, this system also ignores the quality issues to adjust the level of interaction.

To interact with the pervasive environment and provide services to the user, we also adopted an explicit mode of interaction in our ambient media framework (FAMe) [60]. Here, the user first interacts with the environment through a mobile device by asking a particular media type. The system in response automatically provides relevant media that also includes setting up the environment (e.g. change the light condition) based on user’s current context and learned preferences. The user is allowed to change the automatic selection that is done by the system, for example change the selected media. However, the presented framework does not consider the ambiguity of context information and therefore unable to deal with such ambiguous information. The FAMe framework has been extended in this thesis to support dynamic level of interaction based on quality of context information.

Based on the above review, we observe that researchers have utilized explicit, implicit and mixed-initiative approaches in various scenarios. However, only few of them actually dealt with the uncertainty or ambiguity of context information [52, 36]. Ambiguity in these works appeared with respect to input and is resolved by providing some kind of
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mediation approach such as asking users in case of ambiguity. Nevertheless, it was hardly the focus of these works to dynamically adjust implicit output interactions based on the input uncertainties. Unlike other approaches, we define a QoI model and utilize this model to dynamically determine what would be an appropriate level of implicit actions to be performed by the environment. On a side note from the point of view of conflict handling in ambient environment, existing works mostly adopt the conflict resolution approach once a conflict is determined, while we adopt the conflict avoidance principle.

The following section summarizes the work related to quality of information, which we consider to dynamically adjust the level of interaction in a pervasive environment.

2.2 Quality of Sensor-driven Information

There is a growing interest in modeling and assessing quality of sensor-driven information, which also represents quality of context information. This has an effect on the interaction and context-aware service provision in ambient environment. In this section, we review the literature that put emphasis on sensor-driven information quality measurement. Table 2.1 provides a short summary of the QoI-related works from different perspectives, which are: the QoI attributes used, use of single/multiple media, dynamic/static measurement, and the usage domain of quality metric.

In general, QoI measurement in a sensor-based system may be considered as performance evaluation of different event detection tasks including motion detection, object tracking, location estimation, trajectory observation, person detection, person recognition, activity detection and so on. We observe that the performance of these tasks are measured mostly in terms of accuracy, as presented in Table 2.1. Authors in [94] evaluate the motion detection and tracking performance to identify the operational range of a video-based surveillance system. For motion detection, they measure the spatial deviations from the ground truth (GT) data to the semi-synthetic testing data in terms of several error metrics, such as missing foreground pixels, added foreground pixels and the rate of misclassification. Also for object tracking, they use hit rate, miss rate and false attempt. These metrics are intended to measure the accuracy of motion detection and tracking and hence may contribute partially in measuring the QoI in a multi-sensor
Table 2.1: A summary of QoI-related literature

<table>
<thead>
<tr>
<th>Reference work</th>
<th>QoI attributes used</th>
<th>Single/multiple media</th>
<th>Dynamic/ static</th>
<th>Quality metric used for</th>
</tr>
</thead>
<tbody>
<tr>
<td>[94]</td>
<td>Accuracy related, e.g. rate of misclassification</td>
<td>Single</td>
<td>Static</td>
<td>Motion detection and tracking</td>
</tr>
<tr>
<td>[68]</td>
<td>Accuracy related, e.g. precision and recall</td>
<td>Single</td>
<td>Static</td>
<td>Motion detection</td>
</tr>
<tr>
<td>[73]</td>
<td>Accuracy related, e.g. recall and precision</td>
<td>Single</td>
<td>Static</td>
<td>Object detection</td>
</tr>
<tr>
<td>[79]</td>
<td>Accuracy related, e.g. false positive/negative</td>
<td>Single</td>
<td>Static</td>
<td>Moving object detection</td>
</tr>
<tr>
<td>[81]</td>
<td>Accuracy related, e.g. false alarms</td>
<td>Single</td>
<td>Static</td>
<td>Object detection</td>
</tr>
<tr>
<td>[116]</td>
<td>Accuracy related, e.g. false positive/negative</td>
<td>Multiple, but mono-modal</td>
<td>Static</td>
<td>Event detection</td>
</tr>
<tr>
<td>[66]</td>
<td>Accuracy, completeness</td>
<td>Single</td>
<td>Dynamic</td>
<td>Data quality measure</td>
</tr>
<tr>
<td>[111]</td>
<td>Accuracy, timeliness</td>
<td>Single</td>
<td>Dynamic</td>
<td>Data quality measure</td>
</tr>
<tr>
<td>[23]</td>
<td>Timeliness, confidence/reliability</td>
<td>Single</td>
<td>Dynamic</td>
<td>Event detection</td>
</tr>
<tr>
<td>[54]</td>
<td>Certainty, accuracy, timeliness, integrity</td>
<td>Multiple</td>
<td>Static</td>
<td>High-level information e.g. events</td>
</tr>
<tr>
<td>Our QoI approach</td>
<td>Certainty, accuracy/confidence, timeliness</td>
<td>Multiple and multi-modal</td>
<td>Dynamic</td>
<td>High-level Information e.g. event in smart home</td>
</tr>
</tbody>
</table>

system. Furthermore, due to the dependencies on GT, these metrics are considered as static quality measure.

Other research, such as [68], use the F-measure method for the optimization of quality evaluation parameters with respect to object-based motion detection tasks. The F-measure optimization may be explained as the weighted harmonic mean of the Precision and Recall [20] metric, which are often used in evaluating the accuracy of the information retrieval process. Authors in [73] propose several metrics for evaluating the quality of object detection and recognition algorithm. The objects they attempt to detect are vehicles, trees and people in the video data streams. They also use accuracy-related parameters such as precision and recall to compare the output of the object detection
The trend in using accuracy metric for quality modeling and assessment is also visible in other literature. For example, [79] use the false positive track rate, the false negative track rate, the average position error, the average area error, and other accuracy-related metrics for performance evaluation of an object detection mechanism in a real-time video surveillance system. Unlike [79], who measure the performance of a particular object detection mechanism, [81] evaluate several object detection methods to compare the output of the video detector with the manually edited GT. The authors use detection failures, false alarms, and split/merges as the objective metrics to measure the accuracy of those methods.

Notably, the different quality metrics presented in the above literature are mostly applied to evaluate the accuracy of specific tasks (e.g. motion detection). Hence, they are not suitable to uniformly represent the QoI of various types of events as a whole from the application perspective. In order to address this issue, [116] present an evaluation method for video-based event detection solutions that are suitable for detecting high-level events in the context of public subway settings. Example of these events are dropping of an object, walking on rails, and crossing the rails. These events are categorized into three groups such as warning, alarm and critical alarm events. The authors use some generic quality attributes including correct detection, false positive and false negative to quantify the event detection solutions. Unlike the previous approaches, which individually use single camera data for event analysis, [116] utilize multiple camera image sequences to identify the events of interest. Nevertheless, all these approaches measure the quality based on video content analysis. They hardly utilize other important factors such as agreement/disagreement among the sensors and the context of the environment in the overall quality model.

In a recent study, [66] provide a general data quality management framework for the sensor-generated streaming data. In particular, they propose a preliminary DBMS structure for storing the values of different data quality attributes, such as accuracy and completeness. Sensor data quality is also the topic of study in [111]. Here, the authors define quality in terms of accuracy and timeliness, and study the cost versus quality
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trade-off for data caching policy to support user's query. The approaches presented in [66] and [111] are specific to sensor data quality and hence may not be suitable for higher level context quality.

In another work [23], QoI has been studied in terms of timeliness and confidence, where the author has analyzed the impact of signal and system parameters such as the sampling rate on these quality attributes. In our earlier work [54], we initially proposed the use of certainty, accuracy, timeliness and integrity quality attributes and modeled them statically. In this thesis, we explore the dynamic modeling approach of the various quality attributes that also appears in [59].

One of the notable aspects of the existing quality evaluation research is that they consider some kind of reference sources or GT against which the processed information are verified when computing accuracy. This process is only good for static evaluation of accuracy in a constrained environment. Quality estimated in such a scenario will not hold in a real application scenario due to the changes in environment context, sensor placement and other issues. In addition, in a dynamic sensor environment the events and activities occur randomly. In that case, it is not possible to dynamically collect and prepare reference data sources to be used as GT. Therefore, we propose to use the confidence measure instead of accuracy and show how it can be measured dynamically on a running system depending on the context. Also in our approach, we model additional quality attributes (e.g. certainty, timeliness) that are important to measure on a dynamic basis in the context of an application. It is worth mentioning that existing research have hardly utilized the multi-sensory evidences obtained on-the-fly in modeling the quality attributes. Although there are many literature that use multi-sensor fusion to identify events in many monitoring scenarios [32], [18], they do not address the dynamic quality of information requirements that we examine here.

Overall, as summarized in Table 2.1, we note that most of the existing works only consider accuracy-related parameters for assessing the quality of specific media processing tasks. Although [66], [111], [23], [54] use additional metrics, [66] and [111] only address data quality issues rather than information quality. Also, the works that attempt to measure information quality do not utilize the dynamically obtained multi-sensor evidences to formulate the quality model. Unlike the above approaches, our proposed QoI
model uses three QoI attributes to dynamically model the quality of detected high-level events/activities using multiple and multimodal sensors [59]. As mentioned earlier, we use this QoI measure in our ambient interaction model.

2.3 Service Provision in Ambient Environment

In this section, we now review literature that study the different service selection and provisioning mechanisms.

The authors in [115], [110] aim to provide context-aware information in the pervasive display devices. Different types of information has been represented as image anchor in [115]. In this work, a user is first identified based on the proximity sensors and RFID tags and later a set of information sources are automatically displayed according to the user's preference parameters. The users are allowed to perform further navigation with the displayed content. It is, however, not clear how the display of information changes based on the changing context. With a similar objective, authors in [110] adopted a machine learning technique in order to analyze the usage log for determining co-occurrence of information items. This co-occurrence is then used to obtain a content utility for selecting appropriate media content. Although content selection based on preference matching and co-occurrence analysis is adopted by these researchers, there are issues such as cost and dynamic changing of preferences that are often ignored in many existing literature in this domain.

A mechanism to select services based on user profile and context similarity measure is proposed in [88]. The objective is to find the highest ratings of the services to be selected and displayed on a mobile device. In a recent work [14], the authors presented a semantic-based ambient media selection framework for intelligent home media entertainment. Like ours, this work uses the different dimensions such as the user's profile, interaction history, and context to personalize media, however, it does not provide the details of how the preference scores are evolved and does not address the mobility issue of the user.

Specific to service selection, we bring the resemblance of our work to the rating estimation problem in typical recommendation systems. For example, in [112] the authors presented the CoMeR platform that supports media recommendations for smart phones.
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It consists of a content-based scheme for determining similarity of a media item to the user’s preference context, a Naive Bayes classifier for determining the relevance of an item to the situation context, and a rule-based scheme for checking the presentation suitability of a media against device-capability context. The selected list of media is recommended on the user’s smart phone. The work in [8] considers multiple dimensions to recommend items to users based on the time of the day, the user and the media item. Unlike the recommendation system referenced here, which usually recommends a particular item to a user based on different criteria, our focus in this thesis is to recommend or invoke media by dynamically determining the gain of a service and make a trade off with the service cost. The media recommendation or invocation is done depending on the level of implicitness that has been determined based on the quality of context information, but can be modified by the user.

The authors in [76] adopts a semantic model for context sensitive message delivery. They model task, domain, location and devices using semantic language. The use of semantic based language gives their system inferencing capability, which is useful to understand the user’s task context in a logical manner. The authors have only explored the utility of their method in limited context, for example, in a message delivery scenario.

Research in user modeling attempts to build preference model to capture user’s interest and accordingly relates the preference to available content by defining a set of rules. For example, a rule-based approach is adopted by McBurney et al. [75] to define users’ preferences for service selection, call redirection, and network/device selection. The approach is applied in the Daidalos project [10] that aims to develop a pervasive service platform and provide flexibility in service selection. However, in this work there is no indication on how the defined rules can address the user’s changing need for services in the pervasive environments over a period of time.

Authors in [24] present a platform for capturing the location information of the different static/mobile objects and devices based on the abstract space model of the environment. The platform also computes the location and proximity of the user to the available services. Subsequently, a short-list of accessible services are provided to the user’s personal handheld device in the form of vector-based maps. The active museum [30] approach describes a large scale interactive multi-user environment, where the vis-
itors are provided with information about the exhibits. Based on the user’s position, resource availability and context information, a varying set of components coordinate the delivery of a specific service to the user. In the process, the user modeling agent analyzes user interaction histories and builds their profile that is used for future customization of information delivery. The service providing agents in the system act as a team and dynamically negotiate the process of service provisioning in the environment with the changing user, their locations and the context. Although the authors have mentioned to include the user’s profile and interaction history data, there is no clear methodology that demonstrates how those were integrated into the service selection loop.

A natural language based service matching strategy is presented in [85]. The authors argue that the traditional service selection methods, which often provide a hierarchical list of services, are not sufficient for the user to select the right services from the long list of available services. Such a situation can be avoided if some context information such as location is included in the service discovery mechanism [114]. However, even the context integration with the service discovery may result in many duplicate or similar types of services [105]. To reduce such ambiguity, [85], [69] allows users to specify their requirements to a ServiceMatcher agent using a natural language query and the system finds the best matching agents/services for him/her from the large list of agents. This approach uses ontology for describing agent relations semantically. One operational constraint is that the user, if unable to construct correct natural query syntax, will not find the appropriate services even if they are available. Although, natural language based interaction is an intuitive means of service selection, the accuracy of natural languages still remains an issue. Besides, through natural language, services can only be selected via explicit interaction, whereas in a pervasive environment automatic service provisioning based on the current context is often desirable.

In this thesis, we define a multi-criteria service selection approach. More specifically, we dynamically compute a service gain based on user’s contextual preference, interaction history and reputation, and makes a trade off between gain and cost, if cost of the services are available [57].

In the following, we provide a summary of the existing literature that we have discussed in above sections.
Table 2.2: Comparison of significant issues between the existing approaches and the proposed interaction mechanism

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Modes of interaction</td>
<td>Explicit</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Implicit</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Mixed-initiative</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Consider context ambiguity/ quality of information</td>
<td>Yes</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Interaction adjustment based on quality of information</td>
<td>Input</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Output</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Ignored</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Conflict management between user actions and automation</td>
<td>Resolution</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Avoidance</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Unknown</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Types of services provided</td>
<td>Media/Information</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Devices/Artifacts</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Service/information selection strategy</td>
<td>Context</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Profile/Preference</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Interaction history</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Reputation</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Utility/Rating</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Gain</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Cost</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Service delivery options</td>
<td>Automatic invocation</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Recommendation</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Filtering</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>Information</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Support for mobility</td>
<td>Yes</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

### 2.4 Summary

Based on the discussions of existing literature in the domain of human-environment interaction, quality of context information and service provisioning, we now highlight the similarities and differences between our proposed context-aware interaction model and
the existing approaches. Table 2.2 shows the list of several significant features against which we make such comparison. An elaboration of these features are given below.

Modes of interaction: It refers to the three types of interaction that includes explicit, implicit and mixed-initiative from the point of view of taking initiative in a human-environment interaction scenario. We observe that most of the works adopted a mixed-initiative approach due to the obvious reason of giving some control to users.

Consider context ambiguity/quality of information: With respect to this feature there are only few works that considered context uncertainty in the interaction. In our approach, we propose a quality of information model to represent such uncertainty while interacting with the environment.

Interaction adjustment based on quality of information: In the context-aware interaction scenario, quality of context information may be utilized to resolve the ambiguity of context identification by involving users (input to the system) as well as to adjust what kind of actions to perform in response to inputs (output to the user). We witness that many of the works do not use the context uncertainty to dynamically adjust the level of interaction, except Horvitz [52] and Dey et al. [36]. However, they only adjust input interaction in terms of mediation as a result of uncertainty. In contrast, we consider quality of information to adjust system’s response.

Conflict management between user actions and automation: In the ambient intelligence environment users will likely be receiving some sort of automatic interaction support for accessing context-aware services. This may sometimes introduce conflict between explicit interaction of the user and implicit support by the environment. With this respect, Horvitz [52] and Dey et al. [36] adopt a conflict resolution approach, that is they try to resolve conflict once it occurs. In contrast, Shirehjini [83] adopts a conflict resolution and conflict avoidance mechanism like the one presented in this thesis. However, for conflict avoidance Shirehjini [83] manually restricts the functionality of a set of services that may contribute to a conflict, thereby limiting the availability of environment services.

Types of services: Services in the ambient environment are heterogeneous in nature that includes various media/information services and devices/artifacts. Our work considers all these types of services while selecting them for the user.
Service/information selection strategy: In terms of service/information selection, existing research have considered several factors including context, preference, interaction history, reputation, and utility/rating. Unlike many others, we adopted a multi-criteria approach to compute gain in a service and make a trade-off between gain and cost of services whenever cost is available.

Service delivery options: While providing output, the system might automatically invoke a set of services, provide recommendation to the user, apply filter to reduce the list of available services, or present information to guide the user. We observe that existing related approaches mostly leverage the recommendation options and do not take benefit of other alternatives.

Support for mobility: It is important to consider users mobility in the ambient environment. Our approach, like many other systems, considers user's mobility in order to provide context-aware interaction support in distributed environment.
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Modeling Quality of Context Information

As mentioned earlier, the proposed interaction model is based on quality of context information and hence, in this chapter we first provide the details of how we model and assess the quality of context information in a multi-sensor environment. Note, we use the term quality of context information and quality of information interchangeably.

3.1 Requirements for Quality of Context

Context-awareness has gained much attention since the last decade. Its influence on the interaction with the computer systems has been acknowledged by many researchers [95, 97, 19]. In particular, it will likely change the way people interact with the ambient intelligence environment [5]. In order to support context-aware interaction, a system need to define several context-specific attributes that would be useful for the target application. Basically, context is characterized in terms of user’s location, time of presence, current activity, and physiological state of the user as highlighted in [96], [7], [27], [34].

An ambient intelligence environment, which contains numerous sensors and devices, adopts several mechanisms to determine the current context or obtain high-level information of interest by processing the elementary data provided by the individual sensors. The information obtained in this manner is then used for interaction support, safety,
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and monitoring purposes. For example, in an ambient assisted living space, multiple sensors (e.g. audio, video, RFID, proximity) are deployed to identify the current context and activity of an elderly to ensure his safety and provide him with timely assistance [32]. Despite the importance of context, a system can often obtain imprecise context information as a result of noisy and imprecise sensor measurement and processing [80], [31], [86]. Therefore, a context-aware interaction system should not only use the context but also the quality of context information. The quality of context information (QoI) may be expressed as the measure of “goodness” of the high-level context information, which would allow an automated system or a decision maker to take an informed decision about a situation.

In previous approaches, several attributes including timeliness, accuracy, confidence, throughput and cost have been proposed for estimating the quality of sensory data [25]. Some of these attributes have also been used for assessing the quality of high-level information based on the processing of low level sensory data [23, 116], however in a limited scope and focus. In the domain of traditional information systems, attributes such as accuracy, timeliness, precision, completeness, usability and many other factors have been advocated for information quality measure [39, 108, 77]. Relevant to context-aware research, the authors in [29] have proposed multiple context quality dimensions that gives an indication of the importance of several quality attributes. While these approaches indicate the use of several quality attributes, they have not presented any mechanism on how to compute the different quality attributes based on multiple sensory media.

Based on existing research and motivation, we define a three-attribute QoI metric consisting of certainty, accuracy/confidence and timeliness attributes, which are important to advertise the quality of a particular piece of context information. Here, we have ignored throughput from the QoI attribute due to its being more relevant to sensory data delivery rate than to high-level information. The cost attribute is not of primary importance when computing QoI rather it is related to data collection, processing, and delivery. The precision attribute indicates the level of detail in the sensed data and is inherently related to accuracy [23]. Completeness is not a primary requirement for QoI as any partial information is also of importance to the user. For example, if the processing of sensory media is able to identify the existence of a person, this evidence is of some
interest to the user or the system even if the identification of the person is not known. The usability issue is mostly related to the formatting and readability aspects and hence it is omitted from the QoI metric. In the following, we provide our motivation for the different QoI attributes we considered.

- An ambient environment system that utilizes multiple sensors may consider the individual or group decisions from the sensory media streams in obtaining the information of interest. The different media streams may provide similar or contradictory evidences for the target information. For example, a camera sensor may provide the evidence of a human presence while the audio sensor may not. However, given the constraints of the environment (e.g. lighting condition), the detection of human presence may not be possible with full certainty even with the use of camera. On the other hand, if there are redundant sensors in the environment whose observations can be utilized as evidence, the detection certainty may increase significantly [102]. Hence, there is a need to consider this difference of opinions of the participating sensors to model and measure the “certainty” of information.

- Information obtained from the sensor-based observation should accurately reflect the exact state of the events or activities that occur in the monitored environment. Accuracy has traditionally been computed by comparing the output of the system with the Ground Truth (GT) to determine whether the processed information conforms to the reality, where GT refers to the known fact or reality. However, comparing the output with the GT is not feasible when the accuracy is to be computed dynamically. This is due to the unavailability of the GT data or the overhead involved in performing the physical investigation in real-time. Therefore, we propose to use “confidence” [101, 15] as a measure complementary to accuracy, which can be computed dynamically over a period of time based on the observations of the sensors. The use of confidence instead of accuracy may also be justified with the fact that accuracy refers to measure of correctness and that implicitly denotes confidence. For example, if a sensor provides accurate observations, we would have higher confidence in it and vice versa. We will explore this justification later in this chapter.
• In a real-time scenario, timely identification of contextual event may help in safeguarding an individual and preventing an undesired consequence. For example, in a smart home environment, the time to detect an intrusion may be crucial to protect its occupants. In general, timeliness of a sensor-based system is influenced by the computational efficiency of the media processing algorithms and the assimilation of the distributed sources of data. In a particular scenario, the timely determination of information may not be of utmost importance, while in other scenario, the information may become useless to the target application if not delivered in time. Consequently, “timeliness” remains an important QoI attribute.

In this chapter, we show how the above three quality attribute is modeled and assessed in a multi-sensor environment. A preliminary discussion on these quality metrics has been presented earlier in [54], where we showed a static modeling and evaluation of QoI. The dynamic modeling of these metrics, as in this chapter, will appear in [59].

3.2 QoI Problem Specification

In the following, we specify the problem of computing QoI in a multi-sensor ambient environment through notations.

• Let $S$ be a multi-sensor system deployed in a smart environment for identifying a set of information items $I_r = \{I_1, I_2, \ldots, I_r\}$, $r$ being the total number of information items. Here, by information item we refer to a piece of information that contributes to the identification of context parameters and are obtained from the processing of sensory streams. Examples of some information items are person detection and person identification.

• Let the system $S$ utilize a set $M_n = \{M_1, M_2, \ldots, M_n\}$ of $n \geq 1$ number of media streams obtained from heterogeneous sensors in order to detect $r$ number of information items.

• Let $q_{b,j} \in [0, 1]$, $1 \leq b \leq k$, $1 \leq j \leq r$ be the $b^{th}$ quality attribute for the $j^{th}$ information item ($I_j$) in a particular context, $k$ being the total number of quality
attributes. In our model $k = 3$; the rational behind considering these quality attributes has been explained before.

- Let $w_{ij} (1 \leq j \leq r)$ and $w_{qb} (1 \leq b \leq k)$ be the weights assigned to $r$ information items and $k$ quality attributes, respectively. These weights will be determined based on the user requirements and context.

Our objective in this approach is to:

1. Provide a dynamic computation model for each of the quality attributes based on the multi-sensor observation. This model will be used to compute the value of $b^{th}$ quality attributes $q_{b,j} \in [0,1]$ for the individual information items ($I_j$).

2. Measure the quality of individual information items, $QoI_j$, $1 \leq j \leq r$. Precisely, this can be expressed as,
   \[ QoI_j = f(q_{b,j}, w_{qb}) \]  
   (3.1)

3. Measure the quality of the system in terms of individual quality attribute for all the information items, which can be expressed as,
   \[ QoI_{qb} = g(q_{b,j}, w_{I_j}) \]  
   (3.2)

4. Measure the quality of the overall system, $QoI$.

Note that, $f$ and $g$ are two aggregation functions, which will be described in subsequent sections.

### 3.3 Detecting Information Items

In this section, we first provide an overview of the processing of information items that lead to context determination in a multi-sensor setting. The modeling of the three QoI metrics, certainty, confidence/accuracy, timeliness, are based on this general architecture, as will be described in the next section.

Figure 3.1 shows a general view of the information item processing framework. In this figure, one of the main tasks of the event detectors is to fuse the different sensory data
for making a decision about the occurrence of an event. This is done either by adopting an early fusion (feature-level) or a late fusion (decision-level) approach [44]. In an early fusion approach, the features extracted from the sensor streams are first combined and then sent to an analysis unit (usually a classifier) that provides decision about the task. On the other hand, in a late fusion approach, the different analysis units first provide local decisions (usually in probability score) based on individual media features and then combine these local decisions to make a global decision about the task. In this case, we adopt a late-fusion based event detection mechanism, where the decisions from multiple sensors are combined at the semantic level. We choose this fusion process as it allows us to use the most appropriate methods for analyzing each single modality or media streams [17]. As such, in Figure 3.1, the media processors process the individual media streams to extract various features (e.g. facial features) from the heterogeneous sensors. To determine the occurrence of an event, the corresponding event detector uses the features from the media stream. All the other event detectors follow the same process. Due to the uncertainty in individual decisions, the scores from the individual event detectors are fused to obtain a final score about the occurrence of that event. We assume the fusion process also utilize the past knowledge about the different sensors while performing fusion. Note that several context parameters such as sensor location, lighting conditions etc. also influence the overall computation process. In its simplistic
form, context parameters can be used to define some rules of processing, such as under poor lighting conditions the evidences from the video cameras will have less influence than the audio or motion sensor data.

3.4 Modeling Quality Attributes

We now describe how each of the three quality attributes $q_{b,j}$ ($1 \leq b \leq k; \ k = 3, \ 1 \leq j \leq r$) related to an information item are modeled in this thesis. Furthermore, we show the contextual effect such as sensor placement, orientation, lighting condition etc. in computing QoI. Two approaches of QoI aggregation is also presented in this section.

3.4.1 Modeling Certainty

In sensor-based multimedia systems, evidence (decision about events or activities) obtained from the processing of sensory data might be imprecise, ambiguous or incorrect [31, 86, 32]. Therefore, it is important for the user or the system to know how certain is the obtained evidence. The certainty of evidence can be computed in terms of probability of its occurrence. There are various classification methods (e.g. Bayesian classifier, Support Vector Machine) that are usually adopted to obtain the probability of an observation belonging to a particular class.

The various sensory media streams in a multi-sensor system provide different probability scores for different detection tasks. Assuming that the media streams are independently used for an observation but are correlated in providing evidence, the individual probability scores of the streams can be fused together in order to obtain the overall probability of the occurrences of an event. As such, let a system use a set $M''_n = \{M_1, M_2, \ldots, M_{n'}\}$ of $n' \geq 2$ media streams from $n'$ different sensors for a particular observation task at a particular time instance. Let $P(I_j|M_1)$ (also denoted as $P_1^j$) be the probability score based on the media stream $M_1$ that refers to its local decision for the $j^{th}$ information item ($I_j$). In fact, for multiple sensors the local decisions obtained from the sensory streams may be similar or contradictory to each other with regard to an information item. To take into considerations this similarity and contradiction among the local decisions, they are grouped into two subsets ($\phi_1$ and $\phi_2$) by considering 0.50 as the
grouping threshold where the former subset is in support of the occurrence of an event and the latter subset is in support of the non-occurrence of that event. Intuitively, it implies that in a probabilistic framework, sensors with an observation score higher than 0.50 supports the true hypothesis for event occurrence and vice versa. As an example to illustrate this grouping, let us consider 0.60, 0.30, and 0.80 as the observation scores from three sensors. Obviously, 0.60 and 0.80 would mean a support for the target event and belong to group $\phi_1$, while 0.30 would mean the support for non-occurrence of that event. Therefore, the score 0.70 (=1-0.30) will belong to group $\phi_2$.

The local decisions of each of the groups are individually fused to determine which of the groups has higher aggregate score. We adopt a Bayesian mechanism for this fusion process as presented in [18]. Note that the fusion process uses the past confidence and the agreement/disagreement among the sensors. In this approach, any two scores in support of evidence $I_j$ are fused using the following equation:

$$P_{i,m}^j = \frac{(P_i^j) f_i (P_m^j) f_m e^{\gamma_{i,m}}}{(P_i^j) f_i (P_m^j) f_m e^{\gamma_{i,m}} + (1 - P_i^j) f_i (1 - P_m^j) f_m e^{-\gamma_{i,m}}}$$  \hspace{1cm} (3.3)

Where, $P_{i,m}^j$ is the aggregate probability score based on two sensor media $M_i$ and $M_m$ at time $t$. Note, the timing parameter $t$ is associated with the left and right hand side of eq. (3.3), however, it is not shown in this equation for clarity of presentation. The denominator in eq. (3.3) is used as a normalization factor to limit the value in $[0,1]$. The terms $f_i = f_i / (f_i + f_m)$ and $f_m = f_m / (f_m + f_i)$ are the two weight factors computed from the past confidence of the two participating sensors, where $f_i + f_m = 1$. Here, $f_i$ and $f_m$ are the confidences of the sensors or media streams $M_i$ and $M_m$ at time $t-1$, respectively. We will show in Section 3.4.2 how the confidence attribute is modeled.

In eq. (3.3), $\gamma_{i,m}^j \in [-1,1]$ refers to the agreement/disagreement (aka. agreement coefficient) [62, 18] between two sensors. This is used as a growth factor while fusing the probability to give certain weight to the observations of the participating sensors. The value of $\gamma_{i,m}^j$ at time $t$ between two sensors can be computed by their current agreement/disagreement with the past value at time $t-1$ as,

$$\gamma_{i,m}^j(t) = \beta [1 - 2 \times |P_i^j(t) - P_m^j(t)|] + (1 - \beta) [\gamma_{i,m}^j(t-1)]$$ \hspace{1cm} (3.4)
Where, $1 - 2 \times \left| P_i^j(t) - P_m^j(t) \right|$ is the current agreement/disagreement between two sensors. Note, this value is 1 when the two sensors are in full-agreement, while it is $-1$ when the sensors are in full-disagreement. The weighting factors $\beta$ and $1 - \beta$ are assigned to the current and past agreement coefficient, respectively. While computing the agreement coefficient between a group of sensors and a single sensor, the pair-wise value of the agreement coefficient is averaged using average-link clustering [63]. For example, the agreement coefficient between a group $(M_i, M_m)$ and a single sensor media $M_s$ is computed as $\gamma_{i,m,s}^j = \left( \gamma_{i,s}^j + \gamma_{m,s}^j \right) / 2$.

Eq. (3.3) and (3.4) are iteratively used to combine the current observation scores based on media streams in $\phi_1$ resulting in an aggregate score of $P_{\phi_1}^j(t)$. Similarly, for the non-occurrence of events we obtain the group score of $\phi_2$ which is $\tilde{P}_{\phi_2}^j(t)$. Finally, if $P_{\phi_1}^j(t) \geq \tilde{P}_{\phi_2}^j(t)$, the decision based on the $\phi_1$ group is considered as winning, which is in support for the occurrence of $j$th information item. On the other hand, the decision based on the $\phi_2$ group is considered as loosing, which is not in support of the occurrence of that event.

Intuitively, we model the certainty of an information item $(q_{1,j})$ based on the above observation. The model uses the highest fused score between the two groups ($\phi_1$ or $\phi_2$) as the certainty of an information item. If, however, the observations of all the participating sensors belong to only one group, the fused score of that group will be used as the certainty value of an information item. Thus, the computation of the certainty attribute takes the following form:

$$q_{1,j}(t) = \begin{cases} P_{\phi_1}^j(t), & \text{if } P_{\phi_1}^j \geq \tilde{P}_{\phi_2}^j \\ \tilde{P}_{\phi_2}^j(t), & \text{otherwise} \end{cases}$$

(3.5)

Where, $q_{1,j}(t)$ is the certainty quality attribute at time $t$ for the $j$th information item. Note, the value of this certainty is referred to as a scalar-valued quality assessment, which can also be represented by its mean, $\mu_{q_{1,j}}(t)$ and variance, $\sigma^2_{q_{1,j}}(t)$ (type-2 quality assessments in [87]). This representation will show the variations of the quality attribute values as a statistical distribution, which is more general than the scalar-only value. In our method, we use a time-varying mean and variance, which are updated as new measurement data are available. By adopting the formalisms stated in [67, 109], we
update the mean and variance of the certainty attribute value as follows.

\[
\mu_{q_{1,j}}(t) = \mu_{q_{1,j}}(t-1) + \frac{1}{W} \left[ q_{1,j}(t) - \mu_{q_{1,j}}(t-1) \right]
\]

(3.6)

\[
\sigma^2_{q_{1,j}}(t) = \frac{1}{W} \left[ D_{\mu}(t-1) + [q_{1,j}(t) - \mu_{q_{1,j}}(t-1)] [q_{1,j}(t) - \mu_{q_{1,j}}(t)] \right]
\]

(3.7)

where, \( D_{\mu}(t) = [D_{\mu}(t-1) + [q_{1,j}(t) - \mu_{q_{1,j}}(t-1)] [q_{1,j}(t) - \mu_{q_{1,j}}(t)] \) represents the sum of squares of differences from the current mean of the certainty attribute value. \( D_{\mu}(t-1) \) is 0 at system startup. \( W \) is the length of a window within which we maintain the mean and variance value of certainty.

### 3.4.2 Modeling Accuracy

Accuracy is the most investigated attribute in measuring quality. It refers to the degree of how the observed information conforms to the reality. Therefore, the accuracy of event detection in a monitoring scenario can be computed as the ratio of the number of correctly detected events to the total number of events that occurred in the environment. It is only possible to know the number of correctly detected events through physical investigation or by comparing it with a reference media stream (ground truth or GT) where the events are pre-annotated. The accuracy of a sensor media \( M_i \) in detecting information item \( I_j \) can be computed using four possible parameters including true positive (\( TP_i^j \)), false positive (\( FP_i^j \)), false negative (\( FN_i^j \)) and true negative (\( TN_i^j \)) as follows.

\[
\text{Accuracy}_i^j(t) = \frac{TP_i^j(t) + TN_i^j(t)}{TP_i^j(t) + FP_i^j(t) + FN_i^j(t) + TN_i^j(t)}, 1 \leq j \leq r
\]

(3.8)

The accuracy computation using eq. (3.8) is not practically feasible in a real-time system due to the tedious process of performing physical investigation and the unavailability of GT. In such a case, we propose to use the measure of confidence \([101, 62, 15]\) as an alternative to accuracy measurement. Confidence may be interpreted as the level of trust or assurance on the decisions provided by the sensor system. Using confidence not only eliminates our dependencies on GT to evaluate the correctness of information but also enables us to compute it dynamically over the period. Nevertheless, we use eq. (3.8) for initializing the confidence value that is used at the beginning of testing session (see
Section 3.5.3.2) and to verify the dynamically computed confidence with the GT-based accuracy (see Section 3.5.4.6).

In the following, we describe the proposed confidence computation method, which is derived in two steps: first, we obtain the confidence in individual sensor modality that can be used to obtain an information item and second, we compute the confidence in an information item by aggregating the individual confidence values of the sensors that support the given information item. We describe these two steps in the following:

**Step1:** We model the individual sensor confidence \( f_i^j(t) \) at time \( t \) based on the fused probability scores \( P_i^j(t) \) and \( \hat{P}_i^j(t) \) that we obtained by iteratively using eq. (3.3). As mentioned, if \( P_i^j(t) \geq \hat{P}_i^j(t) \), we consider the occurrence of an event based on the group \( \phi_1 \), otherwise we consider the non-occurrence of the event based on group \( \phi_2 \). Therefore, intuitively we adopt a reward and punishment mechanism and accordingly increase the confidence of the streams or sensors in group \( \phi_1 \) if the final decision is based on its outcome. At the same time we decrease the confidence of the streams in group \( \phi_2 \), and vice versa. This is precisely stated in the following general model,

\[
 f_i^j(t) = f_i^j(t-1) \pm Rd_i(t) | Pt_i(t)
\]  

where, \( f_i^j(t-1) \) is the past confidence of the \( i^{th} \) sensor for \( j^{th} \) information item. \( Rd_i \) is the reward to be assigned to sensor media \( M_i \) if it belongs to winning group. In contrast, the punishment \( Pt_i \) will be assigned to it if it belongs to the losing group. In the following we derive the model for the reward and punishment factor.

We seek an analogy between the reward and punishment factor to the increase and decrease of accuracy value that can be computed using eq. (3.8). It is obvious from eq. (3.8) that an increase in the numerator will increase the value of accuracy, whereas an increase in the denominator will decrease the value of accuracy. In other words, \( TP \) and \( TN \) will cause an accuracy increase, while an increase in \( FP \) and \( FN \) will cause an accuracy decrease. We observe these changes of accuracy value, that is the rate of increase and decrease, and use it in our model. Recall that in our case, we determine an information item based on \( \phi_1 \) or \( \phi_2 \) group depending on whichever group has the highest fused score. Therefore, if \( \phi_1 \) wins, the observation of a sensor in \( \phi_1 \) would have an impact similar to the increase in \( TP \), while at the same time the observation of a
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Figure 3.2: The sliding sampling window, where each cell contains either 1 or 0 depending on whether the current observation of sensor \( i \) conforms to the winning or losing group, respectively.

A sensor in \( \phi_2 \) would have an impact similar to the increase in \( FN \). On the other hand, if \( \phi_2 \) wins, the observation of a sensor in \( \phi_2 \) would have the impact of increased \( TN \), while the observation of a sensor in \( \phi_1 \) would have the impact of increased \( FP \). Based on the above analogy, we obtain the reward/punishment factor for a sensor media \( M_i \) over a sample window of length \( W \) as,

\[
Rd_i | Pt_i(t) = \left| \frac{\alpha_i^{W-1}(t-1) - \alpha_i^{W-1}(t-1) + \alpha_i^{\text{current}}(t)}{W} \right|
\]

where, each cell of the sample window \( W \) (see Figure 3.2), contains either 0 or 1 depending on whether it is a punishment or a reward based on \( P_{\phi_1}^j(t) \) and \( P_{\phi_2}^j(t) \). Although, we propose to maintain a fixed-length window where its size would be determined by the user or the application, it will slide over time to incorporate the decision of the new sampled instance while discarding the decision of the oldest instance. Note, the actual size of this window will depend on how much effect we want to see on the dynamically computed confidence. In fact, focusing on a narrower window would enable the target application to better tune their responsiveness to the changing system performance over time. Also, \( \alpha_i^{W-1} \) in eq. (3.10) refers to the number of times sensor \( i \) was rewarded within a window of length \( W - 1 \). The term \( \alpha_i^{\text{current}} \in \{0, 1\} \) contains the latest punishment or reward decision.

**Step 2:** Once we have the individual sensor’s confidence, we aggregate these value for the sensors in the winning group to obtain the confidence of the system with respect
to $I_j$. Therefore, given $p$ number of sensor streams are used in obtaining a decision, the confidence attribute $q_{2,j}(t)$ of the system for the $j^{th}$ information item at time instant $t$ is precisely computed as:

$$q_{2,j}(t) = \frac{1}{p} \sum_{y=1}^{p} f_{y,j}(t)$$  \hspace{1cm} (3.11)

Similar to the certainty attribute, the confidence quality attribute is also expressed in terms of its mean, $\mu_{q_{2,j}}(t)$ and variance, $\sigma^2_{q_{2,j}}(t)$ to show a statistical distribution over a period of time. This is done using eq. (3.6) and (3.7), respectively by substituting the term $q_{1,j}$ with $q_{2,j}$.

### 3.4.3 Modeling Timeliness

In a real-time multi-sensor monitoring system, it is crucial to know the timeliness of a detection task in order to provide timely assistance to a person and generate an alarm if necessary. For example, in an assisted living environment if a person falls on the floor, the system should be capable of reporting that event within an acceptable time delay. However, it is very difficult to provide such real-time guarantees in all situations especially in the dynamic sensory environment, as mentioned in many real-time literature [22, 92]. Therefore, we need to measure the timeliness of such a system to know its efficiency.

Looking back at Figure 3.1, we see that the time required to obtain an information item may include the time to capture the media, transmit the media, process the media and fuse the observations for multiple sensors. Further prediction of such time can be made by analyzing the system operations at a more granular level, which a system designer can perform if needed. However, from the point of view of modeling and assessing the timeliness as a QoI attribute, we focus on the application layer timeliness. That is, we try to model the timeliness to determine whether the information of interest (e.g. detection of an unauthorized person) is obtained and propagated to the target application within an allowed range.

To model timeliness, we consider that a system is expected to detect the $j^{th}$ information item (event) within $T_j$ units of time of its occurrence. Here, the value of $T_j$ for an information item is experimentally determined. Note, however, due to changes in the operating environment and other issues involved in a multisensory setting, the
actual units of time for detecting the target event would be \( T_j \pm \delta_j \), where \( \delta_j \) is the jitter associated with the detection task for \( I_j \). In general, the jitter associated with a task varies based on the type of implementation. A task carried out at the hardware device would have lower jitter than a task carried out at the software level [92]. Based on the above specification, we can define the current timeliness of an information item as,

\[
q_{3,j}(t) = \begin{cases} 
1 & \text{if } \delta_j \leq Th_j, \\
0 & \text{otherwise}
\end{cases}
\]

where, \( T_j \pm \delta_j \) is the actual time taken to obtain information item \( I_j \) and we assume that a system is timely if the value of \( \delta_j \) is less than or equal to a threshold time value, \( Th_j \). That means, \( Th_j \) is the allowed range within which the system’s response can vary from the pre-computed value of \( T_j \) to be considered as timely. On the other hand, we would consider a system not timely at a particular instance in obtaining the information item \( I_j \) if \( \delta_j \) exceeds its allowed limit. The value of \( Th_j \) is usually more in the case of a soft real-time system than in the hard real-time system where \( Th_j \rightarrow 0 \).

The timeliness quality assessment is then represented by its mean, \( \mu_{q_{3,j}}(t) \) and variance, \( \sigma^2_{q_{3,j}}(t) \) over a period of time, similar to using eq. (3.6) and (3.7), respectively.

### 3.4.4 Contextual Effect in QoI Modeling

Environment context information such as geometry, sensor placement, orientation, time, etc. has influence on the computation of QoI [56]. In a multi-sensor system, multiple sensors are placed in strategic locations in order to detect various events or information items of interest. However, at a particular moment we need to determine the sensors whose observation will be considered for the processing of information items, which would eventually influence the computation of QoI. Recall that in Section 3.4 we have stated how QoI can be computed based on multiple sensor observations, where the sensors might have an agreement/disagreement among them even when they are placed in the same observation area. In Figure 3.3 [56], we show various context situations that can play a role in this regard.

In Figure 3.3(a), we show the case when two sensors are placed in a way that they cover the same observation area from two different directions. In such cases, both sensors
Figure 3.3: Example of some spatial and temporal context that would influence the computation of QoI in the case of the existence of sensors $S_1$, $S_2$, and $S_3$.

can capture an event occurring in their common field of sensing/view. For example, the media streams obtained from two cameras facing each other can be processed at the same time for finding blobs to detect the presence of a human in the monitored environment. In Figure 3.3(b), the two sensors have the opposite field of sensing. Therefore, the observation from $S_1$ may not be combined with the observation of $S_2$ at the same instant. However, assume an object has moved from $S_1$'s field of sensing to $S_2$'s field of sensing, in such a case the observation of $S_1$ and $S_2$ can be combined for collaborative decision-making. Figure 3.3(c) shows the case when three sensors have the same field of sensing and hence the detection of an event may be determined by combining the evidences provided by them. The distance among these sensors may also be considered to determine whether they are neighbors and whether their observations should the aggregated for determining the occurrence of an event. However, this will also depend on the type of sensors and the information item of interest. For example, a camera and two motion sensors are placed in close proximity. Therefore, for some information items (e.g. movement) the observation of these sensors can be considered. However, for other information items (e.g. face detection) only the camera data would make more sense to process. In Figure 3.3(d), two sensors are placed in close proximity and the field of
Table 3.1: Example of some context-dependent rules that influence the computation of QoI

<table>
<thead>
<tr>
<th>Context-rules</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Cov}_j(S_i, S_m) = 1$</td>
<td>Common coverage area between sensors $S_i$ and $S_m$. Observations of $S_i$ and $S_m$ may be used together for $j^{th}$ event detection and QoI computation.</td>
</tr>
<tr>
<td>$\text{Cov}_j(S_i, S_m) = 0$</td>
<td>No common coverage area between sensors $S_i$ and $S_m$. Observations of $S_i$ and $S_m$ may not be used together at this instance.</td>
</tr>
<tr>
<td>$0 &lt; \text{Cov}_j(S_i, S_m) &lt; 1$</td>
<td>Some overlapping coverage area between sensors $S_i$ and $S_m$. Observations from these sensors may be considered together only if the event occurs in the overlapping area.</td>
</tr>
</tbody>
</table>

Sensing is almost the same for both in the same direction. Therefore, the two sensors may equally contribute to detect an event occurring in their field of sensing.

Similarly, there are other situations that can be of valuable context clue. For example, in Figure 3.3(e), the two sensors have a 360° field of sensing. Therefore, the observation from both of them can be considered at a certain time. For instance, when two audio sensors are placed in such a manner. Obviously the detection of some information item (e.g. a person is shouting) can be based on the outcome of these sensors. In Figure 3.3(f), the two sensors have some overlapping field of sensing. Therefore, any events occurring in that overlapping region may be decided based on their observations together. However, the determination of events in the overlapping region is not always obvious from the sensory stream. Figure 3.3(g) refers to the case when the agreement/disagreement among the sensors can be computed over a timeline. For example, at time $t_2$ the observation of sensors $S_1$ and $S_2$ can be combined together, while at time $t_5$ the observation of the sensor $S_3$ can be combined with the group of sensors $S_1$, $S_2$. In Figure 3.3(h), the two sensors are placed apart facing each other and have a uni-directional field of sensing. Besides these situations, there are other cases that can be considered to select appropriate sensors when computing QoI.

Other context information such as the changes in the lighting conditions also have an effect on the QoI computation. For example, a video camera becomes useless at night (poor lighting); therefore, emphasis should be placed on another device. Overall, in order to handle all these situations we propose to use some context-dependent rules.
when computing QoI. Some of these rules are stated in Table 3.1. Note the function $Cov_j(S_i, S_m)$ determines whether or not two sensors, $S_i$ and $S_m$, have the similar coverage area with respect to the determination of $j^{th}$ information item. Depending on the current context (e.g. coverage, lighting condition) this function will produce an updated list of sensors whose observations are eligible for considering them in the decision making process.

3.4.5 Aggregating Quality Attributes

In the above section, we have shown how the proposed quality attributes are computed for an information item. In our approach, the quality of an information item ($I_j$) is represented by the three quality attributes ($q_{b,j}, b = 1...3$) described earlier. The current value of these attributes show how much is the QoI of the system in identifying a particular information item. Now, given a multi-sensor system is capable of detecting $r$ different information items, we have two obvious choice to aggregate the quality attributes for representing QoI of the overall system: information item-level and quality attribute-level. In the following we examine this two approaches.

1. Information item-level aggregation: In this approach (see Figure 3.4(a)), the quality attributes of an information item $I_j$ are aggregated using a linear weighted sum fusion scheme [107] to obtain the information item-level quality, $QoI_j$, as per eq. (3.13). This is further aggregated to obtain QoI of the overall system for all the information items using eq. (3.14).

$$QoI_j = \sum_{b=1}^{k} q_{b,j} \times w_{q_b}, 1 \leq j \leq r$$

$$QoI = \sum_{j=1}^{r} QoI_j \times w_{I_j}$$

Where, $k = 3$ and $r$ is the number of information items. $w_{q_b} \in [0, 1]$, $\sum_{b=1}^{k} w_{q_b} = 1$ is the weight of the $b^{th}$ quality attribute. The weight $w_{q_b}$ is chosen based on the requirements of the user or the application. For instance, a system that is more sensitive to accuracy than that of timeliness will give more priority to accuracy.
Figure 3.4: Two approaches of aggregation of the quality attributes where (a) quality attributes of an information item are aggregated to obtain information item-level quality ($QoI_j$), which are then aggregated for all the information items to obtain the system-level $QoI$ and (b) each quality attribute for all the information items are aggregated to obtain the attribute-level quality ($QoI_{qb}$), which are then aggregated to obtain the system-level $QoI$.

while computing $QoI_j$. Also, $w_{I_j} \in [0, 1]$, $\sum_{j=1}^{r} w_{I_j} = 1$ represents the weight assigned to the information items according to their importance that the user or application decides.

2. Quality attribute-level aggregation: In this approach (see Figure 3.4(b)), the value of a particular quality attribute for all the information items is aggregated to obtain the attribute level quality, $QoI_{qb}$, using eq. (3.15). The attribute level quality values are aggregated further to obtain the overall system level quality using eq. (3.16).

$$QoI_{qb} = \sum_{j=1}^{r} q_{b,j} \times w_{I_j}, \ 1 \leq b \leq k$$  \hspace{1cm} (3.15)  

$$QoI = \sum_{b=1}^{k} QoI_{qb} \times w_{qb}$$  \hspace{1cm} (3.16)  

Where, the letters $b, j, r, k$ all have the same meaning as before. $q_b$ refers to the individual quality attribute value over all the information items.
In summary, the above two approaches will produce different system-level QoI when the relative importance of the quality attributes \( (w_{q_i}) \) and the information items \( (w_{I_j}) \) vary between them. The fundamental difference we see in them is the different level of abstraction when the aggregation takes place. In one of the approaches, the aggregation first takes place at the information item-level to produce \( QoI_j \) and then at the system level, while in the other approach the aggregation first takes place at the quality attribute-level to produce \( QoI_{q_i} \) and then at the system level. In real-life scenario, different applications may utilize this different level of abstraction to serve the request.

Note, we used a linear weighted sum fusion scheme in the above two aggregation approaches. This is due to the fact that it allows an application to set priority to a particular quality attribute or to an information item of interest. Such a priority-based approach is also studied in existing literature, for example in [111], where the authors study the trade-off between accuracy and timeliness quality attribute with the query cost by adjusting priority to the different quality attributes. However, beside using linear weighted fusion scheme, other aggregation function may be explored, such as, Count, Maximum, Minimum and the different forms of Average function. The choice among these functions will depend on the need of a particular application.

### 3.5 Experiments for QoI Assessment

In order to demonstrate the utility of the proposed QoI modeling approach, we have designed and implemented a prototype of a monitoring system and deployed it in our laboratory, which is used as a simulated smart home environment. The QoI model is used to dynamically evaluate the quality of the high-level information items based on the observation of multiple sensors. To demonstrate our methodology we consider two high-level information items, which are person detection \( (I_1) \) and person identification \( (I_2) \). Our objective in this section is to demonstrate how to assess the QoI in a given multi-sensor system, which is deployed to identify various high-level information of interest. The dynamic quality measure will be finally used in the adaptive interaction model proposed in this thesis.
Figure 3.5: Layout of the simulated smart home experimental environment.

3.5.1 System Setup

The developed system utilizes different types of sensors that include four cameras \((C_1, C_2, C_3, C_4)\) and two motion sensors \((MS_1\ and\ MS_2)\). The sensors are placed strategically in the environment to obtain the information of interest, which are \(I_1\ and\ I_2\) as mentioned above. Figure 3.5 shows the physical environment where the sensors are placed for experimental purposes. The placement of these sensors also reflects some spatio-temporal contextual situations as highlighted in Figure 3.3, in particular Figure 3.3(a), 3.3(b), 3.3(c), and 3.3(d). For example, the placement of the two cameras, \(C_1\ and\ C_2\), in Figure 3.5 relates to the contextual situation in Figure 3.3(d), where the two sensors are in close proximity with a similar field of sensing such that both of their observations may be fused to obtain a corresponding information item. Furthermore, in Figure 3.5, we specify two regions of interest \((R_1\ and\ R_2)\) in the environment where it is more important to detect the occurrence of events. This is done for ease of demonstration, however, a real environment may include multiple regions of interest. The sensors \(C_1, C_2,\) and \(MS_1\) are deployed to cover region \(R_1\), whereas the sensors \(C_3, C_4,\) and \(MS_2\) are deployed to cover region \(R_2\). Region \(R_1\) is basically the entry of the lab, which is monitored to determine who is entering into the lab. In region \(R_2\), the two cameras are placed on top of a smart mirror interface \([55]\), which is a service access point for controlling the household appliances and accessing several internet-based services in a personalized manner. Therefore, it is necessary to identify the persons in this area for providing him with personalized services through the smart mirror.

In this setup, we have chosen a variety of sensors in order to utilize heterogeneous
sensor observations for different detection tasks. For example, $C_1$, $C_2$, $C_3$ and $C_4$ are IP web cameras, which capture image sequences at 20 frames/sec. with a resolution of $320 \times 240$ pixels. The two motion sensors we used detect motion based on Radio Frequency (RF) signals. We also used the cameras for motion sensing, which works based on image change detection.

### 3.5.2 System Implementation

Figure 3.6 shows the architecture of the developed prototype system. The software development is done in C# programming environment. All the sensors (in our case, the cameras and motion sensors) are connected with a *Central Server Unit*. The four cameras are connected with the server via the network. The camera control classes are installed in the central server unit, which provides a handle within the C# environment to capture the camera image sequences. The two motion sensors that we have used are Hawkeye II Motion Sensor, which send wireless Radio Frequency (RF) signals to the X.10 transceiver connected to the computer via a USB port. An ActiveHome Script SDK is also installed in the server unit to capture the X.10 based motion signals.

In Figure 3.6, it is shown that the Central Server Unit incorporates several modules that accomplish different intended tasks. The *Data Capture/Processing Module* receives
the data/streams from different sensors and processes them using some external media processing services deployed in a separate in-house server. For example, the *Motion Analysis Service* that resides outside of the central server unit is used to analyze and score the motion signals. Similarly, the *Face Detection Service* and *Face Recognition Service* are used to find the presence of faces and identify the detected faces based on captured image sequences, respectively. These external services are deployed using a web service mechanism and are accessed remotely from the central server unit. We will elaborate on the underlying data processing mechanisms that are wrapped in these services in Section 3.5.3.

The decisions obtained by processing multiple sensor data are then fused together at the *Fusion Module* to obtain the overall decision about the occurrence of an event. Note, our fusion module uses a decision-level fusion strategy for aggregating the individual decisions obtained from the sensors. The system uses two databases that are implemented in MySQL 5.0 and hosted in separate machines. They can be remotely accessed via HTTP protocol. The *Event Database* is used to store the event information which the system detects and the *Reference Face Database* stores the facial features of some test participants in order to later verify the faces that are detected during real-time testing.

One of the core modules in the implemented system is the *QoI Computation Module*. This module utilizes the different observation scores that are available at the Fusion Module at each instance to dynamically assess the different QoI attributes. It also computes the overall QoI of the system using our proposed model. The values of the QoI attributes are stored in the *Event Database* along with the information items they characterize. The *User Interface* enables monitoring the results of QoI that are obtained dynamically. Figure 3.7 shows an example snapshot of the running system interface, which intuitively displays the different camera views, the motion status, the event logs and the runtime QoI of the information items and the overall system.

### 3.5.3 Information Item Processing

Information items are the high-level events of interest that are obtained from the processing of different sensory media. As mentioned earlier, we demonstrate our methodology for two high-level information items that are person detection ($I_1$) and person identifi-
cation ($I_2$). We show that the different sensory media streams are processed in different ways for the identification of these information items as summarized in Table 3.2. For example, we have considered RF-based motion detection, image-based motion detection, blob detection and face detection to determine the existence of a person. Depending on these processing, we obtain the observation scores and fuse them dynamically to determine the information item and assess QoI in the system. In the following, we elaborate these steps of sensory media processing and the fusion of observations that is used to determine an information item.

3.5.3.1 Sensor Media Processing

As shown in Table 3.2, several processing tasks are performed on the sensor media in order to detect and identify a person within the specified regions of interest in the environment. Each of these processing tasks considers a different modality for obtaining the information item of interest. Consequently, the outcome of these tasks are considered as evidence from multiple sensors. We now describe each of these tasks.

The RF based motion sensor we used (e.g. $MS_1$) for person detection generates a
number of motion signals in a specified period given any movement in the environment that is within the range of RF signals. During training, we observe 100 instances of motion events and record the number of signals it produces for each of the motion events. We then obtain the mean and the variance of the number of signals for a specified time interval, which we later use to obtain the probability score for a given motion event during the real-time testing session.

The other type of motion sensing is performed by using camera images based on significant change detection [89] in image sequences. Change detection is performed by comparing the current image with a reference image frame in terms of the number of different pixels. The camera API allowed us to define three parameters for motion setting - a window to define the area in the image where the motion would be detected, the sensitivity of the detection, and a percentage value to define how much change in the image generates a motion. We set the window size and position in such a way so that it covers the region of interest. The sensitivity value was set to 80%. In our given setting, we experimentally determined the image change percentage. During training, we observe 50 instances of person entrance in the lab and record the percentage of image change for this event. We obtain a mean and variance of the image change from this training and use these values to determine a probability score of a new motion event (e.g. person entrance) during real-time system testing.

Person detection based on blob detection works as follows. We have used an adaptive
Gaussian method \cite{104} to model the background from the captured image. Blob detection is performed in two main steps: 1) by segmenting the foreground from the background using simple matching on the three RGB color channels, where the matching is characterized as a pixel value being within 2.5 standard deviations of the distribution, and 2) by using the morphological operations (erode and dilation) to obtain connected components, which are the blobs. We assume that the area of the blob corresponds to a human when it is greater than a threshold that is determined experimentally. Similar to motion detection, we trained the system with 50 instances and obtained the area of the blob. We determined the mean and variance of the blob area, which we later use during the testing phase to obtain the blob detection probability as a cue for determining a human presence in the monitored regions of interest.

The detection of a person can also be carried out by extracting the facial features such as skin color, eyes, and so on. Often face detection gives better performance than detecting blobs when a person comes within a reasonable distance. We use the Verilook \cite{2} face detection solution, which was available to us, to detect the facial features as evidence of person detection. We obtain a score from the face detection process which we normalize to get a observation score in a probability scale.

For the other information item (i.e. person identification), we only invoke the face identification service based on the positive results from face detection. In this case also, we use Verilook \cite{2} to extract the facial features from the current image and match it against the stored facial features. The stored facial features are used as the reference data set that correspond to the volunteers who participated during training and testing of the system. The face identification service matches the currently extracted features with that of the reference data set and provides a matching score between \([0,1]\), which we consider as the observation probability score. Note, in this section we only provided a brief analysis of the different media processing tasks using certain approaches, which can be changed given other better approaches are available.

\subsection{3.5.3.2 Sensor Observation Fusion}

This process occurs while testing the system in real-time (see Section 3.5.4). Before fusion takes place, the individual sensor modality is processed at every sampled instance using
Table 3.3: List of sensors and corresponding processing tasks to determine $I_1$ and $I_2$

<table>
<thead>
<tr>
<th>Regions</th>
<th>Information items</th>
<th>$MS_1$</th>
<th>$MS_2$</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>$I_1$</td>
<td>RF</td>
<td>-</td>
<td>IC, BD, FD</td>
<td>IC, BD, FD</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$I_2$</td>
<td>-</td>
<td>RF</td>
<td>-</td>
<td>IC, BD, FD</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$R_2$</td>
<td>$I_1$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>IC, BD, FD</td>
<td>IC, BD, FD</td>
<td>F1</td>
</tr>
<tr>
<td></td>
<td>$I_2$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>IC, BD, FD</td>
<td>IC, BD, FD</td>
<td>F1</td>
</tr>
</tbody>
</table>

Figure 3.8: The observation scores ($P_r$) from the individual media processing tasks based on different sensory modality at an instance for determining $I_1$ in $R_1$.

...the approach described in Section 3.5.3.1, which provides the observation scores from the individual processing tasks. Based on the different observations, we decided which observation scores to fuse together in obtaining an information item at a particular instant. For this we look at Figure 3.5 and Table 3.2 to find out the relevant sensor observations that contribute to determining information items $I_1$ and $I_2$ in the two regions of interest. This is summarized in Table 3.3. As an example, we observe from this table that $I_1$ in $R_1$ is determined based on seven observation scores as a result of performing $RF$ by $MS_1$, $IC$ by $C_1$, $BD$ by $C_1$, $FD$ by $C_1$, $IC$ by $C_2$, $BD$ by $C_2$, and $FD$ by $C_2$. Figure 3.8 shows an instance where the observation scores from the seven processing tasks, (a)-(g), performed on the media streams of $MS_1$, $C_1$ and $C_2$, are used in determining $I_1$ in $R_1$.

Note, this is a static selection of sensors or tasks based on spatial context information. We will describe in Section 3.5.4.4 how this selection may change dynamically based on other context information. We now describe the fusion process that takes place dynamically for determining an information item.

The observation scores that we obtained from real-time media processing are grouped into two subsets (e.g. $\phi_1$ and $\phi_2$) as described in Section 3.4.1. In the case of determining $I_1$ in $R_1$, let us consider the scores obtained by the different tasks are $\{0.85, 0.92, 0.34,$
0.59, 0.75, 0.47, 0.82} (see Table 3.4, row 3). We now divide them into $\phi_1 = \{0.85, 0.92, 0.59, 0.75, 0.82\}$ as supporting evidence for $I_1$ and $\phi_2 = \{(1-0.34), (1-0.47)\}$ as opposing evidence of $I_1$. The scores in each of the groups are then fused using eq. (3.3) iteratively to obtain two aggregate scores $\hat{P}^j_{\phi_1}$ and $\hat{P}^j_{\phi_2}$ (see Table 3.4, row 6). Note the fusion process considers the agreement/disagreement among the sensors (among different tasks) as well as their previous confidence for the target information item. As shown in Table 3.4- row 4, the agreement/disagreement between any two observation tasks or sensors is computed using eq. (3.4). We consider $\beta = 0.6$ as an example to give more weight to the current agreement/disagreement value. The initial agreement/disagreement between two sensors or the corresponding tasks is considered as 0.0, which changes over time. The previous confidence at the start of testing session is the past accuracy of the sensors for the related tasks, which is computed using eq. (3.8) during the pre-processing step. We obtain these values as $\{0.90, 0.88, 0.70, 0.84, 0.92, 0.76, 0.86\}$ (see Table 3.4, row 2), which will evolve over time according to the confidence computation process and be used subsequently, as will be described in next section. The value of $\hat{P}^j_{\phi_1}$ and $\hat{P}^j_{\phi_2}$ that we obtain are 0.95 and 0.78, respectively. Now based on these two aggregate scores, we determine information item $I_1$ when $\hat{P}^j_{\phi_1} \geq \hat{P}^j_{\phi_2}$, otherwise we decide a non-occurrence of an event.

3.5.4 Dynamic QoI Assessment and Result Analysis

In this section we describe how to assess the QoI of the system based on the different processing tasks performed on the sensory media streams. The test is performed in real-time in our experimental smart environment for obtaining information items $I_1$ and $I_2$ (in $R_1$ and $R_2$ in Figure 3.5). Based on the proposed method, the system dynamically computes the QoI over the period of real-time testing session. Our experiments were conducted for eight hours at different times and days. During this period, we took samples at every 2 seconds (1800 samples per hour) and processed the media captured by different sensors for identifying those information items. The choice of a 2-seconds sampling interval is determined experimentally based on the system settings we adopted. However, samples may be taken at a larger or smaller interval based on the real-time timing constraints and the definition of information granularity. As mentioned in Section 3.4.4, the dynamic QoI computation is also influenced by various contextual information.
Table 3.4: The QoI processing steps shown with an example to dynamically compute the QoI attributes \((q_{b,j})\) at an instance \(t = 1\), given the current observation scores and the initial confidence (pre-computed accuracy) of the individual processing tasks for information item \(I_1\) in region \(R_1\).

<table>
<thead>
<tr>
<th>Instance</th>
<th>QoI Processing steps</th>
<th>(T_1)</th>
<th>(T_2)</th>
<th>(T_3)</th>
<th>(T_4)</th>
<th>(T_5)</th>
<th>(T_6)</th>
<th>(T_7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t = 0)</td>
<td>Initial confidence (pre-computed accuracy)</td>
<td>0.90</td>
<td>0.88</td>
<td>0.70</td>
<td>0.59</td>
<td>0.92</td>
<td>0.76</td>
<td>0.86</td>
</tr>
<tr>
<td>(t = 1)</td>
<td>Current observation (probability score)</td>
<td>0.85</td>
<td>0.92</td>
<td>0.34</td>
<td>0.59</td>
<td>0.92</td>
<td>0.76</td>
<td>0.82</td>
</tr>
<tr>
<td>Agreement/disagreement (pair-wise)</td>
<td>((T_1, T_2 = 0.52), (T_1, T_3 = 0.37), (T_1, T_4 = 0.29), (T_1, T_5 = 0.48), (T_1, T_6 = 0.22), (T_1, T_7 = 0.56), (T_2, T_3 = 0.29), (T_2, T_4 = 0.20), (T_2, T_5 = 0.40), (T_2, T_6 = 0.13), (T_2, T_7 = 0.48), (T_3, T_4 = 0.52), (T_3, T_5 = 0.49), (T_3, T_6 = 0.44), (T_3, T_7 = 0.41), (T_4, T_5 = 0.41), (T_4, T_6 = 0.53), (T_4, T_7 = 0.32), (T_5, T_6 = 0.34), (T_5, T_7 = 0.52), (T_6, T_7 = 0.25))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Construct group</td>
<td>(\phi_1 = {0.85, 0.92, 0.59, 0.75, 0.82}) and (\phi_2 = {(1 - 0.34), (1 - 0.47)})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fused observations</td>
<td>(P_{s1}^1 = 0.95) (winning group) and (P_{s2}^1 = 0.78) (loosing group)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certainty ((q_{1,1}))</td>
<td>Certainty for (I_1) equals the winning group's fused score. That is, (q_{1,1} = 0.95)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confidence in individual tasks ((q_{1,i}))</td>
<td>0.90</td>
<td>0.89</td>
<td>0.69</td>
<td>0.85</td>
<td>0.92</td>
<td>0.75</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>Confidence ((q_{2,1}))</td>
<td>Confidence for (I_1) is the average of the confidence values of sensors in winning group, that is, (q_{2,1} = 0.89)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Timeliness ((q_{3,1}))</td>
<td>Timeliness is calculated based on the maximum acceptable time taken in obtaining the decision about (I_1). In this instance, timeliness is found as (q_{3,1} = 1).</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Therefore, in the following we first show how the different QoI attributes are computed during testing session (Section 3.5.4.1 – Section 3.5.4.3) and then analyze the context effect on QoI in Section 3.5.4.4. In Section 3.5.4.5 we show how QoI attributes are aggregated to determine the overall QoI of the system. Finally in Section 3.5.4.6 we provide the verification of the QoI assessment results. Note, for clarify of presentation, we consider the determination of information item \(I_1\) in \(R_1\) as an example case to describe the computation of QoI attributes.

### 3.5.4.1 Certainty Assessment

To assess certainty, the sensory media streams are first processed and the observation scores of relevant media processing tasks (referred as \(T_1\) to \(T_7\) in Table 3.4) are obtained.
The description of each of the media processing tasks are provided earlier in Section 3.5.3.1. The observation scores are then fused to obtain two aggregate scores, $P^j_{\phi_1}$ and $\hat{P}^j_{\phi_2}$, as described in Section 3.5.3.2. Based on these scores we determine the occurrence or non-occurrence of events. Finally, the fused score of the winning group is considered as the certainty $(q_{1,1})$ in information item $I_1$, which is obtained using eq. (3.5). Note, however, if all the observation scores belong to one group (either supporting or non-supporting), the fused score of that group (either $P^j_{\phi_1}$ or $\hat{P}^j_{\phi_2}$) will be considered as the certainty value. Table 3.4 (row 7) shows the certainty value for the example case of $I_1$. Note, we also maintain a mean $\mu_{q_{1,j}}(t)$ and variance $\sigma^2_{q_{1,j}}(t)$ of the certainty attribute, which is computed using eq. (3.6) and (3.7), respectively.

Figure 3.9(b) shows the instantaneous certainty value (in solid line) and its time-varying mean (in dotted line) for all the sampled instances with respect to $I_1$ in $R_1$. Note, in this figure the x-axis represents 81 selected sample instances over the entire test session. These samples were chosen as discrete-event when there were event occurrences in the test sequences for which we wanted to evaluate our system’s performance. Hence, we ignored other sample instances when there were no event occurrences. In Figure 3.9(b), we observe that there are some fluctuations in the certainty value over the period. This is expected as certainty refers to the current detection probability, which is obtained by processing multiple sensor streams and subsequently fusing the observation. In contrast, the mean certainty value has little fluctuations that is usual by definition.

In order to explain the multi-modality issue when computing QoI, we present Figure 3.9(a) that shows how many sensor-specific tasks (modalities) were used at the selected instances. We like to point out that we obtained more certainty if multiple sensors are used in a decision making as opposed to using a single sensor, which in turn results in better QoI. For example, at the 15th instance the system used three modalities for decision making and obtained less certainty as opposed to the 19th instance when all the seven modalities were used. A similar trend can be observed in the presented results. It is worth mentioning that the number of sensors or modalities are not the only factor to have better or worse certainty scores. Some context parameters (e.g. lighting conditions) have an effect on the sensor data, for example, on the camera images and hence on the media processing.
3.5.4.2 Confidence Assessment

Confidence is computed using eq. (3.9), where the reward or punishment factor is determined by using eq. (3.10). As mentioned earlier, the confidence of the sensors in the winning group will increase and for the loosing group it will decrease. This is shown in Table 3.4 (row 8). Note some of the values, although increased from its initial value, are not visible due the precision point. Also note that in this approach we compute the confidence in each of the sensor modalities (e.g. confidence in IC based on $C_i$), which are subsequently used in eq. (3.11) to obtain the instantaneous confidence ($q_{2,1}$) in information item $I_1$ based on the winning group observations. In Table 3.4, the ninth row shows the dynamically computed confidence based on the current observation and the pre-computed accuracy. We also compute the mean $\mu_{q_{2,1}}(t)$ and variance $\sigma^2_{q_{2,1}}(t)$ of the confidence attribute. Figure 3.9(c) shows the instantaneous confidence value and
its time-varying mean for all the sampled instances with respect to $I_1$ in $R_1$. Note, the confidence varies over the period as the sensors or modalities used to obtain the final decision about an event also varies. Like certainty, we also observe from Figure 3.9(c) and Figure 3.9(a) that multiple sensors in general provide higher confidence, however, it will also depend on the current confidence value of the participating sensors.

3.5.4.3 Timeliness Assessment

For computing timeliness, we first determine the usual time taken in obtaining an information item, which is $T_j$ as described in Section 3.4.3. We also determine what an allowable value of jitter ($T_{h_j}$ in eq. (3.12)) according to the timing constraint set by the application or the user. The value of $T_j$ and $T_{h_j}$ is obtained during the pre-computation phase. Based on these values we assess the timeliness QoI attribute. We observed that most of the time the system could identify $I_1$ within 1690ms during the pre-computation phase, which we consider as $T_j$. There are some cases when the system took upto 173ms more than the $T_j$ value. We consider this value as maximum acceptable jitter ($T_{h_j}$). Now, using eq. (3.12) we find the timeliness of the system in obtaining $I_1$ as 1 in the example case at a particular instant due to the timely detection of $I_1$ (see Table 3.4, row 10). Similar to other quality attributes, we compute the mean $\mu_{q_3,j}(t)$ and variance $\sigma^2_{q_3,j}(t)$ of the timeliness attribute. In Figure 3.9(d) we show the instantaneous timeliness value and its time-varying mean with respect to $I_1$ in $R_1$. Unlike certainty and confidence, we see sharp fluctuations in the instantaneous timeliness value, which refers that the system did not identify the target information item in time and hence according to eq. (3.12) we obtain a 0 value in those instances.

In the case of timeliness attribute, more sensors does not necessarily provide better QoI. We observed some instances when the timeliness was poor due to more processing involved while considering multiple modalities. Timeliness was poor in some other cases as well when less number of sensors were used. We note this may be related to implementation issues.
Table 3.5: Aggregation of quality attribute values for determining the overall QoI of the system using the proposed two approaches.

<table>
<thead>
<tr>
<th>Information Items</th>
<th>Quality attributes</th>
<th>Information item level quality (approach 1)</th>
<th>Attribute level quality (approach 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( q_{1,j} )</td>
<td>( q_{2,j} )</td>
<td>( q_{3,j} )</td>
</tr>
<tr>
<td>( I_1 )</td>
<td>0.95</td>
<td>0.89</td>
<td>0.92</td>
</tr>
<tr>
<td>( I_2 )</td>
<td>0.78</td>
<td>0.82</td>
<td>0.87</td>
</tr>
</tbody>
</table>

3.5.4.4 Context Effect Analysis

In Section 3.4.4 we introduced the context issues that could influence the computation of QoI. In this section, we study the effect of context on the experimental data in terms of sensor or modality selection. In our experiment we used the sensor placement and coverage area as a static context information and it is accordingly summarized as a list of sensors to be used in determining the target information items. This is presented in Table 3.3. Beside sensor placement and coverage, we also utilize the lighting conditions information to refine the selection of sensors. In such case, we ignore the sensors that are sensitive to poor lighting conditions in the environment, for example a camera. Although in the case of a night vision camera this would change, in our experimental environment we do not install any such camera. To study the impact of lighting in our installed settings, we intentionally switched on/off some lights. We used the dawn/dusk sensing capability of \( MS_1 \) to know when it is dawn or dusk and use this information in selecting the right set of sensors for a particular task.

3.5.4.5 QoI Attribute Aggregation

Here we show how the different QoI attributes are aggregated using the approaches mentioned in Section 3.4.5. We evaluate the information item-level and quality attribute-level aggregation by assigning priorities for the information items and the QoI attributes.

In Table 3.5 we show the two aggregation approaches of the quality attributes with two instances of data for \( I_1 \) and \( I_2 \). In approach 1, \( QoI_{qj} \) is the weighted average of the
individual quality attributes as per eq. (3.13). For example, \( QoI_1 = 0.92 \) is obtained from 0.95, 0.89 and 0.92 by considering \( w_{q1} = 0.4, w_{q2} = 0.4, w_{q3} = 0.2 \) weights respectively to each of the \( q_{b,j} \) for \( I_1 \). Also, \( QoI = 0.89 \) is obtained by aggregating \( QoI_j \) values 0.92 and 0.81 using eq. (3.14) for both \( I_1 \) and \( I_2 \), where we considered their weight as \( w_{I1} = 0.7 \) and \( w_{I2} = 0.3 \), respectively. On the other hand, in approach 2, \( QoI_{q1} = 0.90 \) is obtained from \( q_{1,j} \) of all information items (\( I_1 \) and \( I_2 \) in this case) using eq. (3.15), that is by aggregating 0.95 and 0.78 using \( w_{I1} = 0.7 \) and \( w_{I2} = 0.3 \), respectively. Subsequently, the values of \( QoI_{q1}, QoI_{q2} \) and \( QoI_{q3} \) are then aggregated using eq. (3.16) to obtain system-level QoI.

It is obvious from the QoI values in Table 3.5 that if the priorities for information items and quality attributes remain the same in both the approaches, the same system-level QoI will be reported. However, if the priorities are set differently, the system-level QoI will be different. The fundamental difference between the two aggregation approaches is that, an application can obtain the quality value earlier in approach 1 than that of approach 2. That is, approach 1 can publish the quality value as soon as it obtains an information item, whereas in approach 2 the quality values are gathered after the determinations of all the information items. Hence, approach 1 looks more suitable for real-time systems than approach 2. However, depending on the requirements of an application, it will decide which approach to follow to obtain and publish the QoI value.

### 3.5.4.6 Result Verification

In this section, we evaluate the suitability of the proposed method of QoI computation. For this, we analyze the results of certainty, confidence and timeliness attributes in turn, and verify them. This is followed by a brief analysis between the proposed approach and other existing approaches.

As mentioned earlier, in our method we adopt a late threshold scheme on the fused scores that are obtained from different complementary media processing tasks to determine the certainty of occurrence of an information item. The certainty of a media processing task depends on the type of algorithm used, the nature of event, the environment context and other factors. If these factors are suitable for a particular task, the certainty score will likely be higher. In a different experimental setup the certainty
Figure 3.10: The verification of dynamically evolved confidence values of the seven processing tasks based on $MS_1$, $C_1$ and $C_2$ for determining information item $I_1$ in $R_1$. In the figure, the x-axis represents the number of event instances whereas the y-axis represents the confidence/accuracy value.

...score may be different, however, it does not affect the QoI assessment. The goal of the proposed approach is not to use a particular media processing mechanism, rather we investigate how to dynamically compute the QoI of a high-level information item, which the user or an application are interested in.

The confidence attribute of the QoI metric is computed dynamically with an aim to study its use as an alternative to accuracy, which usually requires GT to determine whether an event has really occurred in the monitored environment. In reality, the GT will not be known to a running system. So, our proposed mechanism considers multi-sensor observation scores that are obtained on-the-fly and adopts a reward and punishment mechanism to increase or decrease the confidence of a particular sensor or sensor modality. Therefore, we like to verify how the dynamically computed confidence
matches the GT-based accuracy. The GT-based accuracy means that whenever the GT is known, it is possible to check the system’s output with respect to that value and obtain GT-based accuracy. In our experiment, we separately recorded GT (the presence or absence of event in reality) during the testing session and used eq. (3.8) at every sample instance to obtain GT-based accuracy. Figure 3.10 shows the evolution of the confidence values of the sensors with respect to the information item $I_1$ in $R_1$, compared to the accuracy values computed based on GT. Note, in this figure as mentioned earlier the initial value of confidence during testing is set as the accuracy that is obtained during the pre-processing steps. Hence, in Figure 3.10 we see the confidence and accuracy value converge at the starting instance. We further observe from Figure 3.10 that the dynamically evolved confidence based on our proposed method is comparable to the accuracy of the individual tasks that are computed based on GT in a static manner. It is, however, worth mentioning some cases based on the presented results in this figure, for example,

(a) At the 12th event instance, the fused scores $P^j_{\phi_1} \geq \hat{P}^j_{\phi_2}$ where $\hat{P}^j_{\phi_2} = 0$. That means all the sensor processing tasks support $I_1$ resulting in an increase in all their confidence values. The accuracy is also increased at this instance as there was an event as per GT. In Figure 3.10(a), we highlight this situation with an example in the case of $(MS_1, RF)$. The confidence evolution of other tasks also follows the same pattern at this instance. In essence, the above case demonstrates that the proposed method works as it reflects the reality that the evolved confidence is proportional to the GT-based accuracy.

(b) The observations based on different sensors or sensor modalities may be divided and contradictory to each other. For example, in Figure 3.10, at the 22nd event instance $(MS_1, RF)$, $(C_1, IC)$, $(C_1, FD)$, $(C_2, IC)$ and $(C_2, FD)$ are in support of $I_1$ ($\Phi_1$ group), while $(C_1, BD)$ and $(C_2, BD)$ are not in support of $I_1$ ($\Phi_2$ group). As in this case, $P^j_{\phi_1} \geq \hat{P}^j_{\phi_2}$, the confidence and accuracy of $\Phi_1$ group members will increase, while the confidence and accuracy of $\Phi_2$ group member will decrease. This is due to the fact that sensors in $\Phi_2$ group did not agree on the occurrence of the event whereas in reality there was an event. This increase and decrease of confidence and accuracy is highlighted in Figure 3.10(b) and 3.10(c), respectively. This example also shows that the proposed method dynamically computes the confidence that is comparable to GT-based accuracy.
Another case may arise when there is a contradiction in observation among the different observations. At the $18^{th}$ event instance the non-supporting observation wins, that is $\tilde{P}_{\Phi_2}^i > P_{\Phi_1}^i$. This situation generates a false negative case and hence the accuracy of $\Phi_2$ group members will decrease. However their confidence will increase as the final decision is obtained based on this group. On the other hand, although $\Phi_1$ group could not win which results a decrease in confidence dynamically, their observation is inline with the GT and hence the accuracy of observation of this group will increase. We highlight this case in Figure 3.10(f) and 3.10(e), respectively. Note that in our experiment this is just one of the very few instances when the fusion results in negative outcome. This is due to the fact that we used multiple sensor observations in determining an event. We further observe from Figure 3.10 that the dynamically computed confidence is closely comparable to the GT-based accuracy, that is they have machine pattern of ups and downs. Therefore, the proposed method can offer benefit in a dynamic multi-sensor environment to know the QoI attributes without the need for GT with increased trust.

In a similar fashion, our method dynamically computes the confidence values for information items $I_2$ in $R_1$, $I_1$ in $R_2$ and $I_2$ in $R_2$. We skip to show these confidence evolution graph for brevity, as they also show a similar pattern of evolution. However, we observed that Mean Square Error (MSE) per event instance between the confidence computed using our method and the accuracy computed based on the GT for all the information items is quite low. This implies that the difference between the dynamically computed confidences is comparable to the GT-based accuracy, which justifies the multi-sensor fusion model we used.

For the verification of timeliness attribute values, we observe the difference between the maximum time taken during the pre-processing step and the real-time testing scenario with respect to processing of media streams and obtaining a decision about an information item. Note that, the time taken also depends on the type of media processing algorithms being used, the processing power of the hardware, the concurrency in processing and so forth. Therefore, we observe some variations from the reference time to the time measured in the running case.

We now analytically provide a comparison between the proposed approach and the other existing approaches. In the proposed approach, we attempted to provide a mech-
anism to dynamically compute the QoI using multi-sensor evidence in terms of several quality attributes, whereas most of the existing approaches primarily focus on accuracy issues such as [94, 68, 81]. In our approach, we stress the need for such quality estimation of the higher level events that a context-aware system requires to provide relevant service for the user. On the other hand, other approaches often provide mechanisms for data quality estimation such as [111, 46]. Finally, we provide a framework for modeling and dynamically assessing QoI in a multi-sensor environment, while some of the existing works concentrate on a particular quality attribute.

3.5.5 Observations based on QoI assessment

Based on the proposed mechanism and the experiment, we make several observations, which are:

- Although we have used several sensors for identifying an information item by processing the media for different supporting tasks, we were not particularly critical about the specific algorithm we used. For example, we used the same face detection software for all the camera images. It would have been good to use different face detection software from different cameras to analyze their impact in QoI. Therefore, the availability of any new algorithm or technique may easily be adopted in our model.

- We use of context information is very helpful in selecting the number of sensors or modalities, which will be used for QoI computation. For example, if we did not consider the lighting condition context, we would end up processing all the media and probably obtain a confident decision, which would have been wrong. Therefore, further investigation about context-aware QoI computation may provide more insight.

- When to compute QoI has been a concern for us, due to the different sampling rates of the media and processing capability of the system. For example, motion processing results are obtained prior to blob detection or face detection results. We handled this situation by defining a time interval to recompute the QoI. In our
case, we experimentally set this time interval as 2 seconds based on the observation of the processing speed. In order to reduce the processing load, we consider a few samples of media streams to be processed in each interval of QoI computation. For example, we only process five image frames per camera at every sampled instance. The media processing score that is obtained within this time interval are processed for computing the QoI attribute values. However, in large-scale deployment, more processors would be needed to better process the media and reflect the QoI of the system. Nevertheless, these are also implementation issues, which can be addressed when real development and deployment are planned.

- We have observed that the motion detection results based on image frames provide an incorrect result if a person walks very slowly toward the camera in a straight path. The situation gets even worse if the person's clothing was similar to the background, which makes the foreground indistinguishable from the background. The same applies for the blob detection tasks. To handle such inaccuracies, we used multiple modalities for determining high-level information. For example, we combined the observation of used RF-based motion processing, image change based motion processing, blob detection and face detection results to determine the existence of a person in a specific area of the environment.

- We have computed QoI based on the regions we defined in the environment. There is a particular benefit in this approach. For example, by observing the dynamically computed QoI along its attribute in a region, we can rethink the deployment of the sensors in the environment.

### 3.6 Summary

In this chapter, we described a mechanism to model and assess quality of context information in a multi-sensor environment. The proposed method characterizes the QoI in terms of three quality attributes, which are certainty, confidence/accuracy and timeliness. The QoI computation mechanism considers the current sensor observation, the agreement/disagreement among the participating sensors, current context information
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and the prior confidence of the sensors in performing various detection tasks. QoI, computed using our method, eventually reflects how good the obtained information is in a real-time scenario where the ground truth is not available to verify the observation. To demonstrate the applicability of the proposed method, we performed experiments by placing several sensors in strategic locations in a lab environment. The outcome of this QoI modeling is used to dynamically adjust the levels of context-aware interaction in ambient environment, which is presented in the subsequent chapters.
Chapter 4

QoI-based Dynamic Levels of Interaction

In the previous chapter, we explained our approach to model quality of context information and dynamically assess the value of different QoI attributes. In this chapter, we particularly focus on the different levels of implicit interaction performed by an environment in order to support the user to reduce their cognitive load while interacting with the emerging sensor-rich multimedia environment. We also provide a model to associate quality of context information with the level of implicit interaction.

4.1 Different Levels of Interaction

The domain of pervasive and ambient intelligence aims to realize calm, context-aware and adaptive systems and environments [5]. Interaction in such environments is challenging especially when our goal is to provide some automatic support to the user based on the context, which can be facilitated by adopting implicit interaction mechanism [95]. However, due to the imprecision of context, the implicit actions performed by an automated system may lead to wrong actions [53, 36]. Therefore, the question remains as to how much to automate and what should be an acceptable level of implicit interaction or automation such that the mis-automation would be minimum.

In order to address the above issues, we highlight the study done by automation
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Table showing levels of automation for different functions:

<table>
<thead>
<tr>
<th>Function</th>
<th>Automation level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Acquisition</td>
<td>High</td>
</tr>
<tr>
<td>Information Analysis</td>
<td>High</td>
</tr>
<tr>
<td>Decision Selection</td>
<td>High</td>
</tr>
<tr>
<td>Action Implementation</td>
<td>High</td>
</tr>
</tbody>
</table>

Input Automation Level:
(Sensory input processing and context identification)

Output Automation Level:
(Decision making and output selection based on the context information)

Figure 4.1: Level of automation

Researchers [41, 84, 99]. More specifically, in [99] the authors propose four classes of functions usually required in an automation, which are information acquisition, information analysis, decision selection and action implementation. The functions of information acquisition and information analysis are related to input automation while the decision selection and action implementation essentially relates to output automation [103]. Each type of these functions can be carried out manually, semi-automatically or at varying levels of automation in a scale between 0 (low) to 10 (high). Adapted from [84], Figure 4.1 depicts different levels of automation associated with different types of functions.

In Figure 4.1, the highest level of automation essentially means full automation, while the lowest level means manual operation or explicit actions performed by the user. It is worth mentioning that there is a relationship between the input automation and the output automation functions in that the result of the input automation functions are used in many cases to determine the level of output automation and the actual output to be presented. We further describe the level of input and output automation in the following sections.
4.1.1 Input Automation

In this thesis, we use context information collection and processing as the input automation functions. For the actual level of input automation with respect to human environment interactions, we consider the following:

**Manual:** This level requires explicit user interaction with the environment. It suggests that the user will access any service they wish using some kind of interface. For example, if a user wants to switch on a lamp, he can use a software interface or manual switch to accomplish this task.

**Semi-automatic:** According to this input automation level a user may explicitly convey his/her intention or goal (user inputs) using some kind of interface whereas the system will take care of the rest. This will include determining the context and fulfill the user initiated goal as per the determined context. For example, a user may ask a system to show him a movie (user’s goal) and the system first identify the user’s context (user’s location, surrounding, activity etc.), fetch his profile and interest, select the best matching movie and start showing it on a TV screen where the user is located. The selection of the actual output (in this case the movie) falls in the output automation mechanism, which will be discussed in the next section.

**Automatic:** In this input level of automation, the environment implicitly interacts to support users without requiring the users to explicitly provide any commands. For example, a smart home environment might automatically activate the security system as soon as it identifies the residents have gone to sleep. Therefore, in the case of full input automation, the environment automatically attempts to identify user’s context and requirements and accordingly automates the output. Existing research in context-awareness paradigm have proposed several mechanisms for automatic context capture and context-adaptive service selection. However, the ambiguity of context remains an issue for them as well [12, 36, 90]. Therefore, we proposed a mechanism to model and assess QoI as presented in Chapter 3. In this chapter, Section 4.2 describes how the values of QoI is utilized in our context-adaptive interaction model.
4.1.2 Output Automation

As noted earlier, the automation of output is related to decision making and output selection. Similar to the level of input automation, it is also possible to have a varying level of output automation in terms of environment interaction. Based on the many different levels defined in [84], we consider the following levels of output automation:

**Action:** This level of output automation suggests automatic execution of services. For example, when a user sits in front of a TV, the TV is automatically turned on and a favorite channel is selected. User has less control over this kind of fully automated actions, which they do not like in all situations as pointed out by many researchers [103, 37, 21, 82]. Besides, it is not always possible to offer full automation with certainty due to ambiguous input context and hence other levels of output automation are also needed.

**Action suggestion:** In this level of output automation, the environment only suggests to the user a list of possible relevant services instead of automatically executing them. Therefore, the user need to further interact with the system to select any particular suggestion or change the suggestions and invoke them. Research in recommendation system [112, 26, 8] usually follow this kind of information suggestion approach.

**Information:** Output automation may only be limited to displaying some information about the users intention or showing general messages about what the user can do. When an environment operates in this mode, it will only provide various information to the user through some interfaces.

**No action:** This is the basic level of output automation which suggest that the environment should not take any action by itself. This case is common when an environment is not sure what actions to perform or when the user wants to limit the implicit interactions performed by the environment.

It is worth mentioning that the level of input and output automation interleave with each other. Based on the level of input automation, the output automation level of an environment is set to any of the above four levels. In fact, the above output automation levels may change dynamically depending on the outcome of input automation. In this thesis, we provide a model to dynamically adjust the level of output automation (implicit interactions) based on the input quality of context information as explained next.
4.2 QoI based Levels of Interaction

We have stated that input automation is concerned with the automatic context identification, which in turn influences the output automation. However, the sensor-based observations result in imprecise context determination and hence it is important to consider the quality of context information. To address this, in Chapter 3 we proposed a model to evaluate QoI in terms of three quality attributes, which are certainty, confidence and timeliness. We argue that instead of having a fixed level of output automation, a smart system or environment can leverage the different quality attributes and dynamically switch between the different levels of output automation.

The incorporation of QoI in the context-adaptive interaction model is depicted in Figure 4.2. In this figure, we highlight several points. User’s context is processed by the Context and Quality Analysis module, which passes the identified context along with QoI attribute values to the Adaptive Implicit Interaction Handler (AIIH). Based on the current context and QoI, the AIIH attempts to implicitly adjust the interaction
to any of the levels described in Section 4.1.2. Depending on the implicitly selected levels of interaction, the user perceives system's response in terms of the changes in the environment (e.g. playing a movie on a big screen TV) or obtains notification via some interfaces that also reflects the context and QoI values to the user. At this point, the users provide their feedback in terms of further interaction that basically leads to a mixed-initiative interaction mode. In the proposed approach, the system-driven dynamic interaction level can be overridden by a user using the interface that he/she uses to interact with the system.

We further elaborate on the dynamic adjustment of interaction levels using Figure 4.3, which shows a schematic view of the interrelationship between QoI and the level of output automation. This figure shows that based on the QoI, a pervasive intelligent environment will either execute a service (action), suggest relevant services (suggest action), provide information (information) or take no action at all. Dynamically determining any of these levels helps to overcome the limitations of many context aware applications and recommender systems that provide single level of assistance, for example only providing suggestion. Instead, the proposed approach facilitates a multi-level assistance, which has the goal to maximize the user's satisfaction by providing maximum automation support based on higher QoI, while minimizing user's distrust and dissatisfaction from the mis-automation as a result of lower QoI.

We now briefly analyze the different QoI attributes and explain how they influence the environment interaction. For this, recall the definition of QoI attributes. The value of each of the three QoI attributes ranges from 0 to 1. Accordingly, a value of 1 for
the certainty attribute refers to the fact that the environment has identified the current context with full certainty, while a 0 value would refer to the opposite. The same applies for the confidence and timeliness attribute. However, instead of using this absolute score, we define three levels (high: 0.70 to 1.0, medium: 0.40 to 0.69, and low: 0 to 0.39) for each of these scores to obtain a discrete set of combinations, which will be used to determine the output level. Based on these value ranges of the QoI attributes, we define a rule based approach to define the output level. Table 4.1 shows some of these rules.

<table>
<thead>
<tr>
<th>Rule#</th>
<th>Certainty</th>
<th>Confidence/accuracy</th>
<th>Timeliness</th>
<th>Output Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Action</td>
</tr>
<tr>
<td>2</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>Suggest action</td>
</tr>
<tr>
<td>3</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Suggest action</td>
</tr>
<tr>
<td>4</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Action</td>
</tr>
<tr>
<td>5</td>
<td>High</td>
<td>Medium</td>
<td>Medium</td>
<td>Suggest action</td>
</tr>
<tr>
<td>6</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
<td>Suggest action</td>
</tr>
<tr>
<td>7</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Suggest action</td>
</tr>
<tr>
<td>8</td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
<td>Suggest action</td>
</tr>
<tr>
<td>9</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Information</td>
</tr>
<tr>
<td>10</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Action</td>
</tr>
<tr>
<td>11</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>Suggest action</td>
</tr>
<tr>
<td>12</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
<td>Information</td>
</tr>
<tr>
<td>13</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
<td>Suggest action</td>
</tr>
<tr>
<td>14</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Information</td>
</tr>
<tr>
<td>15</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
<td>Information</td>
</tr>
<tr>
<td>16</td>
<td>Medium</td>
<td>Low</td>
<td>High</td>
<td>Information</td>
</tr>
<tr>
<td>17</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
<td>Information</td>
</tr>
<tr>
<td>18</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
<td>No action</td>
</tr>
<tr>
<td>19</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Suggest action</td>
</tr>
<tr>
<td>20</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>Suggest action</td>
</tr>
<tr>
<td>21</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Information</td>
</tr>
<tr>
<td>22</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
<td>Information</td>
</tr>
<tr>
<td>23</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>Information</td>
</tr>
<tr>
<td>24</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
<td>No action</td>
</tr>
<tr>
<td>25</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>No action</td>
</tr>
<tr>
<td>26</td>
<td>Low</td>
<td>Low</td>
<td>Medium</td>
<td>No action</td>
</tr>
<tr>
<td>27</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>No action</td>
</tr>
</tbody>
</table>

In Table 4.1, Rule # 1 refers to the situation when the QoI attribute values are all high. Therefore, the environment will be operating on maximum automation level which
is in action mode or service execution mode. According to Rule # 2 and Rule # 3, the environment will be operating on suggest action mode, as the timeliness of the identified context information is at the medium and low level, respectively. This is chosen to avoid over-automation as lower timeliness would mean the user’s context information might not be as timely as to invoke an action. Rules # 7-8 means a higher level certainty but lower level of confidence and hence, the environment will be operating in suggest action mode to avoid any mis-automation due to lower quality. However, according to Rule # 9, the confidence and timeliness are both low, which directs the environment to only provide some sort of information, such as to inform the user to explicitly ask for any particular service. Rule # 18 and Rules # 24-27 leads to no action by the environment due to lower quality of the attributes. It is worth mentioning that the actual range of values of the QoI attributes for the output level is adjusted and will be determined through empirical study.

Note, using our approach it is possible to let the user set the level of implicit interaction they want from an environment. In this case, the environment will try to interact according to users adjustment, however it will dynamically change the level as per the variation of QoI values.

4.3 Summary

This chapter discussed different levels of input and output interaction in the context of human-environment interaction. It also presented a mechanism to dynamically adjust the level of interaction based on the quality of context information. Finally, it is important to note that once the level of output automation is determined dynamically, the environment will need to select the right services according to the adjusted level. In the above approach, if the level of output automation is either action or suggestion, a pervasive intelligent environment system need to adopt a mechanism to determine which services to choose, given there are numerous available services. We address this issue in the next Chapter.
Chapter 5

Context-aware Service Provisioning

The primary goal of a quality-driven context-aware interaction model is to provide ambient services to users based on their needs in different contexts. However, depending on the quality of context information, we proposed to dynamically determine whether to invoke the services, recommend the services or provide clue to support user (see Chapter 4). Nevertheless, in the case of automatic service invocation or providing recommendation, we would require a mechanism to select a set of relevant services. However, which of the services should be provided to the user given the current context is a challenging issue.

In this chapter, we provide mechanisms to dynamically compute the gain of ambient media services, and show how this gain value is used to select a set of services for the user in different contexts. Our service selection mechanism also incorporates the cost of the services and makes a trade-off between the gain and cost while selecting services. The motivation behind the proposed service selection strategy is to provide a cost-effective set of services that would maximize the user’s satisfaction level in the environment. In the following, we formally define the service selection problem and explain the proposed methodology for solution.

5.1 Service Provisioning Problem Specification

We describe the problem of the ambient media service selection in a pervasive environment as follows:
• Let there be a system in an environment designed for providing a set $S = \{S_1, S_2, \ldots, S_n\}$ of $n$ number of services based on different context.

• Within set $S$, let there be $k$ different types of services. For example, the service may be of type visual, audio, audio-visual, smell, etc. Some of the services can run simultaneously while others may not depending on their type. For instance, one audio service (such as music) can be provided concurrently with more than one visual services (such as email and weather forecast services); however, if an audio-visual service is running, other audio service(s) should not be executed in parallel with it, unless there is an explicit user intervention. This seems practical as a user might not perceive an audio with another audio or audio-visual service concurrently.

• Let each service $S_i, 1 \leq i \leq n$ be characterized by two attributes $< g_i^{C_x}, Cost_i >$, with the following reasoning:
  
  - $g_i^{C_x} \in [0, 1]$: The gain of a particular service $S_i$ to a user in a particular context $C_x$. The gain of using a service need to be computed dynamically. We provide the details of gain computation in Section 5.2.

  - Cost$_i$: Cost of using a media service $S_i$ in the environment. Cost$_{tot} = \sum_{i=1}^{n} Cost_i$ is the total cost of using all $n$ services at a time. The cost of using a service may be incurred from various sources, e.g. energy consumed, media subscription, and processing cost. We will elaborate on this in Section 5.3.2.

Our objective from the above definition is the following:

1. To dynamically compute the gain of media services in different contexts.

2. To obtain a subset $\Phi \subseteq S$ of services based on $k$ types of services such that the overall gain $G^C_{\Phi}$ of the selected services to a user in context $C_x$ is maximized subject to the total cost constraint $Cost_{\Phi} \leq Cost_{spec}$, where $Cost_{spec}$ is the user specified cost constraint.
Table 5.1: The different factors contributing to gain estimation

<table>
<thead>
<tr>
<th>Factors influencing gain</th>
<th>Attributes in each factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>User's context</td>
<td>Where (user's location), when (time of presence), what (the activities), with whom (the companion of the user), what mood (of the user).</td>
</tr>
<tr>
<td>User's profile</td>
<td>Some user-specific information and their preferences in different media attributes, e.g. genre, actor, actress.</td>
</tr>
<tr>
<td>Interaction history</td>
<td>User's interaction history analysis, e.g. statistics, frequent items.</td>
</tr>
<tr>
<td>Media reputation</td>
<td>Reputation of individual media service, which is often collected by collaborative filtering approach.</td>
</tr>
</tbody>
</table>

5.2 Dynamic Gain Estimation

The objective of gain computation is to determine the extent a service is useful or satisfying to a user. Essentially, gain in using a service evolves over time for a particular user depending on the context and situation she/he is in. We have identified several key factors that may influence the gain in a service as well as the overall gain from selecting several services together. Table 5.1 summarizes these factors. As shown in this table, the key factors that influence the computation of gain in ambient media services are user's context, profile, interaction history, and service reputation. In the following, we first briefly introduce these factors and later show how the gain in a service is computed.

5.2.1 User's Context

Context has been the epitome of service personalization. It greatly influences the selection and delivery of ambient media. For example, if a user is with his/her children, the system should select media (on request) that are properly censored. In general, context can be characterized using several attributes such as where (user's location, $C_{loc}$), when (time of presence, $C_{time}$), with whom (the companion of the user, $C_{companion}$), what (the activities, $C_{activity}$), and even what mood (physiological states, $C_{pstate}$) as sketched in
Figure 5.1: The different context parameters

Figure 5.1. Please note that each of the top level attributes is further represented in a hierarchical fashion with corresponding leaf nodes, although Figure 5.1 shows only few leaf nodes as examples. This characterization is derived from existing work in context awareness such as [93], [96], [7], [27], [34]. Several sensory inputs are usually processed to obtain these context attributes.

By considering the above context attributes, there may be numerous context situations based on the value of these attributes, which can be represented as,

$$ C_x = C_{loc} \times C_{time} \times C_{companion} \times C_{activity} \times C_{pstate} $$

(5.1)

Where, $C_x$ is the context identifier of a particular situation, $x$ is the total number of combinations. For example, in the case of a particular user, we may derive several context identifiers, such as $C_1 = \text{User1(home, weekend morning, family)}$, $C_2 = \text{User1(home, weekend morning, friends)}$, $C_3 = \text{User1(home, weekend noon, family)}$, and so on based on Figure 5.1. Note, the values of the different context attributes may be considered as optional, i.e. at a particular situation we may not have the values for all the context attributes. In that case also, a system should work with partial context information. In our approach, we propose to use a discrete context model to identify each of the context situations. This helps us to avoid handling unlimited context situations having slight
variations among them. However, how many values each of the context attributes have will depend on the level of granularity user needs and the particular context identification framework in use. We consider these context identifiers as the context dimension in the gain computation model. We will show in our method that this gain will vary from context to context for a particular user.

5.2.2 User’s Profile

Maintaining the user’s profile is one of the popular approaches in personalizing service selection. User’s profile can contain static user-specific information (e.g. user name, age), as well as their preferences for different media-related attributes (e.g. movie genre, actor, actress, preferred news types, and singer). However, in a pervasive computing environment these preference data need to be updated dynamically, as user’s preferences and needs for media services change over time based on different contexts.

We maintain the user’s media-related preference attributes as a set of <media type, attribute, score> tuple, which we call AMP to refer to ambient media preference for a user [58]. The media type in AMP refers to the type of media, for example, movie, music, and news feed. The attribute refers to the metadata of the particular media type. The scores reflect a degree of preference of the user on the different attribute values of a media type at a certain context. Note that user’s media preferences represented in [112] uses the <feature, weight> pairs, which is similar to ours except that in our case we maintain a normalized score for the data items in each of the attributes to reflect the relative weight of one data item to another. The scores in the AMP for a user change over time, which reflect their changing need for media services in different contexts. Note that the AMP we define does not identify a particular media service per se, rather it provides an abstraction to the preferences of the users from a meta level based on different context.

For example, if <movie, genre, score> refers to a movie attribute that has two data items, <movie, action, 70%> and <movie, comedy, 30%>, this reflects the fact that the user likes action movies more than comedy movies. Figure 5.2 shows a hierarchical structure of the AMP of a user in a particular context. Note, we have considered lighting and volume in the same level as media type. This is done due to the fact that users usually have a preference of lighting, volume or similar aspects while they experience traditional
Figure 5.2: The AMP structure of a user in a particular context. Note, the scores of the attribute values will be used in computing the gain of each of the media services.

media. For example, a user may prefer to watch movie under low light, while he/she may wish to listen to music with high volume. Also, in this figure we have shown only few attributes related to different media types for clarity, other media-related attributes can be considered in a similar fashion.

The AMP attributes are the core ingredients in our model in determining the service gain dynamically. These preferences can be either explicitly provided by the user or implicitly collected by the system. During the system initialization phase, the user may choose to provide few entries of these preference attributes while the system can later use their interaction history to automatically update the initial scores provided by the user. The motivation behind involving the user at the initial phase is that the proposed method attempts to estimate the gain or the extent a media service would be useful to a user, and hence justifies their involvement. Later, we will describe in Section 5.2.5 how the AMP attributes change over time by using the user’s interaction history.
5.2.3 Interaction History

We keep track of the user’s interaction history in the environment in order to collect media service usage statistics. We use these statistics to update the scores of the data items for different attributes in the AMP. The interaction history of a service that has not been used at least for a certain time will not be considered in updating AMP. Usually, several approaches can be adopted to incorporate interaction history data and update the AMP. In Section 5.2.5 we describe one such approach for updating the AMP.

In addition to the usage of statistics, it is also possible to leverage some data mining techniques [45] to obtain different patterns of service usage. For example, we can obtain frequent itemsets [9] from the historical data. The frequent itemsets may provide the recurrent patterns of service usage information where two or more services co-occur together frequently. For example, the system may determine that movie and RSS feed services have frequently been selected by the user in a particular context. Ideally, such patterns can be utilized to construct the attribute set in the AMP or to update the scores of the data items for the given attributes in AMP related to the discovered pattern. However, we leave these possibilities for our future work.

5.2.4 Media Reputation

We also propose to incorporate the reputation [113] of individual media services to compute their gain. Reputation often refers to how good or bad a service is in terms of content, delivery and other factors, although it may be quite subjective in different scenarios. Reputation about an entity is usually maintained by external parties, for example, MOVIEmeter an an Internet movie database (www.imdb.com) reflects the popularity ranking about a given movie. The reputation of a media service may be obtained by the user’s comments, collaborative feedback, or other means, for example, based on association [16]. The detail of how the reputation of a service can be obtained is out of scope of this chapter.

In our model, we assume a normalized value of the reputation ($R_i$, where $0 \leq R_i \leq 1$) of a particular media item that is available to us. We cannot only use this reputation score for determining the gain of a service as it is not associated with the pervasive
t1 - Home, Weekend Evening, Alone
   Movie (title = Gladiator, Genre = Action, Actor = Russell Crowe, Actress = Connie Nielsen);
   Light (level = Low);
   Renderer (display = TV);
   Volume (level = Medium);

...  

Note, Fig. 5.3 shows that a user has watched a movie alone while at home during weekend evening on a TV in low light and medium volume. Therefore, after the $t_1$ instance the AMP for this user is recomputed to update the preference for each of this selection. This is done in two steps:

(a) In the first step, the AMP score of an attribute value (e.g. genre = action) that
corresponds to the selected media in the interaction history is updated using eq. (5.2).

\[
w'_{a_j, U_i, C_x}(t) = \frac{1 + w_{a_j, U_i, C_x}(t - 1) \times \text{noInteractions}(t - 1)}{1 + \text{noInteractions}(t - 1)}
\]  

(5.2)

Where, \(w'_{a_j, U_i, C_x}(t)\) is the updated score of the selected dataitem for a particular user \((U_i)\) at a particular context \((C_x)\). The index \(a_j\) refers to the attribute value that is present in the selected media. The term \(w_{a_j, U_i, C_x}(t - 1)\) is its past score. Also, the term \(\text{noInteractions}(t - 1)\) is the number of interactions corresponding to the attribute (e.g. genre) being considered, which also represents that from the user interaction the scores of the dataitems of this particular attribute has been updated \(\text{noInteractions}(t - 1)\) times.

(b) In the second step, the scores of all the remaining attribute values for the same media (e.g. genre = comedy) are updated using eq. (5.3).

\[
w'_{a_{jj}, U_i, C_x}(t) = \frac{w_{a_{jj}, U_i, C_x}(t - 1) \times \text{noInteractions}(t - 1)}{1 + \text{noInteractions}(t - 1)}
\]  

(5.3)

Where, \(a_{jj}\) refers to the remaining attribute values of a particular attribute. We use the above equations to gradually update the scores of the attribute values of the remaining attributes of the selected media in the AMP (e.g. actor attribute values). For example, by considering the initial scores as of Fig. 5.2 and assuming \(\text{noInteractions}(t - 1) = 10\), the updated dataitem scores of the genre attribute after instance \(t_1\) become:

\[w'_{\text{Action}, U_i, C_x}(t) = \frac{(1 + 0.30 \times 10)}{11} = 0.36, \text{ using eq. (5.2)}\]

\[w'_{\text{Comedy}, U_i, C_x}(t) = \frac{(0.30 \times 10)}{11} = 0.27, \text{ using eq. (5.3)}\]

\[w'_{\text{Romantic}, U_i, C_x}(t) = \frac{(0.20 \times 10)}{11} = 0.18, \text{ using eq. (5.3)}\]

\[w'_{\text{Horror}, U_i, C_x}(t) = \frac{(0.20 \times 10)}{11} = 0.18, \text{ using eq. (5.3)}\]

Please note, in [57] we used a slightly different approach to update AMP and also defined a window of interval to determine the frequency of AMP update. However, here we report the process to update the AMP scores after every instance of service usage with an aim to immediately reflect the preference of the users.
5.2.6 Gain Estimation

Based on the updated AMP scores, we compute the gain of the media services by following a three-step process. These are a) gain based on AMP b) gain based on AMP and reputation, and c) overall gain computation. We describe these steps in the following.

(a) Gain based on AMP: This step computes gain based on the AMP scores. The gain is computed for media services that are available in the media repository. We give an illustrative example of gain computation in Fig. 5.4. In this figure we consider a set of sample AMP scores as updated after time instance $t_1$ (see Fig. 5.3) and based on these scores we estimate the gain of the media services in the media repository. The process of gain estimation can be precisely expressed as,

$$ g_{i,amp}^c = \sum_{t=1}^{m} \text{Score}_{attValues}^t \times \beta_t $$

Where, $g_{i,amp}^c$ is the gain of the media service $S_i$ based on AMP scores, which is considered as a temporary gain at this step. $\text{Score}_{attValues}^t$ refers to the score in AMP of an attribute value of a media service $S_i$, as computed using Eq. (5.2) and (5.3). The variable $t$ refers to all the attributes related to a particular media service type (e.g. music) that appear in AMP. $g_{i,amp}^c$ is computed as the weighted average of the AMP score of the attributes related to a media and the weight is assigned to the attribute itself. The weight $\beta_t$ in Eq. (5.4) refers to the relative importance of the attribute to a user. For example, a user might be more interested in the genre attribute than the other attributes and hence the genre attribute should have a higher weight when computing the gain. In the particular example shown in Fig. 5.4, we consider the weights 0.5, 0.3 and 0.2 corresponding to genre, actor and actress, respectively. In a similar fashion, the gain of all the available media services can be computed dynamically.

(b) Gain based on AMP and media reputation: In our approach, we also consider service reputation as a factor that influences the computation of gain. Reputation usually refers to how good or trustworthy a service or vendor is in terms of content, delivery and other aspects. A reputation system collects feedback about the participants.
and products and helps to determine trustworthiness among the participants [91]. With respect to the ambient media services, reputation can play a role when determining a particular service gain based on the ratings provided by different users in a collaborative manner. For example, a particular movie may have been rated positively higher and such a rating score may be considered along with the AMP scores, when determining the gain of a service to a user. We should, however, note that in cases when reputation is not available, the proposed gain estimation method will ignore this value and estimate gain only based on the AMP scores.

To compute gain based on AMP and reputation, we aggregate the temporary gain as computed using Eq. (5.4) with the reputation of the media services. This is done using Eq. (5.5) in the following:

\[ g_{i,amp,R_i}^C = \alpha \cdot g_{i,amp}^C + (1 - \alpha) \cdot R_i \]  

(5.5)

Where, \( g_{i,amp,R_i}^C \) is the gain of the media service \( S_i \) based on AMP and the reputation \( R_i \) of that service. \( \alpha \) and \( 1 - \alpha \) are the weights assigned to the AMP-based gain and the
reputation, respectively. Therefore, in Fig. 5.4, if we assume the reputation of Movie1 as 0.74 and the value of $\alpha$ as 0.70, the updated gain of Movie1 becomes 0.42 according to Eq. (5.5). The value of $\alpha$ should be set as per the importance of AMP scores and reputation to a user.

It should be noted that the gain estimation method uses AMP and reputation to compute gain in media services, where the reputation is subject to the availability. However, we may also ignore reputation if it is not available. This is clear from Eq. (5.5), where we can set $\alpha = 1$ to ignore the reputation and give full importance to the AMP-based gain estimation. We also like to mention that even if the reputation of a service from an external source is not available, we can obtain it gradually by receiving direct feedback from the user.

(c) **Obtaining overall gain of a service**: In this step, we reevaluate the gain that is computed using Eq. (5.4) or (5.5). The reevaluation is based on the perspective that a particular media service (e.g. a movie) will have less gain to a user if it has been selected for his/her in the past. In particular, we need a mechanism that would restrict the selection of some media services multiple times in a row. Nevertheless, in the ambient context, this is not true for all services. There are cases when the media services would have no decay in gain (e.g. RSS feed, music). We define some rules in order to handle these cases that reflects the user’s requirements.

### 5.3 Media Service Selection

Once we obtain the gain score for the services in a particular context, the pervasive environment system may either choose a single service or a set of media services for the user that would maximize his/her overall gain. Therefore, we need a mechanism to fuse the gain of multiple services, which we explain in Section 5.3.1. As mentioned before, the selection of a service also depends on its cost and hence in Section 5.3.2 we give an indication of how the cost of a service can be computed. We then provide the details of how to select a single service or a set of services.
5.3.1 Gain Fusion

Gain fusion refers to the process of combining the gain obtained from two or more services when they are offered simultaneously to a user. For example, let a music service and an email service individually provide a gain of 0.60 and 0.70, respectively; the overall gain should be more when they are used simultaneously.

To fuse the gain of any \( n \) number of services, we adopt a normalized summation strategy that is commonly used as an aggregation method. For the gain fusion approach, we first normalize the gain of all the \( n \) services and then compute the overall gain by summing up the normalized gains of the individual services. The gain normalization also ensures that the sum of all the normalized gains equals 1. The normalized gain of a service \( S_i \), \( 1 \leq i \leq n \) is computed using the following formula:

\[
\tilde{g}_i = \frac{g_i^{C_x}}{\sum_{k=1}^{n} g_k^{C_x}}
\]

(5.6)

where, \( \tilde{g}_i \) is the normalized gain of using the service \( S_i \).

Now the overall fused gain of using the \( r \) number of services together would be computed as follows:

\[
G_{group} = \sum_{i=1}^{r} \tilde{g}_i
\]

(5.7)

This gain fusion approach will be used later when multiple services need to be selected together.

5.3.2 Cost Computation

Besides gain, our service selection mechanism also considers the cost of using a media service. This is done in order to have a trade-off between the gain and the cost to provide a cost-effective set of services to the user in the pervasive environment. The cost of using a service may be incurred in various forms, such as the cost of media subscription, energy consumption, internet connection and so forth. Here, we describe how the cost of a particular media service can be estimated. For this, let us consider the case of a movie service. Typically a movie service may be of different types, for example, new releases, library titles and adult titles. We may have varying cost for a movie belonging to one
of these types. We may also consider the length of the movie and calculate the internet connection cost or even energy consumption cost by determining the cost per unit time. Note that the cost of energy would depend upon on the energy consumption of the device which is used to play or display the service; for example, playing a movie on a laptop or normal TV may be cheaper compared to playing it on a big-screen display device which consumes more power. We illustrate the computation of the cost of selecting a movie service with the following example. Let the price of a new release movie of length 90 minutes be $3, and we opted to play it on big display that consumes energy of $0.02 per minute. In this case, an estimated cost of selecting this movie would be $3 + 90 \times 0.02 = 4.8$. In a similar fashion the cost of using other services may be computed.

It is important to mention that there are some services whose cost would be unavailable. For example, the weather forecast and web email are freely available and the cost of running those services would be virtually negligible given a fixed Internet connection exists. Nevertheless, even for these services, their energy consumption cost could vary depending upon the device on which they are played or displayed. Moreover, the cost becomes an important issue in a pervasive mobile environment where the cost of using the Internet is presumably high.

### 5.3.3 Selection of a Single Service

We propose to use a greedy strategy where only one service is to be selected from a pool of services. As each service provides some gain to the user at some cost, the greediness of having more gain at less cost would provide better results compared to being greedy about only maximizing gain or about only minimizing cost. Therefore, we propose to select a service that has a maximum gain/cost ratio given the cost constraint.

Precisely, we select a service $S_q, q \in \{1, 2, \ldots, n\}$ such that,

$$\frac{\tilde{g}_q}{\text{Cost}_q} = \max \left\{ \frac{\tilde{g}_q}{\text{Cost}_i} | 1 \leq i \leq n, \text{Cost}_i \leq \text{Cost}_{\text{spec}}, \text{Cost}_i \neq 0 \right\} \quad (5.8)$$

where, $n$ is the number of services. Note that, in the case a service cost is negligible to zero or the user does not want the system to consider service cost, a service with highest gain will be selected.
Figure 5.5: Example schematic view of the process of optimal service selection: A hierarchical approach for $k = 4$ types of services

5.3.4 Selection of Multiple Services

As mentioned earlier in Section 5.1, ambient media services may be of $k$ different types and each of them might have different requirements for the output interface, and not all types of services may be executed at the same time to have better perception. For example, as shown in Figure 5.5, multiple services can be selected from visual type services because a user can comfortably perceive more than one of this type in a given interface. However, only one service can be selected from either audio or audio-visual groups, as selecting two from this group at the same time would be distracting. In the case when only one service is to be selected, we adopt a greedy strategy as explained in Section 5.3.3. On the other hand, when we need to select multiple services we adopt a dynamic programming solution. We model the problem of ambient media service as a gain and cost based Knapsack Problem (KP) for obtaining an optimal set of services. The Knapsack Problem is $NP$-Complete and may be solved using greedy as well as dynamic programming based methods [74]. Using dynamic programming approach, which can provide a solution in pseudo-polynomial time.

The dynamic programming approach for approximating an optimal subset of services $\Phi$ can be computed by formulating a recursive relation. Adapting the general solution of
KP to our needs, we define a recursive function $gain(i, m)$ to be the maximum value that can be obtained with $\text{Cost} \leq m$ by considering services up to $i$, which is given below:

$$
\begin{align*}
\text{gain}(i, m) &= \begin{cases} 
\text{gain}(i - 1, m) & \text{if } \text{Cost}_i > m, \\
\max[\text{gain}(i - 1, m), (\text{gain}(i - 1, m - \text{Cost}_i) + \tilde{g}_1)] & \text{if } \text{Cost}_i \leq m
\end{cases}
\end{align*}
$$

The above formula is iteratively used to construct a table $gain(i, m), 1 \leq i \leq r, 1 \leq m \leq \text{Cost}_{\text{spec}}$ for approaching a solution to the service selection problem. A cell $gain(i, m)$ in this table roughly approximates the fused gain for better user experience based on service 1 to $i$ with the cost limit $m$. The fused gain of services 1 to $i - 1$ with a cost constraint $m$ is referenced here by the cell $gain(i - 1, m)$ of the table and is computed using the approach explained in Section 5.3.1.

The initial conditions to be set for the recursive relation are as follows:

$$
\begin{align*}
\text{gain}(1, m) &= \begin{cases} 
0 & \text{if } \text{Cost}_1 > m, \\
\tilde{g}_1 & \text{if } \text{Cost}_1 \leq m
\end{cases}
\end{align*}
$$

We approximate the overall gain by recursively computing $gain(r, \text{Cost}_{\text{spec}})$. To do this efficiently we construct a gain table to store the values of previous computations. The subset of services is then computed by backtracking through the table.

### 5.3.5 Overall Subset of Services

The overall subset $\Phi$ of services using our approach would be either a single service or a set of services, which will be suggested or executed at a certain context depending on the level of automation in the environment. However, based on a context change (such as, new user identification), the system will re-compute the subset and provide it to the user in due course.

### 5.4 Experiments with Service Selection

The proposed service selection approach described here is integrated in the overall framework that we will describe in the next chapter. In this chapter, we just show how to
compute gain of context-aware services and utilize their cost to select the best set of services for a user in a particular context.

5.4.1 Sample Implementation

We have implemented the proposed methodology in the context of a smart environment. In our earlier work [55], we have developed an infrastructure and a smart mirror interface for accessing various information and appliance services in a smart lab environment. We have successfully shown how the different types of services can be accessed together by the authorized user in the environment. However, in [55], we have not adopted any formal service selection mechanism, which justifies the work in this chapter.

The prototype is developed using the C# programming language and finally it has been wrapped in a web service so that it can be utilized by our framework. For the capturing of a particular context, we adopted the mechanism described in Chapter 3.

5.4.2 Gain Computation

For experiments with the prototype system, we have first asked some users to provide their media preference values and we have stored them in the AMP corresponding to the user. Some users have opted not to provide any information regarding their preference, while others volunteered to do so in order to see how the system reacts. We have allowed five users to access the system in the smart environment for a week and collected their interaction history data with their permission. Please note, while collecting interaction data, the proposed method was also applied to dynamically update their AMP scores, which were used to compute gain and select services.

In order to explain gain computation, we first show how the user’s contextual media preferences change and accordingly how the AMP scores are updated. When the user interacts with the system, their interaction history is kept in the interaction history repository. Based on the interaction data, the AMP scores are updated using Eq. (5.2) and (5.3). In Figure 5.6, we only show few instances of AMP updates for clarity.

It is clear from Figure 5.6 that the scores in AMP are updated after every interaction. These scores reflect the changing preference of a user in the different metadata attributes
Figure 5.6: Changes in AMP scores after movie service usage by a user in a particular context. Here, (a) refers to the changes in genre, (b) changes in actress and (c) changes in actor attributes.

of the media services. For example, at the second interaction, the user selected an action movie with actress2 and actor1. Therefore, the AMP scores corresponding to these attribute values are incremented at this interaction while the scores of the other attribute values are decremented. Note, although in this figure we only show the scores updates of movie attributes, we applied our proposed mechanism to update AMP scores that correspond to the attributes of other media services, such as music and news.

The preference update process is followed by the gain computation process. As we mentioned, the gain of a service is based on AMP scores and the reputation of that particular service. In our model, we compute the preference scores, while the reputation score is assumed (e.g. we assumed the reputation of four movie services as .60, .45, .70, .65, respectively). We use Eq. (5.5) to obtain the gain of a service dynamically, where the value of $\alpha$ is assumed to be 0.5 to assign equal weight to the AMP-based gain and
the media service reputation. A different weight score can be assigned to $\alpha$ depending on the importance the user or the system wants to put on AMP or the reputation. In Figure 5.7, we show how the gain value changes in the case of different types of services over a period of similar contextual situations.

As shown in Figure 5.7, the gain of the media services of a particular type (e.g. movie) has evolved since its first usage. For example, movie4 has been seen by a user at time instant $t_3$ and hence its gain has been set to a negligible value referring to less interest in that service at a subsequent instance. On the contrary, for some media types (e.g. music) our model does not enforce its gain to be declined even after its usage. This is why the bars representing the gain of music2 show usual changes in scores. Another case is shown in Figure 5.7 for a particular type of media service (e.g. smell), which has negligible gain as there is no attribute related to that media present in the AMP.

### 5.4.3 Gain-cost based Service Selection

We now show how the dynamically computed service gain at a particular context is used to select relevant services for a user. As described earlier, our model uses service cost along with the gain value for the selection of services. This also allows us to obtain
Table 5.2: Data set used in the experiment showing different services, the associated gain and cost.

<table>
<thead>
<tr>
<th>Group</th>
<th>Service label</th>
<th>Gain ($g_i$)</th>
<th>Cost ($c_i$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visual (Type1)</td>
<td>$S_1$: Service-1</td>
<td>0.33</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$S_2$: Service-2</td>
<td>0.54</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$S_3$: Service-3</td>
<td>0.67</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>$S_4$: Service-4</td>
<td>0.70</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$S_5$: Service-5</td>
<td>0.88</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>$S_6$: Service-6</td>
<td>0.42</td>
<td>4</td>
</tr>
<tr>
<td>Audio (Type2)</td>
<td>$S_7$: Service-7</td>
<td>0.24</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>$S_8$: Service-8</td>
<td>0.58</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>$S_9$: Service-9</td>
<td>0.30</td>
<td>1</td>
</tr>
<tr>
<td>Audio-visual (Type3)</td>
<td>$S_{10}$: Service-10</td>
<td>0.72</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>$S_{11}$: Service-11</td>
<td>0.40</td>
<td>8</td>
</tr>
<tr>
<td>Smell (Type4)</td>
<td>$S_{12}$: Service-12</td>
<td>0.66</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>$S_{13}$: Service-13</td>
<td>0.58</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$S_{14}$: Service-14</td>
<td>0.48</td>
<td>3</td>
</tr>
</tbody>
</table>

We first compute the normalized gain of the different types of services using the Eq. (5.6). Thus the normalized gain of the services becomes \{\{0.04, 0.07, 0.09, 0.09, 0.12, 0.06\},\{0.03, 0.08, 0.04\}, \{0.10, 0.05, 0.09\},\{0.08, 0.06\}\}. We now consider the maximum acceptable cost $C_{\text{spec}} = 9$ as a test case scenario. Using the cost data in Table 5.2 and applying the equation (5.8), we compute the normalized gain per cost ratio of Type 2 (e.g. audio) and Type 3 (e.g. audio-visual) services, which is \{\{0.01, 0.02, 0.04\},\{0.02, 0.01, 0.01\}\}. The obvious selection of one single service from these two types of services is the one with the maximum ratio that is 0.04 and the corresponding service is $S_9$ with a gain of 0.30. Similarly, for service Type 4 (e.g. smell), we apply the greedy approach and select one service with the maximum normalized gain per cost ratio as max\{0.04,
Figure 5.8: Optimally selected subset of services that maximizes the gain, subject to different cost constraints. Here, the input to the selection algorithm is the set \{S_1, S_2, S_3, S_4, S_5, S_6, S_9, S_{13}\}, and the symbols A to F denote the selected optimal subsets for different cost constraints.

0.02\}. We select the maximum ratio that is 0.04 and the associated service is S_{13} with a gain of 0.58. Note that the above selection also satisfies the given cost criteria.

Now, we merge the two shortlisted services S_9 and S_{13} with the list of visual services (Type 1) and apply the dynamic programming algorithm on the merged set for determining the final subset of services. With \(C_{spec}=9\), we obtain the overall subset of services as \(\Phi = \{S_2, S_3, S_4, S_5\}\) and the overall normalized gain as \(G_\Phi=0.37\) with \(C_\Phi=9\).

We repeat the test by changing \(C_{spec}\) and obtain different subsets of services. Figure 5.8 shows the optimally selected services at varying specified costs. In this figure, the points A, B, C, D, E, F, G show the different computed optimal subsets with different overall gain \(G_\Phi\) and cost \(C_\Phi\). It is also visible from this figure that in case a service is not available, the next best subset can be chosen. For example, when \(C_{spec} = 8\), the optimal subset is \(\Phi = \{S_1, S_2, S_4, S_5\}\) at point B and if \(S_2\) is not available from this set, the next best optimal subset would be \(\Phi = \{S_2, S_3, S_4, S_5\}\) referring to the point C in Figure 5.8.

Figure 5.9 shows a sample screen shot of the smart mirror interface with an optimally selected subset of services, where \(C_{spec} = 9\) and \(\Phi = \{S_2, S_3, S_4, S_5\}\). The screen shot shows that 4 visual services have been provided to the user using the mirror interface in
Figure 5.9: Service provided via a smart mirror interface. The optimal service selection method selected news feed, weather feed and an email client at a particular instance. In addition, the system shows the list of available services in case the user wants to select some other services manually. Please note, some of the services might not have any visual output interface. In that case, the selected services will be provided using its corresponding suitable device. In this particular case, the mirror functionality has been disabled by the user.

In a particular context. Although the smart mirror itself would usually show the live video feed of the person in front of the mirror [55], unless the person turns the video off.

## 5.5 Summary

In this chapter, we have presented a novel approach for the selection of ambient media services in pervasive environments. We have used the concept of gain in a service in a particular context as a key factor that derives the service selection process. Our method follows a user-centered approach to incorporate the user’s context, their ambient preference, interaction history and service reputation to dynamically compute gain of the available media services. We have associated the gain value with the potential service usage cost and proposed a combination of greedy and dynamic programming based solution to obtain an optimal set of services that would maximize the user’s overall gain in a particular context. Initial experiments have been provided to explain our methodology.
In the next chapter, we show how the different aspects of our adaptive interaction model have been integrated in a single framework.
Chapter 6

Framework Integration

In the previous chapters, we have explained how to model and assess quality of context information in a multi-sensor environment, how to dynamically determine the level of implicit interaction in such an environment and how to select a set of context-aware services based on the dynamically adjusted levels. In each of these cases, we have proposed and adopted various models and mechanisms to address the relevant problems and performed quantitative analysis of some sort. However, an integrated view of the overall interaction framework has not yet been provided. In this chapter we aim to cover this gap. In particular, we show here the different architectural components that form the building blocks of the framework, provide detail system dynamics and elaborate on the implementation aspect.

6.1 High-level Architecture

Based on the overall goal of this thesis as stated in Chapter 1 and consequent presentation of the methodologies in Chapter 3 through Chapter 5, we draw a high-level architecture of the proposed interaction framework for pervasive environment in Figure 6.1. Note the design follows a distributed Service Oriented Architecture pattern. Every component in this architecture is responsible for a particular task. We now describe these components and show how they embed the contents described in earlier chapters.

Context Identifier: In the human-environment interaction scenario, context iden-
Figure 6.1: Architecture of the proposed context-aware interaction framework

tification plays a key role. A pervasive environment system inherently captures the context of the user, which is considered as input, in order to provide implicit support to the user with relevant services. However, as the sensor-driven context identification provides imprecise and often ambiguous observation, we showed in Chapter 3 a mechanism to estimate the quality of context information on-the-fly. Based on this mechanism the Context Identification component remains responsible to identify the current context as well as to compute QoI, which is then used by the corresponding module.
**AMP Manager:** The Ambient Media Preference (AMP) Manager is responsible to manage the AMP scores in separate repositories. Any component that needs to access or update the AMP scores must request the AMP manager to get a copy of the AMP scores. The process using which AMP scores are updated were described in Chapter 5. Note, as the proposed framework support user's mobility in the environment, we preserve the AMP scores in an XML repository that resides in the user's mobile device. This approach helps to avoid some of the privacy critiques related to personal preference handling.

**Media Source Manager:** The media source manager connects to many online media sources as well as discovers other available services in the environment. The components that needs to know the list of available services contacts the Media Source Manager, which returns the list along with the individual service properties.

**Interaction Manager:** The Interaction Manager is responsible to manage the history of user's interaction along with the timestamps. The user interactions usually contain information related to the type of services and the context of their use. The Interaction Manager provides the facility to obtain the list of interactions by any authorized component and enables updating the list with new interactions.

**Home Automation Manager:** This component enables the control of household smart appliance services. One of the main reason to separate this component is to hide the complexity of connecting to different devices' services and to provide a flexible means to access them when necessary.

**Media Renderer:** The Media Renderer component handles the issue of setting up the rendering related components, i.e. the display, speakers and their volume levels for a particular context situation.

**Ambient Controller:** This acts as a controller of Home Automation Manager and Media Renderer. Hence, in order to invoke a service or recommend services to the user, this component informs the Home Automation Manager and Media renderer to carry on a particular tasks.

**Gain Manager:** The Gain Manager when contacted performs the important task of estimating the gain of a service in a particular context as described in Chapter 5. The Gain Manager contacts the Media Source Manager and AMP Manager to calculate gain of the available services, which is passed to the Ambient Media Selector when asked.
Also the Gain Manager contacts the Interaction Manager when it needs to update the AMP scores based on the interaction history. The updated AMP scores are later used for gain estimation in the subsequent intervals.

**Ambient Media Selector:** The goal of an interaction between a user and an environment is to select relevant services for the user in the current context. There are two ways by which an interaction may be triggered, first, by a user through explicit request and second, by the environment on detecting a change of context. In both cases, the Ambient Media Selector component gets the current context along with QoI parameters from the Context Identifier and attempts to select the best services for the user. To accomplish this task, it also communicates with other components that will perform their respective tasks when contacted. For example, the Ambient Media Selector obtains the context and quality information from the Context Identifier and based on this information it asks the Gain Manager component to return relevant services based on the computed gain. It then determines the level of action as per the mechanism described in Chapter 4 and contacts the Ambient Controller to take appropriate actions, that is either invoke the selected services or provide suggestion to the user in their environment. It also contacts the Interaction Manager to update any new interactions.

### 6.2 Component Communication for Interaction

The proposed framework supports an adaptive implicit interaction scheme, which leads to mixed-initiative interaction with the pervasive intelligent environment for accessing various services of interest. It also facilitates explicit interaction with the environment with a view to provide better control to the user. Explicit interaction is initiated by the user who uses some sort of interface to explicitly ask for any service. In the implicit mode of interaction, the environment acts based on the automatic context identification. The mixed-initiative interaction occurs in the co-operation between human and the environment. We further describe these different mode of interaction in the following.
Figure 6.2: Sequence of interactions that take place among the different components in “explicit” mode of interaction
6.2.1 Explicit Interaction Support

In this mode, the user explicitly initiates an interaction by using a GUI interface. In such an explicit interaction mode, the user might only want to specify that he/she wants a particular type of service, for example, a movie. The system in response interacts with the corresponding components and selects the best movie for the user depending on the gain of the service. To serve user's request, a lot of interactions happen between the components of the architecture, which is shown using a sequence diagram in Figure 6.2. In this figure, we show that the user asks for a movie through the GUI. The GUI passes the request to the Ambient Media Selector, which communicates with other necessary components to provide the right movie that fits the current context. Note, the current context identification process includes the QoI computation and if the QoI level is high, the rest of the media selection process is carried out by the system automatically.

6.2.2 Implicit Interaction Support

In the implicit mode of interaction, the environment takes the initiative to provide service support to the user. Accordingly, the system automatically identifies context and compute QoI. Based on the QoI values, the system dynamically determines whether to activate some services, suggest some actions or display relevant information as a clue to the user. This process is shown in Figure 6.3. Also, the decision taken by the implicit interaction handler based on varying QoI leads to a mixed-initiative interaction mode, which we discuss shortly.

6.2.3 Mixed-initiative Interaction Support

Mixed-initiative interaction mode is activated as a result of dynamic adjustment of interaction based on QoI. The ultimate goal is to provide as much implicit support as possible so that user's explicit interactions can be minimized but is allowed when required. Therefore, while providing implicit interaction support to the user, if the QoI value is not high enough to automatically invoke the selected services, the system dynamically determines the next level of interaction. In such cases, the system adjusts itself to support the next best interaction level, for example, provide recommendation
Figure 6.3: Sequence of interactions that take place among the different components in “implicit” mode of interaction
Figure 6.4: Sequence of interactions that take place among the different components in "mixed-initiative" mode of interaction
instead of execution. The adjustment of interaction to recommendation involves the user as he/she has to interact further to confirm the suggested actions by the environment. The communication that takes place among the components, user and the environment in the case of a mixed-initiative interaction is shown in Figure 6.4.

### 6.3 Implementation

This section describes the implementation details of the proposed framework. Consequently, Section 6.3.1 describes the experimental environment and the different devices connected to the environment. Finally, the development of different services are elaborated in Section 6.3.2.

#### 6.3.1 Environment Setup

Figure 6.5 shows the layout of the experimental smart environment and the different devices that are in that environment. In this environment, all the rooms are equipped with X10 [4] lamps allowing the user or the system to control the light level. The environment is also equipped with several cameras, motion sensors, and RFID readers. Table 6.1 lists the different devices that are in the environment, which we use to conduct our experiment.

Besides the devices listed in Table 6.1, all the networked devices are connected to a router using Ethernet (Media Center + Kitchen PC) and alternatively using WiFi connection (Laptop, SmartPhone and Ultra Mobile PC).

#### 6.3.2 Development of Different Component Services

In our implementation we adopted a Web Service based design approach so that different technology platform can be made interoperable. More specifically, we used .NET deployment framework tools developed in the IST Amigo Project [1] to implement the Web Services and clients, supporting WS-Discovery [43] and WS-Eventing [42] protocol. We adopted SOAP/XML Web Services as the communication middleware.
Figure 6.5: The layout of the experimental environment.

Table 6.1: The devices/resources in the experimental smart environment.

<table>
<thead>
<tr>
<th>Location</th>
<th>Devices</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Living room</td>
<td>Media Center</td>
<td>Fujitsu-Siemens Scaleo E, running Windows XP Media Center Edition 2005</td>
</tr>
<tr>
<td></td>
<td>Speakers</td>
<td>Ambient sound</td>
</tr>
<tr>
<td></td>
<td>40” TV screen</td>
<td>Media renderer</td>
</tr>
<tr>
<td></td>
<td>Cameras (2)</td>
<td>Context sensor</td>
</tr>
<tr>
<td></td>
<td>Motion sensor</td>
<td>Context sensor</td>
</tr>
<tr>
<td>Bedroom</td>
<td>Dell Latitude D520 Laptop</td>
<td>Portable device</td>
</tr>
<tr>
<td></td>
<td>Camera</td>
<td>Context sensor</td>
</tr>
<tr>
<td></td>
<td>Motion sensor</td>
<td>Context sensor</td>
</tr>
<tr>
<td>Kitchen</td>
<td>19” TFT Monitor</td>
<td>Media renderer</td>
</tr>
<tr>
<td></td>
<td>Speakers</td>
<td>Ambient sound</td>
</tr>
<tr>
<td></td>
<td>PC</td>
<td>X10 home automation interface is connected to this PC</td>
</tr>
<tr>
<td></td>
<td>Camera</td>
<td>Context sensor</td>
</tr>
<tr>
<td></td>
<td>Motion sensor</td>
<td>Context sensor</td>
</tr>
<tr>
<td>Portable location</td>
<td>Samsung Q1 Ultra Mobile PC</td>
<td>Used as a mobile renderer</td>
</tr>
<tr>
<td></td>
<td>HTC Touch Cruise Smart Phone</td>
<td>User interface, also contains AMP</td>
</tr>
</tbody>
</table>
The cornerstone of our prototype development is that all the components of the proposed framework are developed as dynamic web services that conforms to a dynamic SOA-based architecture. This also enables us to realize a loosely-coupled system, which is flexible in terms of extendability and maintenance. For example, a service’s business logic can be changed separately without breaking its interface with other services.

The adoption of WS-Discovery facilitates dynamic discovery of the component services that is a basic feature for successful system integration. WS-Discovery defines a multicast discovery protocol that enables Web Service clients to locate Web Services in the network that are identified by type and/or scope attributes. The Type and Scope attributes define some metadata parameters that can be used to query a particular service. On the other hand, the WS-Eventing protocol we use describes how a client (Subscriber) can register to some events (Subscriptions) of a Web Service (Event Source). Thus, changes in the service can be notified to any client without requiring standard polling mechanism. The event delivery is accomplished using simple asynchronous messaging. This mechanism allows services to notify their clients, and become active. When a change in the service occurs, the server initiates a new communication by sending a message to the clients (Subscribers). To improve robustness, a leasing mechanism is defined so that when an event source accepts a request to create a subscription, it typically does so for a given amount of time. In our implementation, a component service is used in two different ways: as a client to other services and as a service for other clients.

Figure 6.6 also shows how the connections among the components have been implemented using Web Service paradigm. The service components offer a Web Service port as exposed interface of internal business logic, and the client components use Web Service clients as proxies of the desired service. For the sake of simplicity, we have only shown the business logic part in some of the components in this figure.

We now briefly illustrate the development of different component services of the framework as discoverable web services, which are Context Identifier WS, AMP Manager WS, Interaction Manager WS, Home Automation WS, Media Renderer WS, Media Source Manager WS, Ambient Controller WS, Gain Manager WS, Ambient Media Selector WS and Ambient Media Selector GUI WS.
6.3.2.1 Context Identifier WS

Our Context Identifier WS is developed based on the processing of camera, motion sensor events and RFID data. The processing of context information items (events) are done according to the mechanism described in Chapter 3. Primarily this service provides information such as who is around, their location and time. The identification of such information items along with QoI attribute values are propagated to the web services that subscribe to its events. Therefore, this service does not depend on the availability of other services, rather the subscriber web services depend on the events it propagates. In Figure 6.6, we see that Ambient Media Selector WS is a client for this service and receives context events whenever any change is detected in the environment.
6.3.2.2 AMP Manager WS

Like Context Identifier WS, this also acts as a separate service which facilitates the management of AMP scores in the repository. Figure 6.6 shows that the Gain Manager WS is a client of this service. Therefore, the Gain Manager WS sends SOAP/XML message to the AMP Manager WS via a proxy whenever it requires to access AMP scores. The response from AMP Manager WS is propagated as SOAP/XML message in return.

6.3.2.3 Media Source Manager WS

It is developed to integrate different media sources such as You Tube, IMDB, TVDB and any personal media repository. The Gain Manager WS access this service via a client proxy and in response it returns metadata information of the available media sources using SOAP/XML messages.

6.3.2.4 Interaction Manager WS

This service almost has the same functionality as the AMP Manager WS, except it facilitates reading the interaction history from the interaction repository and storing new interactions data into the repository. The Ambient Media Selector WS and Gain Manager WS both act as clients to this service, which is shown in Figure 6.6.

6.3.2.5 Gain Manager WS

There are several methods that are wrapped under this service and hence it performs multiple tasks. First, it updates user’s AMP scores based on the interactions history record. The underlying business logic that updates such score is defined in Chapter 5. Second, it collects rating data from the web (e.g. IMDB movie database) and uses this rating (if available) with the updated AMP scores to compute gain in a media service. The gain computation is based on the approach described in Section 5.2. Therefore, the Gain Manager WS communicates with several other services. It has both the service role as well as client role. For example, it is client for AMP Manager WS, Media Source
Manager WS and Interaction Manager WS whereas it is a dependable service for Ambient Media Selector WS as depicted in Figure 6.6.

6.3.2.6 Home Automation WS

We use X10 [4] lamp modules and the ActiveHome CM11A Computer Interface to develop a ASP.NET Web Service that facilitates the lighting control in each room. Thus, the lighting level of each room can be set individually using standard Web Service protocols. Figure 6.7 shows the code snippet of the web methods in the web service for home automation. The Ambient Controller WS defines a client proxy to invoke the functionality of this service.

6.3.2.7 Media Renderer WS

The Media Renderer WS in our design has been implemented using VLC [3]), which is a highly portable multimedia player supporting various streaming protocols, audio and video formats. VLC integrates a little HTTP server that can be used for a HTTP remote control interface. We developed a ASP.NET Web Service wrapper that controls the VLC player using VLC’s HTTP interface. Figure 6.8 shows the code snippet that is used by the media render web service to control the renderer. Similar to Home Automation WS, the Ambient Controller WS is a client of the Media Renderer WS.

6.3.2.8 Ambient Controller WS

This service acts as a gateway to access the Home Automation WS and Media Renderer WS. Like the Gain Manager WS, it also has both client and service role. The Ambient Media Selector WS is a client of this service.

6.3.2.9 Ambient Media Selector WS

This is the coordinator service and is a client of the Gain Manager WS, Interaction Manager WS, Ambient Controller WS and Context Identifier WS as shown in Figure 6.6. This service is considered as the entry point of ambient media service selection at home. While selecting services for the users, this WS also determines the dynamic level of
//Web service wrapper for X10 lighting control class
1. Declare web service header
   ([WebService(Namespace = "http://www.mcrlab.uottawa.ca/")]
    [WebServiceBinding(ConformsTo = WsiProfiles.BasicProfile1_1)])

2. Declare public class X10LampWebService
   attributes: HouseCode, DeviceCode, CurrentLevel
   methods: SetLightLevel of type void, SetDim of type boolean,
            SetBright of type boolean, getLightLevel of type int

3. Declare Web methods
   //Sets the light level of a given lamp
   3.a Web method SetLightLevel(local parameter newLightLevel)
      Call X10 system controller:
      dllX10.SetLightLevel(this.HouseCode, this.DeviceCode, newLightLevel)

   //Dims the lightlevel to the given value
   3.b Web method SetDim(local parameter dimValue)
      Call X10 system controller:
      dllX10.SetDim(this.HouseCode, this.DeviceCode, dimValue)

   //Increases the brightness of the light
   3.c Web method SetBright(local parameter brightValue)
      Call X10 system controller:
      dllX10.SetBright(this.HouseCode, this.DeviceCode, brightValue);

   //Returns the current light level
   3.d Web method getLightLevel()
      return this.CurrentLevel

Figure 6.7: Code snippet of the four web methods in the lighting control web service.
//Web service wrapper for media player
1. Declare web service header
   ([WebService(Namespace = "http://www.mcrlab.uottawa.ca/")]
   [WebServiceBinding(ConformsTo = WsiProfiles.BasicProfile1_1)])


3. Declare Web methods
   //Plays the media context from the playlist
   3.a Web method Play()
      Step1---> Create HTTP request object:
      HttpStatusCode myReq = HttpWebRequest.Create
      (@"http://localhost:8080/?control=play");
      Step2---> Get the web response:
      HttpStatusCode myResp = (HttpWebResponse)myReq.GetResponse();
      Step3---> Close response object

   //sets the media contents in the playlist
   3.b Web method SetMediaContent(local parameter ContentUri)
      Step1---> Create HTTP request object:
      HttpStatusCode myReq = HttpWebRequest.Create
      (@"http://localhost:8080/?control=add&mrl=" + ContentUri);
      Step2---> Get the web response:
      HttpStatusCode myResp = (HttpWebResponse)myReq.GetResponse();
      Step3---> Close response object

Figure 6.8: Code snippet of the two web methods in the media renderer web service.
output interaction based on QoI with a view to maximize user’s satisfaction. For example, when the values of the quality attributes are high, the system automatically selects the relevant media and also notifies the user with appropriate interface for giving them more control. The system also shows the QoI attribute values and displays the current mode of interaction, which the user may choose to change. Figure 6.9 shows such an interface. Similarly, the system may adjust to a different interaction level depending on QoI values, when it may only suggest actions instead of invoking them.

6.3.2.10 Ambient Media Selector GUI WS

A Web Service client application with GUI in the user’s SmartPhone has been developed that accesses the proposed framework and uses the Ambient Media Selection WS to support user with ambient media.
In addition to the output interface presented in Figure 6.9, we also developed sample input UI of the framework as presented in Figure 6.10. Here, the user initially sees the interface in Figure 6.10(a). In this screen the user may choose the type of media he/she wants. Once the user selects any of the options, the system automatically obtains the current context information and depending on the QoI value recommends the media of the selected type using the interface in Figure 6.10(b). There is a timing control at this stage such that if the user does not like to override the automatic selection, the system starts to deliver the media in the appropriate rendering device and sets the volume and lighting condition accordingly. Otherwise, the user may choose to override the automatic selection by changing the individual parameters. Figure 6.10(c) shows the case when the user wants to change the lighting level.

6.4 Summary

This chapter presented the design and implementation of the proposed framework and provided an integral view of the concepts and contents described in Chapter 3 to Chap-
ter 5. More specifically, we have drawn a complete view of a framework where different components are designed to do a particular task, for example, QoI estimation and gain computation. Furthermore, all the components are implemented as a discoverable web service in .NET framework for easier communication between component services. In the next chapter, we evaluate the developed framework to analyze the acceptability of the proposed interaction mechanism and justify how the overall framework increases users' satisfaction and minimizes their distrust.
Chapter 7

Evaluation

Earlier, in Chapter 3 we evaluated the QoI assessment model with sample data and in Chapter 5 we provided experimental result of the proposed gain-cost based service selection algorithm. In this chapter, we validate the integrated framework based on qualitative user evaluation. In particular, we measure 1) user acceptance as an indication of user satisfaction and 2) trust in automated system. Based on these measurement we want to validate that users’s satisfaction and trust in such system will increase when the level of implicit interaction is dynamically adjusted with the changing quality of context information, which is in support with the thesis objective presented in Chapter 1.

7.1 Experiment Details

Here we provide details about environment setup, test procedure, and questionnaire used in the experiment.

7.1.1 Environment Setup and Scenario

Our experiment was carried out in a simulated smart home environment with prototype system implementation. The layout of the environment was shown earlier in Figure 6.5. The environment is equipped with several sensors, cameras, display devices and media center (as listed in Table 6.1). The sensors are used for context recognition, such as to identify who is the current user, his/her location and time of activity. Based on the home
automation technology, we facilitated the interconnection of the devices and sensors and realized different functionalities of media players as explained in Chapter 6. Instead of just using one service, we developed several services for this experiment and wrote test scripts to demonstrate the usage of those services within the context of some scenarios in a smart home environment. Example scenarios include:

1. SC-1: The system opens the door if an authorized user approaches it. However, it will depend on the correct identification of the user. Alternatively, it will be considered mis-automation if the system automatically opens the door even when it does not recognize the user with certainty.

2. SC-2: The system adjusts the lighting level of the room as per the user’s preference. This situation occurs when the system identifies a user at a particular context, for example, in the living room on a weekday evening. The system in such case obtains the lighting level preference score from the ambient media preference based on the current context and sets the lighting level accordingly. However, if the context identification process results in low QoI and if such low QoI value is not considered when actuating the lighting service, it is possible for the system to mis-handle the case and set the lighting level that does not reflect the user’s choice.

3. SC-3: The system selects appropriate media (movie, music or news) and renders them in location-specific media player depending on the profile and the position of the user in the room. In this scenario we consider different cases where users have the preferences to watch movie in a big screen TV and on a computer screen.

4. SC-4: When the user leaves home, the system closes the player, activate security cameras and starts monitoring the environment in usual mode.

Although the above scenarios will only demonstrate few of the functionalities among the whole spectrum of complex interactions that may actually take place in a smart space, it nevertheless presents some useful cases, for example, the selection of personalized media and render them in an appropriate player. In real environment, people often find it difficult and spend much time for searching appropriate media and information and hence automatic support in this respect will be appreciated very much.
Table 7.1: Expected relationship between UC-AM variables

<table>
<thead>
<tr>
<th>Perceived Usefulness</th>
<th>Risk Associated</th>
<th>Privacy Concerns</th>
<th>Perceived Control</th>
<th>Cognitive Attitude</th>
<th>Affective Attitude</th>
<th>Intention to Use</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Positive</td>
<td>Positive</td>
<td>More</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>More</td>
<td>Positive</td>
<td>More</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>More</td>
<td>Positive</td>
<td>More</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>More</td>
<td>Negative</td>
<td>Less</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>More</td>
<td>Negative</td>
<td>Less</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>More</td>
<td>Negative</td>
<td>Less</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Less</td>
<td>Negative</td>
<td>Less</td>
<td></td>
</tr>
</tbody>
</table>

7.1.2 Test Procedure

The scenarios stated above presents some cases of automation that assist users in a smart environment. However, due to the ambiguous context information the automatic system may perform wrong actions or sometimes carry out over-automation or mis-automation, which have an impact on user acceptance and trust towards the system. In order to evaluate such impact, we implemented two separate systems, System-A and System-B, with the above-mentioned scenarios. System-A was designed to be autonomous in realizing those scenarios; users had no explicit control over the system; and the system was supporting a predefined single-level assistance irrespective of the quality of context information. Alternatively, System-B was designed to be adaptive to the changing quality of context and provided dynamic level of control to the users. For example, due to the poor quality of context information in scenario SC-3, System-B would change the interaction level from automated action execution to action suggestion, that is to provide the user with a list of movies instead of executing a particular movie on a particular renderer. This type of dynamic interaction adjustment subsequently involves user to guide the next action to be performed by the system.

In this experiment, in order to measure user acceptance of dynamically adjusted interaction model for intelligent environment, we adopt the Ubiquitous Computing Accep-
tance Model (UC-AM) as proposed by Spiekermann [103]. She conducted an empirical research to find out the impact of control on ubiquitous pro-active system including the Intelligent Speed Adaptation System that adjusts the car speed based on the speed limit, the Intelligent Fridge that refills its shelf by proactively ordering items, and the Automatic car maintenance system that contacts garage for replacement spare parts. It is acknowledged that Ubiquitous Computing is one of the building blocks of ambient and pervasive intelligence [6]. Hence, it will be relevant to use UC-AM to analyze the level of acceptance (that leads to satisfaction) of intelligent systems with the proposed context-driven dynamic interaction model.

Using the UC-AM evaluation model, Spiekermann attempted to capture user acceptance dimension in light of intention to use with several variables of interest. These are perceived usefulness, associated risk, privacy concerns, perceived control, cognitive attitude and affective attitude. The definition used for usefulness is the degree at which the performance of a person may increase by using a system. The cognitive attitude relates to expected performance and affective attitude is usually being associated with system’s usability. One of the definitions adapted for risk factor in the UC-AM model is the expectation of losses when purchasing a product or system. Privacy [98] for some people has been an issue with the ubiquitous technologies, as systems collect and use personal data to provide relevant services to the user. Finally, the perceived control is an important issue in ubiquitous and pervasive computing domain [78, 37, 21] that brought many debates as to how much control should people and machine share. The relationship between these factors can be visualized in Table 7.1. As an example, if the perceived usefulness of a system is more, the cognitive attitude towards that system will be positive and the intention to use the system will be more. The rest of the rows in Table 7.1 is self descriptive.

Therefore, as per the UC-AM model, our goal is to investigate whether the proposed dynamic interaction mechanism has positive impact on its acceptance in smart environment settings.

In order to measure trust in the adaptive interaction system we propose, we resort to the approach designed by Jian et al. [64]. In this work the authors proposed an experimental framework to empirically analyze trust between human-human, between
human-machine (automation) and trust in general. Their experiment consisted of word elicitation and questionnaire study coupled with paired comparison study. Based on that experiment, they have identified several factors of trust between users and automated systems, which we adapt to our needs for measuring trust in our proposed interaction model. We explain more about the trust measure policy in subsequent sections.

### 7.1.3 Data Collection

For our experiment, we invited forty people to participate as volunteer but overall twenty nine people finally committed to show up. Table 7.2 shows their demographic distribution.

<table>
<thead>
<tr>
<th>Test participants</th>
<th>No</th>
<th>Computer use</th>
<th>Age limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female graduate student</td>
<td>6</td>
<td>Yes</td>
<td>17 - 50</td>
</tr>
<tr>
<td>Male graduate student</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female undergraduate student</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male undergraduate student</td>
<td>7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We divided the participants into two groups namely GRP-A and GRP-B, having 14 and 15 participants each, respectively. In GRP-A, there were 4 female students and 10 male students. GRP-B consisted of 4 female students and 11 male students. Participants of GRP-A were given a description of System-A while GRP-B received a briefing about System-B to ensure that they know what to expect from the system. Therefore, before the test session actually started, the participants knew the system behavior, that is what kind of actions or inputs would lead into which system output. All the participants were required to come in our simulated home environment where the two prototype systems were deployed. The test was conducted over a period of one month as the participants' schedule was quite different.

Based on their experience during the testing session, each participant were given two questionnaire aiming to measure user acceptance and trust in System-A and System-B. Each test session with one participant lasted about 30 minutes. The first set of questions were related to several variables used in UC-AM model [103], while the second
Table 7.3: Questionnaire used for feedback collection regarding acceptance

<table>
<thead>
<tr>
<th>No.</th>
<th>Measurement variable</th>
<th>Questionnaire</th>
<th>Measurement scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Perceived usefulness</td>
<td>Using &lt;System-A</td>
<td>System-B&gt; would enable me to accomplish other tasks more quickly.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I would find &lt;System-A</td>
<td>System-B&gt; useful.</td>
</tr>
<tr>
<td>2</td>
<td>Perceived ease of use</td>
<td>I found &lt;System-A</td>
<td>System-B&gt; easy to use.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Learning to operate &lt;System-A</td>
<td>System-B&gt; will be easy.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>It will be easy for me to interact with &lt;System-A</td>
<td>System-B&gt;.</td>
</tr>
<tr>
<td>3</td>
<td>Perceived control</td>
<td>I think that with &lt;System-A</td>
<td>System-B&gt; I can decide any time in which automation mode I want to interact with the environment.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Through the usage of &lt;System-A</td>
<td>System-B&gt; I always know when and which actions have been performed by the system.</td>
</tr>
<tr>
<td>4</td>
<td>Perceived risk</td>
<td>I can imagine that if the environment is going to perform some unwanted automations it would do it anyway.</td>
<td></td>
</tr>
</tbody>
</table>

set of questions were related to trust measure [64] as proposed in the field of cognitive ergonomics.

For user acceptance measure, we have chosen a selected set of variables from the UC-AM model, on which we were mainly interested in. These are 1) perceived usefulness, 2) perceived ease of use, 3) perceived control and 4) perceived risk. In [103], although Spiekermann puts less emphasis on the ease of use variable based on the reasoning that actions in ubiquitous computing environment would supposedly require less interaction, we like to argue that even in an automated system users might need to provide their feedback to the system, which eventually requires such interfaces that are easy to use. The variable related to privacy concerns were omitted as we think that its importance varies from people to people and would require further investigation. We also ignore the variables cognitive attitude and affective attitude for which we can eventually get an indication from the other variables that we selected. For example, higher score for perceived usefulness would have positive impact on cognitive attitude towards a system. Again, lower perceived control would have a negative impact on affective attitude as pointed out by Spiekermann. In Table 7.3, we provide the questions for collecting users'
Table 7.4: Questionnaire used for feedback collection regarding trust

<table>
<thead>
<tr>
<th>Question Group</th>
<th>No.</th>
<th>Questionnaire</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative implication</td>
<td>1</td>
<td>The system is deceptive</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>The system behaves in an underhanded manner</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>I am suspicious of the system’s intent, action or output</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>I am wary of the system</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>The system’s actions will have a harmful or injurious outcome</td>
</tr>
<tr>
<td>Positive implication</td>
<td>6</td>
<td>I am confident in the system</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>The system has integrity</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>The system is dependable</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>The system is reliable</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>I can trust the system</td>
</tr>
</tbody>
</table>

feedback. These questions are adapted from [103] with some adjustment to suit our needs related to dynamic interaction support.

For the trust measure, we took the questions from [64] and adapt it to our experiment. For example, we removed a question about security and another question about familiarity, as they are not much related with the presented scenario. Table 7.4 lists the questions we used. Note that we group these trust-related questions as having negative implication and positive implication. This means a high score to a question in the former group would refer to low trust, while a high score to a question in the latter group would signify increased trust. Also note, unlike [103], the questions in [64] would need to be responded using a scale between 1-7 instead of 1-5.

7.2 Result Analysis

In this section we analyze the results in terms of user acceptance and trust measure in both System-A and System-B.

7.2.1 User Acceptance Measure

We summarize users’ response to the different questions related to UC-AM model in order to better understand their perception on both System-A and System-B and qualitatively
analyze the results. Figure 7.1 shows their responses in percentage scale. We notice that a significant number of users are not happy with the automatic System-A in terms of perceived ease of use, perceived control and perceived risk. However, they mostly agree that this kind of system is useful if designed properly. On the other hand, for System-B with the proposed interaction mechanism, the users were more positive. This is shown in Figure 7.2.

We also observe how the users of different age groups, 1) 30 and below and 2) 30 plus, responded in both the system. These age groups were defined for all the users of GRP-A and GRP-B. Figure 7.3 shows this analogy. It is noticeable that both the age groups responded quite similarly with respect to the different measurement variables. This could be because of the limited number of users and their background. We however observe that all these users provided lower score in terms of perceived ease of use and perceived control on System-A, which also validates our previous observation as in Figure 7.1. For System-B, we summarize the group observation in Figure 7.4. Here we see that both groups have higher perception of usefulness, ease of use and control. We also note that users of 30+ age have little more positive perception on these variables than the
**Perceived usefulness:**

- Strongly agree: 33.3
- Agree: 44.4
- Undecided: 22.2

**Perceived ease of use:**

- Strongly agree: 33.3
- Agree: 55.6
- Undecided: 11.1

**Perceived control:**

- Strongly agree: 44.4
- Agree: 33.3
- Undecided: 22.2

**Perceived risk:**

- Strongly agree: 11.1
- Agree: 22.2
- Undecided: 33.3
- Disagree: 22.2
- Strongly disagree: 11.1

Figure 7.2: User response percentage on the evaluation of adaptive interaction mechanism of System-B.

Figure 7.3: Comparison of mean responses between two age groups for System-A in terms of different UC-AM variables.
Figure 7.4: Comparison of mean responses between two age groups for System-B in terms of different UC-AM variables.

Table 7.5: User acceptance based on the overall evaluation

<table>
<thead>
<tr>
<th>Interaction System</th>
<th>Measurement</th>
<th>Perceived Usefulness</th>
<th>Perceived Ease of Use</th>
<th>Perceived Control</th>
<th>Perceived Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>3.75</td>
<td>2.75</td>
<td>2.13</td>
<td>3.75</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.44</td>
<td>0.69</td>
<td>0.36</td>
<td>0.68</td>
</tr>
<tr>
<td>System-B</td>
<td>Mean</td>
<td>4.11</td>
<td>4.22</td>
<td>4.24</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.54</td>
<td>0.40</td>
<td>0.62</td>
<td>1.33</td>
</tr>
</tbody>
</table>

other group of users.

In order to make a comparison between the two systems with respect to the different measurement variables, we present Figure 7.5 that includes the mean responses of the respective system's users irrespective of any group. We observe that the system with adaptive interaction mechanism (System-B) have higher perceived usefulness, ease of use and control, which is encouraging and supports the objective of this thesis.

The overall scores provided by the users for both the systems are summarized in Table 7.5. The lower mean value of perceived ease of use and control for System-A reflects poor acceptance by the user. The moderate mean value of perceived usefulness shows that System-A has the potential even if the users provided lower score in other variables. This is because users want some automation that can provide some benefit to them, but they are just worried that the automation performed might be risky and they will have less
control over the system’s functionality. We also present a similar analysis in the case of System-B. Here, the higher mean value of perceived usefulness, ease of use and control represents a strong acceptance of the adaptive interaction model. Also, note that users perceive less risk in System-B than in System-A, although both the system is attributed as moderately risky, which can be minimized with improved design.

### 7.2.2 Trust Measure

The responses provided by the user to the questionnaire in Table 7.4 with respect to the trust measure are summarized in Figure 7.6. In this figure we observe that mean negative feedback on System-A is high while System-B enjoys high mean positive feedback, which validates our assumption on increased trust.

Based on the above analysis we emphasize that quality of context driven dynamically adjustable varying level of interactions has more acceptance than that of fixed level of interaction leading to increased users’ satisfaction. Similar observation has been made
in the case of trust in automated systems.

### 7.3 Summary

This chapter provided experimental results based on the qualitative analysis of the overall framework. In order to measure users' satisfaction we used Spiekermann's ubiquitous computing acceptance model [103], while the trust measure adopted a mechanism proposed by Jian [64]. We found out that users' acceptance of System-B is higher than System-A and at the same time they vested more trust on the proposed System-B. In other words, users' satisfaction is increased and distrust on System-B is minimized when quality of context driven dynamic interaction mechanism is adopted.
Chapter 8

Conclusion and Future Work

8.1 Conclusion

In this thesis, we proposed an improved interaction mechanism suitable for interacting with pervasive environment. In particular, we addressed the problem of ambiguous context information and its use to facilitate context-aware automated interaction support. For context ambiguity, we defined a multi-dimensional QoI model consisting of certainty, accuracy/confidence and timeliness attributes. A multimodal fusion approach is used to model and assess these attributes dynamically. Based on these attributes, we developed a mapping mechanism to dynamically adjust the different levels of implicit interactions such that users' trust and satisfaction increases towards the intelligent systems. The fact that imprecise context sensing and processing often leads to mis-automation and over-automation causing dis-trust and dis-satisfaction in context-aware automated interaction, the proposed mechanism for dynamic adjustment of the level of interaction minimizes such dis-trust and maximizes users' satisfaction. We also proposed a mechanism to select a set of context-aware media services on the basis of gain-cost trade-off. This service selection mechanism is adopted when the dynamic interaction level is adjusted to service invocation or action suggestion. A framework is designed to incorporate the individual aspects of QoI, the mapping between QoI and dynamic interaction level and the selection of appropriate services in the environment. We also followed the standard SOA-based approach to develop this framework.
Conclusion and Future Work

We conducted experiments to quantitatively evaluate the different aspects of the framework such as QoI assessment and gain-cost service selection trade-offs. In addition, the proposed framework as a whole was evaluated through qualitative analysis. Our objective of this evaluation was to verify our thesis statement, which is to design QoI-driven adaptive interaction mechanism for increased user satisfaction and trust. For this purpose, we resort to approaches from other research domains. For example, in order to measure users’ satisfaction in the proposed interaction approach, we used Spiekermann’s Ubiquitous Computing Acceptance Model [103] targeted for automation-related research. The level of trust in the proposed system was measured based on a study [64] in the domain of cognitive ergonomics.

Although the evaluation of the proposed framework was performed in a simulated smart home environment with several developed scenarios, we acknowledge that for real-life deployment it will require real users to be involved in such evaluation over a longer period of time, which is often very challenging and requires further investigation. Nevertheless, the result obtained based on our experiment with volunteers validates our proposal.

8.2 Future Work

Based on the work done in this thesis, several extensions may be proposed:

- Privacy issues: Although in our approach we maintained user’s updated preference scores based on interactions history, we hardly put our concerns on its implication to privacy of individual users. Therefore, it will be interesting to further investigate this matter and obtain the insights on perceived privacy and its limits accepted by the users in pervasive and ambient intelligence environment.

- Elderly interactions: It is worth researching about how the elderly people interact with smart environment and how they accept such technology. Also, as the number of elderly persons are increasing world-wide, how to provide them ambient support in terms of health-care, entertainment, and living is a challenging research issue.
Conclusion and Future Work

- Social media recommendation: In this thesis, we adopted a user-oriented approach to update the preference of a user by his/her interactions history over a period of time. However, it would be interesting to investigate collaborative filtering/social media recommendation approach such that a user's preference can be updated based on the preferences of other similar users.

- Multimodal interaction: Depending on the situation of a user in the environment, it is possible to leverage different interaction modalities such as gesture, voice, haptics and mobile phone based interaction. Although the focus of this thesis was to develop mechanisms for adapting the level of implicit interaction based on QoI, we facilitated user to perform explicit interaction with the environment via their mobile phones. However, it is an interesting and challenging research problem to address the use of different interaction modalities simultaneously.
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