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Abstract

Theoretical studies of the ground state properties of the first-row transition metals (Sc to Zn) are conducted using the Stuttgart TB-LMTO ESC program. The standard deviation of the calculation precision errors (CPE's) and the magnitude of the systematic calculation errors (SCE's) in the output of the TB-LMTO ESC program are estimated. The ground state lattice parameters, local atomic magnetic moment magnitudes and bulk moduli of the first-row transition metals are calculated. Lattice parameters are found to be within 5% to 10% of experimental values, and magnetic moment magnitudes are found to be within 10% to 20% of experimental values. Bulk moduli are found to be within 60% of experimental values. Lattice parameter and magnetic moment magnitude calculations are most accurate when the non-local exchange-correlation functional of Hu and Langreth is used. Bulk modulus calculations are most accurate when conducted using the exchange-correlation functional of Perdew and Yue. The TB-LMTO ESC program is also used to study the volume-controlled low-moment to high-moment (LM-HM) transition of the first-row transition metals (Sc to Ni) when they are constrained to take the FCC crystal structure. A LM-HM transition is predicted to occur in all FCC first-row transition metals if their lattice parameter is sufficiently increased. FCC Fe is found to occupy a unique position in the first-row transition metal series, as its LM-HM transition occurs when its lattice parameter is less than 2.5% larger than its ground state value. The LM-HM transition of the other FCC first-row transition metals occur when their lattice parameters are much larger or much smaller than their ground state values. It is argued that when the lattice parameters of the FCC first-row transition metals are too small, the energy bands of their valence electrons are too wide to allow magnetic moments to form within these metals. A method is proposed for calculating the Helmholtz' free energy of non-magnetic, bulk, crystalline solids consisting of a single chemical species. The method assumes only that an inter-atomic interaction potential can be derived from the minimum total energy versus lattice parameter curve of a solid using results published by Chen, Chen and Wei, and that this potential can accurately reproduce the energy increase that occurs when the atomic nuclei of the solid move away from their equilibrium positions as they undergo small amplitude thermal oscillations. The method is entirely theoretical as the minimum total energy versus lattice parameter curve of a solid can be calculated entirely from first principles using an ESC program. Within the method, the atomic nuclei of a solid are treated in a quasi-harmonic approximation, either as independent harmonic oscillators, or as coupled harmonic oscillators. The thermal expansion of metallic Cu is studied using the proposed method for calculating the Helmholtz' free energy of solids in conjunction with the TB-LMTO ESC program. The lattice parameter versus temperature curve of metallic Cu can be accurately calculated using the method, but its accuracy is sensitive to the functional form of the calculated minimum total energy versus lattice parameter curve of FCC Cu and to the range of the inter-atomic interaction potential. The results of these calculations suggest that the range of the inter-atomic interaction potential extends only
to first nearest neighbour atomic nuclei in the metallic Cu solid. These results also suggest that the curvature of the minimum total energy versus lattice parameter curve of FCC Cu is most accurate when the curve is calculated using the exchange-correlation functional of Perdew and Yue even though the ground state lattice parameter of metallic Cu is most accurately predicted using the exchange-correlation functional of Hu and Langreth. However, it may be that imposing a short range to the inter-atomic interaction potential and that using the minimum total energy versus lattice parameter curve obtained with the exchange-correlation functional of Perdew and Yue simply better cancels the errors introduced in the calculation as a result of the quasi-harmonic approximation, as a result of not knowing the correct range of the inter-atomic interaction potential, and as a result of inaccuracies in the calculated minimum total energy versus lattice parameter curve of FCC Cu. Future research efforts should be focussed on the evaluation of the effect of these three factors on the accuracy of the method. We also recommend a direct evaluation of the accuracy of the energy increase that occurs when the atomic nuclei of the solid are displaced slightly from their equilibrium positions, as reproduced using the inter-atomic interaction potential constructed using the results of Chen, Chen and Wei.
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Chapter 1

Introduction

The metals of the first-row transition series (Sc to Zn) are fascinating. A number of these elements undergo structural phase transitions as they are heated [1]. Metallic iron undergoes the well-studied martensitic phase transition at approximately 1183 Kelvin [1]. In addition, the lighter of these elements (Sc, Ti, V) are non-magnetic at ambient pressures and temperatures [2]. In contrast, Cr, Mn, Fe, Co and Ni all exhibit interesting magnetic properties. More specifically, Cr and Mn exhibit complex anti-ferromagnetism while Fe, Co and Ni are ferromagnets [2]. Alloys of these metals also exhibit intriguing thermal properties. For instance, the Invar alloy, consisting of approximately 65 atomic % Fe, exhibits little to no thermal expansion over a broad range of temperatures near room temperature [3].

The first-row transition metals are also very useful. Metals like Cu and Fe are among the first metals used by human beings for tool-making and aesthetic purposes [4]. These metals continue to be used in a wide variety of practical applications, especially iron, as it is an important constituent of steel and other useful alloys [5]. Iron is also believed to be an important constituent of the Earth’s inner core [6, p. 421]. A recent experimental study of typical Earth mantle minerals at high pressures and temperatures has also revealed that the Earth’s lower mantle may contain small particles of metallic Fe [7]. In addition, the presence of iron in the deep interiors of planetary bodies is substantiated by the existence
of a class of iron-bearing meteorites believed to have originated in the depths of asteroidal or planetary bodies [8].

As a result of its interesting magnetic and structural properties, of its practical usefulness, and of its importance in the field of geophysics, metallic iron has been the object of considerable experimental and theoretical study in recent years. One recent experimental study of Fe-rich Fe-Ni alloys has resulted in a new understanding of the magnetic properties of metallic Fe [9,10]. These studies have revealed that FCC Fe-Ni alloys consisting of more than 70 atomic % Fe have no magnetic moments at zero Kelvin, but that magnetic moments appear in these alloys as their temperature is increased. This is likely to be occurring in pure metallic Fe when it takes the FCC crystal structure [11]. Also, these studies have revealed that the anomalously low thermal expansion exhibited by the Invar alloys [3] is the result of an unusual volume dependence of their ferromagnetism. This dependence is itself the result of a composition controlled low-moment to high-moment transition that occurs in the FCC Fe-Ni alloy system.

These results have important implications. First of all, this new understanding of the Invar and anti-Invar property of Fe-rich alloys could lead to the design of new materials with novel thermal properties. In addition, even though a number of studies of metallic Fe under the pressure and temperature conditions characteristic of planetary interiors have been conducted [11–27], these studies are of non-magnetic phases of metallic Fe. The observed unconventional magnetic properties of metallic Fe may affect the properties of this metal as it exists in planetary or asteroidal bodies, or as it exists in meteoritic fragments of such bodies.

In light of this, we wish to develop a theoretical method for calculating the thermal properties of metallic Fe that incorporates the microscopic phenomena at the root of the Invar and anti-Invar behaviours. This method should be sufficiently precise and sufficiently accurate to allow for the theoretical prediction of the properties of metallic Fe under the conditions of high pressure and temperature that are characteristic of planetary interiors.
This thesis consists of a pair of related studies. The first is a first-principles study of the magnetic properties of the first-row transition metals (Sc to Ni) when they adopt the FCC crystal structure. The second is a theoretical study of the thermal expansion of metallic Cu. In order to conduct this study, we derive a theoretical method for calculating the Helmholtz' free energy of bulk, non-magnetic, crystalline solids consisting of a single chemical species. We intend that this be the first step in the development of a method for calculating the Helmholtz’ free energy of metallic Fe that incorporates the microscopic phenomena at the root of the Invar and anti-Invar behaviours.

We thus begin, in chapter 2, with a description of an ESC program [28] based on the TB-LMTO theory of Andersen et al. [29–32]. This TB-LMTO ESC program [28] can be used to calculate the zero-Kelvin properties of bulk, crystalline solids. In chapter 3, we discuss some aspects of the program that affect its numerical precision. We also evaluate the numerical precision of the total energy of solids, as calculated using the program. In chapter 4, we study the accuracy of the TB-LMTO ESC program [28] by using it to calculate some zero-Kelvin properties of the first-row transition metals. We focus on these metals because metallic Fe is among them. We study the accuracy of the TB-LMTO ESC program when it is used in conjunction with all four exchange-correlation functionals that are available within it. Chapters 3 and 4 are in effect an evaluation of the numerical precision and of the accuracy of the TB-LMTO ESC program [28] prior to using it in our study of the magnetism of the FCC first-row transition metals and in our study of the thermal expansion of metallic Cu.

We then study in chapter 5 the magnetic properties of the first-row transition metals (Sc to Ni) when they take the FCC crystal structure. We conduct this study using the TB-LMTO ESC program [28], and specifically study the volume controlled low-moment to high-moment magnetic transition that occurs in all of these metals. This study reveals that metallic Fe occupies a unique position within the first-row transition metal series. The study also provides insights into the magnetic moment formation process in the first-row transition metals.
In chapter 6, we present a theoretical method for calculating the Helmholtz' free energy of bulk, crystalline solids consisting of a single chemical species. The method assumes only that an inter-atomic interaction potential can be derived from the minimum total energy versus lattice parameter curve of a solid, and that this potential can accurately reproduce the energy increase that occurs when the atomic nuclei of the solid move away from their equilibrium positions as they undergo small amplitude thermal oscillations. We argue that the method is entirely theoretical, as the minimum total energy versus lattice parameter curve of a solid can be calculated using an ESC program. When using the method, we can choose to treat the atomic nuclei of solids as independent harmonic oscillators or as coupled harmonic oscillators.

Then, in chapter 7, we use the theoretical method of chapter 6 to study the thermal expansion of metallic Cu. We specifically study metallic Cu as it is a first-row transition metal like metallic Fe, and because it possesses the FCC crystal structure, as does metallic Fe at high temperatures [1]. Also, metallic Cu has no magnetic moments at all temperatures (it is a diamagnetic metal). We use the TB-LMTO ESC program [28] to calculate the minimum total energy versus lattice parameter curve of FCC Cu. We then use this curve to define an inter-atomic interaction potential, and then to calculate the Helmholtz' free energy of metallic Cu as a function of its lattice parameter and temperature. Using the calculated Helmholtz' free energy of metallic Cu, we then calculate the equilibrium lattice parameter of metallic Cu as a function of its temperature. By evaluating the accuracy of the equilibrium lattice parameter of metallic Cu, as calculated using the theoretical method of chapter 6, we evaluate indirectly the accuracy of the Helmholtz' free energy of metallic Cu, also as calculated using the method of chapter 6.

Finally, in chapter 8, we summarise the main conclusions and accomplishments of the previous chapters, and recommend areas of focus for future research efforts.

This thesis also contains two appendices. Appendix A contains a review of the literature discussing the use of ESC programs to calculate the zero-Kelvin properties of the first-row transition metals. In addition, appendix B discusses a parametrization of the minimum
total energy versus lattice parameter curve of FCC Cu, as calculated using the TB-LMTO ESC program [28], for the purpose of using it in the calculation of the Helmholtz' free energy of metallic Cu as per the theoretical method of chapter 6.

The main scientific contributions of this thesis are:

- a novel treatment of the numerical errors in the results of electronic structure calculations, inspired from a standard treatment of experimental measurement errors.

- original calculations of the ground state properties of the first-row transition metals using the TB-LMTO ESC program [28].

- an original study of the volume-controlled LM-HM transition occurring in the FCC 3d metals.

- a novel method for calculating the Helmholtz' free energy of bulk, crystalline, non-magnetic solids consisting of a single chemical species.

- original calculations of the Helmholtz' free energy and lattice parameter versus temperature curve of metallic Cu.

We expect that the results of this thesis will be of interest to all who are interested in the theoretical calculation of the ground state and thermal properties of solids, in particular those of bulk, crystalline solids. Researchers interested in the magnetic properties of solids will also find this research relevant, as will researchers seeking to understand the properties of materials under conditions of high temperature and pressure.
Chapter 2

The TB-LMTO ESC Program

In this thesis, we conduct a number of theoretical studies of the properties of the first-row transition metals (Sc to Zn). In chapters 4 and 5, we study the properties of these metals at zero Kelvin, and in chapters 6 and 7, we study the thermal expansion of metallic Cu. In conducting these studies, we use an electronic structure calculation (ESC) program to calculate the minimum total energy versus lattice parameter curve $E_{\text{tot}}(a)$ of these metals, as well as the spatial distribution of the electrons within these metals.

The particular ESC program that we use is based on the tight-binding linear muffin-tin orbitals (TB-LMTO) ESC method [29–32]. This ESC method is itself based on density functional theory (DFT) [33,34]. We specifically use version 4.7 of the TB-LMTO ESC program [28], developed by G. Krier, M. van Schilfgaarde, A. T. Paxton, O. Jepsen and O. K. Andersen at the Max Planck Institute for Solid State Research. This program is sometimes termed the “Stuttgart TB-LMTO program”. From this point onwards, we shall use the term “TB-LMTO ESC program” to designate specifically this particular ESC program.

The purpose of this chapter is to provide a basic summary of the physical and mathematical basis of the TB-LMTO ESC program in order to facilitate the understanding of the research presented in the later chapters of this thesis. In section 2.1, we provide a description of DFT. Then, in section 2.2, we describe what we consider to be the most important
aspects of the implementation of DFT within the TB-LMTO ESC program. This chapter is not meant to be a complete description of the TB-LMTO ESC program. Readers interested in a more complete description of the TB-LMTO ESC program should refer to the work of Andersen and Skriver [29–32], and to the program’s user manual [35].

2.1 Physical and Mathematical Basis of DFT

We here provide a description of the physical and mathematical basis of density functional theory (DFT), a theory that can be used to calculate the lowest-energy electron distribution and the minimum total energy of a solid. As previously indicated, the TB-LMTO ESC program [28] is based on DFT.

2.1.1 The Total Energy of a Solid

The total energy of a solid consists of the kinetic energy and electrostatic potential energy of the solid’s constituent atomic nuclei and electrons. The Hamiltonian operator giving the total energy of a solid can be written as:

\[
H_{tot} = \sum_{i} \frac{\vec{p}_{i}^2}{2M_{i}} + \sum_{i} \frac{qQ_{i}}{2m_{i}} - \sum_{i} \sum_{j \neq i} \frac{qQ_{i}}{|\vec{R}_{i} - \vec{R}_{j}|}
+ \frac{1}{2} \sum_{i} \sum_{j \neq i} \frac{q^2}{|\vec{r}_{i} - \vec{r}_{j}|}
+ \frac{1}{2} \sum_{i} \sum_{j \neq i} \frac{Q_{i}Q_{j}}{|\vec{R}_{i} - \vec{R}_{j}|},
\]  

(2.1)

where \( q, m, \vec{r}_{i} \) and \( \vec{p}_{i} \) are the charge, mass, position and momentum of the \( i^{th} \) electron in the solid while \( Q_{i}, M_{i}, \vec{R}_{i} \) and \( \vec{P}_{i} \) are the charge, mass, position and momentum of the \( i^{th} \) atomic nucleus in the solid. In equation 2.1, the operators \( \vec{P}_{i}^2 \) and \( \vec{p}_{i}^2 \) must be understood as \( \vec{P}_{i}^2 = \vec{P}_{i} \cdot \vec{P}_{i} = -\hbar^2 \nabla_{i}^2 \) and \( \vec{p}_{i}^2 = \vec{p}_{i} \cdot \vec{p}_{i} = -\hbar^2 \nabla_{i}^2 \). Additionally, the summations over \( i \) and \( I \) are respectively summations over all electrons and all atomic nuclei in a specific solid. The total energy of a solid is \( <\Psi_{tot}|H_{tot}|\Psi_{tot}> \) when \( |\Psi_{tot}> \) is the quantum state of the solid’s constituent atomic nuclei and electrons. The first two terms in equation 2.1
are operators giving the total kinetic energy of the solid's atomic nuclei and of the solid's electrons respectively. The third term in the equation is the operator giving the energy that is due to the electrostatic interaction between each atomic nucleus and each electron in the solid. The fourth term gives the energy due to the electrostatic interaction between each pair of electrons in the solid. Finally, the fifth term gives the energy due to the electrostatic interaction between each pair of atomic nuclei in the solid.

The calculation of the eigenstates of the Hamiltonian $H_{\text{tot}}$ represents a formidable mathematical problem. Without approximations, this problem is mathematically intractable because of the difficulty inherent in applying quantum mechanics in treating a large number of interacting bodies. However, the calculation of the eigenstates of $H_{\text{tot}}$ can be simplified by separating the Hamiltonian into an atomic and an electronic component. This is physically justified by an argument first reported by Born and Oppenheimer [36]. Specifically, Born and Oppenheimer argued that the kinetic energy of a solid’s electrons is much higher than that of the solid’s atomic nuclei. As a result, the electrons of the solid adjust very rapidly to any changes in the position of its atomic nuclei. Thus, it is reasonable to calculate the eigenstate of the electrons of a solid assuming that its atomic nuclei remain stationary at well-defined positions in space. The complete eigenstate of the solid can then be calculated by treating its atomic nuclei as particles moving in an effective field produced by its electrons.

If the atomic nuclei of a solid are assumed to be stationary, then the vectors $\vec{R}_i$ in the expression for $H_{\text{tot}}$ are constants and the kinetic energy of the solid’s atomic nuclei is null. This transforms equation 2.1 to the following expression:

$$H_{\text{tot}} = H_{\text{etot}} + \frac{1}{2} \sum_i \sum_{j \neq i} \frac{Q_i Q_j}{|\vec{R}_i - \vec{R}_j|},$$

(2.2)

where:

$$H_{\text{etot}} = \sum_i \frac{\vec{p}_i^2}{2m} - \sum_i \sum_{l} \frac{q Q_l}{|\vec{R}_i - \vec{r}_l|} + \frac{1}{2} \sum_i \sum_{j \neq i} \frac{q^2}{|\vec{r}_i - \vec{r}_j|}.$$  

(2.3)

The Hamiltonian $H_{\text{etot}}$, given in equation 2.3, describes the total energy of the electrons in a solid when this solid’s atomic nuclei remain stationary at positions specified by the vectors $\vec{R}_i$. 
The TB-LMTO ESC program [28] is designed expressly to find the lowest-energy eigenstate of the Hamiltonian $H_{tot}$ as expressed in equation 2.2. The energy of this eigenstate, which we label $E_{tot}$, is the minimum total energy of the solid assuming that its constituent atomic nuclei remain stationary at well-defined positions in space. It is argued that $E_{tot}$ is the total energy of a real solid at zero Kelvin, but this is not quite the case. The atomic nuclei of a real solid are always in motion, even at zero Kelvin, as a result of the quantum-mechanical phenomenon of zero point motion [37, p. 416]. However, the energy of the atomic nuclei of a solid at zero Kelvin, typically of the order of $10^{-3}$ Rydberg units, is much smaller than $E_{tot}$, which is typically of the order of $10^3$ Rydberg units. Thus, $E_{tot}$ is a good approximation of the minimum total energy of a real solid.

2.1.2 The Hartree-Fock ESC Method

One of the earliest ESC methods is termed the Hartree-Fock method [38]. The mathematical basis of this ESC method is neatly summarised in the text of Ashcroft and Mermin [37]. It is repeated here since understanding the derivation of the main equations of the Hartree-Fock method facilitates one's understanding of the derivation of the main equations of density functional theory.

The Hartree-Fock method begins with the expression for the total energy of the electrons in a solid, $E_{etot} = \langle \Psi | H_{etot} | \Psi \rangle$, where $|\Psi\rangle$ is the quantum state of the electrons in the solid, and $H_{etot}$ is as given in equation 2.3. To evaluate $E_{etot}$, the wave function $\Psi(r_1, s_1; r_2, s_2; \ldots; r_N, s_N)$ of all electrons in the solid must be known. Hartree proposed that $\Psi(r_1, s_1; r_2, s_2; \ldots; r_N, s_N)$ can be expressed as the following Slater determinant [37,38]:

$$
\Psi(r_1, s_1; r_2, s_2; \ldots; r_N, s_N) = \frac{1}{\sqrt{N!}} \begin{vmatrix} \psi_1(r_1, s_1) & \psi_1(r_2, s_2) & \cdots & \psi_1(r_N, s_N) \\ \psi_2(r_1, s_1) & \psi_2(r_2, s_2) & \cdots & \psi_2(r_N, s_N) \\ \vdots & \vdots & \ddots & \vdots \\ \psi_N(r_1, s_1) & \psi_N(r_2, s_2) & \cdots & \psi_N(r_N, s_N) \end{vmatrix}, \quad (2.4)
$$

where $N$ is the total number of electrons in the solid, while $r_i$ and $s_i$ represent respectively the position and the spin quantum number of the $i^{th}$ electron in the solid. Also, the wave
functions $\psi_i(\vec{r}, s_i)$ are wave functions associated to quantum states that are available to the individual electrons within the solid. If the single-electron wave functions $\psi_i(\vec{r}, s_i)$ are spatially orthonormal, then the total energy of the electrons in the solid is [37,38]:

$$E_{\text{etot}} = \sum_i \int d\vec{r} \psi_i^*(\vec{r}, s_i) \frac{\vec{p}^2}{2m} \psi_i(\vec{r}, s_i)$$

$$- \sum_i \int d\vec{r} \psi_i^*(\vec{r}, s_i) \left\{ \sum_I \frac{Q_I q}{|\vec{R}_I - \vec{r}|} \right\} \psi_i(\vec{r}, s_i)$$

$$+ \frac{1}{2} \sum_{i,j} \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} |\psi_i(\vec{r}, s_i)|^2 |\psi_j(\vec{r}', s_j)|^2$$

$$- \frac{1}{2} \sum_{i,j} \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \delta_{s_is_j} \psi_i^*(\vec{r}, s_i) \psi_i(\vec{r}, s_i) \psi_j^*(\vec{r}', s_j) \psi_j(\vec{r}', s_j),$$

(2.5)

where the summations over $i$ and $j$ are summations over each electron in the solid, while the summation over $I$ is a summation over each atomic nucleus in the solid. The first term in equation 2.5 is the total kinetic energy of the solid’s electrons. The second term is the energy that is due to the electrostatic interaction between each of the solid’s electrons and each of the solid’s atomic nuclei. Finally, the last two terms give the energy that is due to the electrostatic interaction between each pair of the solid’s electrons. The third term in equation 2.5 is termed the "direct electrostatic energy" of the solid’s electrons, while the fourth term is termed the "exchange energy" of the solid’s electrons. The exchange energy term is a correction of the direct electrostatic energy term in order to take into account that electrons do not interact with themselves (self-interaction correction) and must obey Pauli’s exclusion principle [39]. The delta function $\delta_{s_is_j}$ in the exchange energy term indicates that only electron pairs possessing the same spin quantum number are considered in the calculation of the exchange energy.

Using equation 2.5, it is possible to find the single-electron wave functions $\psi_i(\vec{r}, s_i)$ that minimise the total energy $E_{\text{etot}}$. An equation for a specific wave function $\psi_x(\vec{r}, s_x)$ can be constructed by minimising $E_{\text{etot}}$ with respect to the function $\psi_x^*(\vec{r}, s_x)$ (namely the complex conjugate of $\psi_x(\vec{r}, s_x)$), all the while respecting the constraint that $\int d\vec{r} |\psi_x(\vec{r}, s_x)|^2 = 1$. This is accomplished by simultaneously minimising with respect to the function $\psi_x^*(\vec{r}, s_x)$
and with respect to the Lagrange multiplier $\epsilon_x$ the function $Y(\psi_x^*(\vec{r}, s_x), \epsilon_x) = E_{\text{tot}} - \epsilon_x \left( \int d\vec{r} |\psi_x(\vec{r}, s_x)|^2 - 1 \right)$. Setting equal to zero the functional derivative of $Y(\psi_x^*(\vec{r}, s_x), \epsilon_x)$ with respect to $\psi_x^*(\vec{r}, s_x)$ gives [37,38]:

$$\frac{\vec{p}^2}{2m}\psi_x(\vec{r}, s_x) - \sum_i \frac{Q_i q}{|\vec{R}_i - \vec{r}|} \psi_x(\vec{r}, s_x) + \sum_i \int d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} |\psi_i(\vec{r}', s_i)|^2 \psi_x(\vec{r}, s_x) - \sum_i \int d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \delta_{s_x s_i} \psi_x(\vec{r}', s_x) \psi_i^*(\vec{r}', s_i) \psi_i(\vec{r}, s_i) = \epsilon_x \psi_x(\vec{r}, s_x). \quad (2.6)$$

Equation 2.6 is clearly very similar to Schrödinger’s equation [40]. It can be used to find the wave function $\psi_x(\vec{r}, s_x)$, which is the wave function of one of the solid’s electrons in the field of all other electrons and atomic nuclei in the solid, when all other electrons in the solid have known wave functions $\psi_i(\vec{r}, s_i)$. The Lagrange multiplier $\epsilon_x$ is simply the energy of the electron that has the wave function $\psi_x(\vec{r}, s_x)$. Equation 2.6 can be used to calculate the single-electron wave functions $\psi_i(\vec{r}, s_i)$ that minimise $E_{\text{tot}}$ (one wave function for each electron in the solid), as well as the corresponding single-electron energy values $\epsilon_i$.

Once the single-electron wave functions $\psi_i(\vec{r}, s_i)$ are known, they can be used in conjunction with equation 2.5 to calculate the minimum value of $E_{\text{tot}}$. However, this requires evaluating the kinetic energy of the electrons in the solid as follows:

$$E_{\text{kin}} = \sum_i \int d\vec{r} \psi_i^*(\vec{r}, s_i) \frac{\vec{p}^2}{2m} \psi_i(\vec{r}, s_i). \quad (2.7)$$

There is a simpler way of evaluating the minimum value of $E_{\text{tot}}$ using the energy values $\epsilon_i$ and the single-electron wave functions $\psi_i(\vec{r}, s_i)$. Specifically, using equations 2.6 and 2.7, one can show that the total kinetic energy of the electrons in the solid is:

$$E_{\text{kin}} = \sum_i \epsilon_i + \sum_i \int d\vec{r} \sum_i \frac{Q_i q}{|\vec{R}_i - \vec{r}|} |\psi_i(\vec{r}, s_i)|^2 - \sum_{i,j} \int \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} |\psi_i(\vec{r}, s_i)|^2 |\psi_j(\vec{r}', s_j)|^2 + \sum_{i,j} \int \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \delta_{s_i s_j} \psi_i^*(\vec{r}, s_i) \psi_i(\vec{r}, s_i) \psi_j^*(\vec{r}', s_j) \psi_j(\vec{r}', s_j). \quad (2.8)$$
The expression for the minimum value of $E_{\text{tot}}$ can be simplified by substituting equation 2.8 into equation 2.5 as follows:

$$E_{\text{tot}} = \sum_i \epsilon_i$$

$$- \frac{1}{2} \sum_{i,j} \int \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} |\psi_i(\vec{r}, s_i)|^2 |\psi_j(\vec{r}', s_j)|^2$$

$$+ \frac{1}{2} \sum_{i,j} \int \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \delta_{s_i s_j} \psi_i^*(\vec{r}, s_i) \psi_i(\vec{r}, s_i) \psi_j^*(\vec{r}', s_j) \psi_j(\vec{r}, s_j).$$  \hspace{1cm} (2.9)

It is simpler to calculate the minimum value of $E_{\text{tot}}$ using equation 2.9 than equation 2.5 because the first two terms of equation 2.5 are replaced by a simple summation in equation 2.9. Nonetheless, the calculation of the minimum value of $E_{\text{tot}}$ using equation 2.9 remains very cumbersome, for it requires the evaluation of many integrals involving the single-electron wave functions $\psi_i(\vec{r}, s_i)$. Density functional theory (DFT), which we discuss in the next section, provides an even simpler procedure for calculating the minimum value of $E_{\text{tot}}$.

Before beginning our discussion of DFT, we emphasize that the Hartree-Fock method is based on an independent electron approximation. Specifically, equation 2.6 allows for the calculation of the wave function of one electron assuming that all other electrons have wave functions that are independent of the first’s. In reality, the electrons in a solid are not independent, as electrons interact via the electrostatic interaction. The deviation from physical reality that this approximation entails is partially eliminated by requiring that the single-electron wave functions $\psi_i(\vec{r}, s_i)$ be calculated using a self-consistent procedure. However, because the Hartree-Fock ESC method is derived using an independent electron approximation, the method fails to account for any correlations that can exist between the electrons in a solid due to their Coulomb repulsion. Electron correlations are important in modelling super-conductivity (which results from Cooper pair formation) and in modelling the propagation of the exchange-correlation hole along with an electron as it moves through the solid (see section 2.1.3).
2.1.3 Density Functional Theory

Developed in the mid 1960’s [33,34], density functional theory (DFT) is the theoretical basis of many of the modern ESC programs, including the TB-LMTO ESC program [28]. ESC methods based on DFT are simpler and less computationally intensive than the Hartree-Fock ESC method.

The derivation of DFT begins with the Hamiltonian $H_{\text{etot}}$ (equation 2.3). In 1964, Hohenberg and Kohn published a landmark paper proving that $E_{\text{etot}}$, the smallest eigenvalue of $H_{\text{etot}}$, can be expressed as a functional of $\rho(\vec{r})$, the spatial distribution or density of a solid’s electrons [33]. Additionally, they proved that the functional $E_{\text{etot}}[\rho(\vec{r})]$ has a single global minimum value which corresponds to a unique electron density $\rho(\vec{r})$ [33]. Thus, $E_{\text{etot}}[\rho(\vec{r})]$ can be expressed as follows [33,34]:

$$E_{\text{etot}}[\rho(\vec{r})] = T[\rho(\vec{r})] + V_{\text{ext}}[\rho(\vec{r})] + U[\rho(\vec{r})],$$  

where $T[\rho(\vec{r})]$ is the kinetic energy of the electrons of the solid (see the first term of equation 2.3), $V_{\text{ext}}[\rho(\vec{r})]$ is the energy resulting from the electrostatic interaction between the solid’s electrons and atomic nuclei (and from any other field externally applied to the solid’s electrons), and $U[\rho(\vec{r})]$ is the energy resulting from the electrostatic interaction of the electrons of the solid. If $V_{\text{ext}}[\rho(\vec{r})]$ is due only to the electrostatic interaction of the solid’s electrons with the solid’s atomic nuclei, it can be expressed as a functional of $\rho(\vec{r})$ as follows:

$$V_{\text{ext}}[\rho(\vec{r})] = - \int d\vec{r} \sum_I \frac{Q_I q}{|\vec{R}_I - \vec{r}|} \rho(\vec{r}).$$  

In contrast, the functionals $T[\rho(\vec{r})]$ and $U[\rho(\vec{r})]$ are more difficult to construct.

Perhaps inspired by the Hartree-Fock ESC method, Kohn and Sham proposed that $T[\rho(\vec{r})]$
and $U[\rho(\vec{r})]$ can be expressed together as [34]:

$$T[\rho(\vec{r})] + U[\rho(\vec{r})] = T_s[\rho(\vec{r})] + \frac{1}{2} \int \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \rho(\vec{r})\rho(\vec{r}') - E_{xc}[\rho(\vec{r})],$$

(2.12)

and that $E_{\text{etot}}$ can be expressed as [34]:

$$E_{\text{etot}} = T_s[\rho(\vec{r})] - \int d\vec{r} \sum_i \frac{Q_i q}{|\vec{R}_i - \vec{r}|} \rho(\vec{r})$$

$$+ \frac{1}{2} \int \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \rho(\vec{r})\rho(\vec{r}') - E_{xc}[\rho(\vec{r})],$$

(2.13)

where $E_{xc}[\rho(\vec{r})]$ is termed an “exchange-correlation functional” and $T_s[\rho(\vec{r})]$ is the kinetic energy of the electrons in the solid obtained via a single-electron approximation similar to that made in deriving the Hartree-Fock equations. More specifically [34]:

$$T_s[\rho(\vec{r})] = \sum_i \epsilon_i + \int d\vec{r} \sum_i \frac{Q_i q}{|\vec{R}_i - \vec{r}|} \rho(\vec{r})$$

$$- \int \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \rho(\vec{r})\rho(\vec{r}') + \sum_s \int d\vec{r} V_{xc}(\vec{r}, s) \rho_s(\vec{r}),$$

(2.14)

where the "exchange-correlation potential" $V_{xc}(\vec{r}, s)$ is the functional derivative of $E_{xc}[\rho(\vec{r})]$ with respect to $\rho_s(\vec{r})$, and $\rho_s(\vec{r})$ is the spatial distribution of the electrons within the solid that have spin eigenstate $s$. Furthermore, the single-electron energy values $\epsilon_i$ appearing in equation 2.14 are the eigenvalues of the Hamiltonian [34]:

$$H = \frac{\vec{p}^2}{2m} - \sum_i \frac{Q_i q}{|\vec{R}_i - \vec{r}|} + \int d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \rho(\vec{r}') - V_{xc}(\vec{r}, s) \rho_s(\vec{r}).$$

(2.15)

Equations 2.13, 2.14 and 2.15 are respectively analogous to equations 2.5, 2.8 and 2.6, and can be used in a variational procedure, originally proposed by Kohn and Sham [34], for finding the lowest-energy electron distribution and minimum total energy of a solid. The Kohn-Sham procedure begins with an initial estimate of the solid's lowest-energy electron

---

1In the paper of Kohn and Sham [34], $E_{xc}[\rho(\vec{r})]$ is added to $T_s[\rho(\vec{r})] + \frac{1}{2} \int \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \rho(\vec{r})\rho(\vec{r}')$ to make $T[\rho(\vec{r})] + U[\rho(\vec{r})]$. In the TB-LMTO ESC program [28], $T[\rho(\vec{r})] + U[\rho(\vec{r})]$ is implemented by subtracting $E_{xc}[\rho(\vec{r})]$ from $T_s[\rho(\vec{r})] + \frac{1}{2} \int \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \rho(\vec{r})\rho(\vec{r}')$. This is why we express $T[\rho(\vec{r})] + U[\rho(\vec{r})]$ as per equation 2.12.
distribution $\rho(\vec{r})$. Single-electron energy values $\epsilon_i$ are calculated using equation 2.15, and the energy of the electrons when they take the initial electron distribution is calculated using equations 2.13 and 2.14. The electron density is then varied. Using the new electron distribution, equation 2.15 is again used to calculate single-electron energy values $\epsilon_i$, and the energy of the electrons when they take the new electron distribution is calculated using equations 2.13 and 2.14. If this latter energy is smaller than the first calculated value of $E_{\text{tot}}$, the new electron distribution is adopted as an improved estimate of the lowest-energy electron distribution of the solid. The electron distribution is varied again and the process continues until the lowest-energy electron distribution is found.

The only remaining difficulty in applying the variational procedure of Kohn and Sham is the construction of the exchange-correlation functional $E_{xc}[\rho(\vec{r})]$ and the exchange-correlation potential $V_{xc}(\vec{r}, s)$ appearing in equations 2.13, 2.14 and 2.15. We have already stated that $V_{xc}(\vec{r}, s)$ is the functional derivative of $E_{xc}[\rho(\vec{r})]$ with respect to the density of electrons with spin $s$, $\rho_s(\vec{r})$. $E_{xc}[\rho(\vec{r})]$, on the other hand, is defined from equation 2.12 as follows:

$$E_{xc}[\rho(\vec{r})] = T_s[\rho(\vec{r})] - T[\rho(\vec{r})] + \frac{1}{2} \int \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \rho(\vec{r}) \rho(\vec{r}') - U[\rho(\vec{r})],$$

(2.16)

where $E_c[\rho(\vec{r})] = T_s[\rho(\vec{r})] - T[\rho(\vec{r})]$ is termed a "correlation functional", and $E_x[\rho(\vec{r})] = \frac{1}{2} \int \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \rho(\vec{r}) \rho(\vec{r}') - U[\rho(\vec{r})]$ is termed an "exchange functional".

To understand the construction of the exchange component $E_x[\rho(\vec{r})]$, it is necessary to understand how the total electrostatic energy of a solid's electrons should be correctly calculated. This energy, which we have labelled $U[\rho(\vec{r})]$, is the result of the electrostatic interaction of all pairs of electrons within the solid. The correct expression for this energy is:

$$U[\rho(\vec{r})] = \frac{1}{2} \int \int \frac{q^2}{|\vec{r} - \vec{R}|} \rho(\vec{R}) \rho_R(\vec{r}) d\vec{r} d\vec{R},$$

(2.17)

where $\rho(\vec{r})$ is the average spatial distribution of the electrons in the solid, and $\rho_R(\vec{r})$ is the distribution of the remaining electrons in the solid when one of them is located at $\vec{r} = \vec{R}$. The distribution $\rho(\vec{r})$ satisfies $\int d\vec{r} \rho(\vec{r}) = N$, where $N$ is the total number of electrons in the solid. In addition, all distributions $\rho_R(\vec{r})$ satisfy $\int d\vec{r} \rho_R(\vec{r}) = (N - 1)$.
These latter distributions are analogous to conditional probability distributions. They take into account that, due to Pauli's exclusion principle, the average distribution of a solid's electrons is not the same as the distribution of the solid's electrons when it is known that one of these electrons is located at \( \vec{r} = \vec{R} \).

An elegant and physically insightful expression for \( E_x [\rho (\vec{r})] \) was proposed in 1951, well before the development of DFT, by J. C. Slater. In an effort to simplify the Hartree-Fock method, Slater proposed that the presence of an electron at \( \vec{r} = \vec{R} \) produces an "exchange hole" around it, within which no other electrons possessing the same spin can be located [39]. Thus, when an electron with spin \( s \) is located at \( \vec{r} = \vec{R} \), one can define a distribution \( \rho_{s, \vec{R}} (\vec{r}) \) as follows:

\[
\rho_{s, \vec{R}} (\vec{r}) = \begin{cases} 
0 & \text{if } |\vec{R} - \vec{r}| \leq r_x \\
 \rho_s (\vec{r}) & \text{if } |\vec{R} - \vec{r}| > r_x
\end{cases}
\]

where \( r_x \) is the radius of the exchange hole (assumed to be spherical) surrounding the electron at \( \vec{r} = \vec{R} \). To define \( r_x \), Slater assumed that the electron density in the vicinity of \( \vec{r} = \vec{R} \) is constant. This is termed a "local density approximation" (LDA), and leads to the following expression for \( r_x \):

\[
r_x = \left( \frac{3}{4\pi \rho_s (\vec{R})} \right)^{\frac{1}{3}}.
\]

Having defined the distributions \( \rho_{s, \vec{R}} (\vec{r}) \) in the LDA, Slater arrived at an elegant functional expression for \( E_x [\rho (\vec{r})] \), namely:

\[
E_x [\rho (\vec{r})] = \frac{3}{4\pi} \left( \frac{\alpha}{2} \sum_s \int d\vec{r} \rho_s (\vec{r}) \right)^{\frac{3}{2}}.
\]

In reporting their development of DFT, Kohn and Sham proposed that an exchange-correlation functional can be defined as [34]:

\[
E_{xc} [\rho (\vec{r})] = \int d\vec{r} \rho (\vec{r}) \epsilon_{xc} (\rho (\vec{r})),
\]

where \( \epsilon_{xc} (\rho (\vec{r})) \) is the exchange and correlation energy per electron of a homogeneous electron gas of density \( \rho (\vec{r}) \). This description is valid only for slowly varying electron
densities $\rho (\vec{r})$, and so can be considered a "local exchange-correlation functional" (ie. derived using a LDA). A number of researchers proposed means of calculating the exchange-correlation energy per electron of the uniform electron gas, $\epsilon_{xc}(\rho (\vec{r}))$, sometimes using theoretical models of such a gas (e.g. [41–43]), and sometimes using computer simulations of such a gas (e.g. [44–46]).

Kohn and Sham had also recognized, in their original development of DFT, that exchange-correlation functionals derived in the LDA would fail if the electron density $\rho (\vec{r})$ varies rapidly [34]. In such cases, they proposed that the exchange-correlation energy of a solid can be expressed as:

$$E_{xc}[\rho (\vec{r})] = \int d\vec{r} \rho (\vec{r}) \epsilon_{xc}(\rho (\vec{r})) + \int d\vec{r} \left| \nabla \rho (\vec{r}) \right|^2 \epsilon_{xc}^{(2)}(\rho (\vec{r})).$$  (2.22)

Equation 2.22, like equation 2.21, is only an approximate expression for $E_{xc}[\rho (\vec{r})]$. However, equation 2.22 is a more complete expression for $E_{xc}[\rho (\vec{r})]$ than equation 2.21 as it accounts for the spatial variation of $\rho (\vec{r})$ by including a term proportional to the gradient $\nabla \rho (\vec{r})$. Exchange-correlation functionals constructed in this manner are said to be derived in the "generalized gradient approximation" (GGA). They are also termed "non-local functionals" to distinguish them from local functionals derived in the LDA (for a good review of non-local exchange-correlations functionals, see the work of Langreth and Mehl [47]). Non-local functionals are often implemented as extensions of a local functional (e.g. [48,49]).

The development of exchange-correlation functionals remains an active area of research in DFT. Some recently published exchange-correlation functionals attempt to go beyond the LDA and the GGA by taking into account the full spatial variation of the electron distribution in solids [50].
2.2 Implementation of DFT in the TB-LMTO ESC Program

We now discuss some details of the implementation of DFT in the TB-LMTO ESC program [28]. As its name implies, this ESC program is based on the tight-binding linear muffin-tin orbitals (TB-LMTO) electronic structure calculation scheme [29–32]. We explain, in section 2.2.1, how the TB-LMTO ESC program calculates the single-electron wave functions \( \psi_i(\vec{r}, s_i) \) and the single-electron energy values \( \epsilon_i \) of the electrons in solids. We then explain, in section 2.2.2, how the TB-LMTO ESC program uses these single-electron wave functions and energy values to calculate the lowest-energy spatial distribution and minimum total energy of the electrons in a solid, and then the minimum total energy of the solid. Finally, in section 2.2.3, we provide information about three other aspects of the TB-LMTO ESC program, namely the combined correction terms, the relativistic treatment of the kinetic energy of electrons, and the exchange-correlation functionals that are available within the program. We repeat that this is not intended to be a complete description of the TB-LMTO ESC program. For more information, readers may refer to the text of H. L. Skriver [32], the TB-LMTO ESC program’s user manual [35], as well as the papers of O. K. Andersen et al. [29–31].

2.2.1 The Single-Electron Wave Functions and Energy Values

The TB-LMTO ESC program uses equation 2.15 to calculate the single-electron wave functions \( \psi_i(\vec{r}, s_i) \) and the single-electron energy values \( \epsilon_i \) of the electrons in solids. We here explain these calculations.

First of all, it must be noted that the TB-LMTO ESC program is specifically designed to provide information about infinite solids possessing a periodic, crystalline atomic structure. The atoms of an infinite, chemically ordered, crystalline solid possess translational symmetry [37]. When a solid is in its lowest-energy state, the single-electron wave functions of the solid’s electrons usually possess the same (or a similar) translational symmetry as the solid’s atoms. Thus, it is not necessary to calculate these wave functions everywhere
within the solid. Rather, it is sufficient to calculate them within the solid’s Wigner-Seitz (WS) unit cell only. (For a definition of the Wigner-Seitz unit cell of a solid, see the text of Ashcroft and Mermin [37, p. 73].)

A solid’s WS unit cell is usually a complex polyhedron. Within the TB-LMTO ESC program, a solid’s WS unit cell is modelled using a collection of spheres (one sphere per atom in the WS unit cell) possessing a total volume that is equal to that of the solid’s WS unit cell [32, p. 82]. Each sphere is centered on one of the atoms of the solid’s WS unit cell. The use of spheres to approximate the WS unit cell of a solid is termed the “atomic sphere approximation” (ASA) [32, p. 82]. The TB-LMTO ESC program calculates the single-electron wave functions of a solid’s electrons within the volume of space defined by the atomic spheres, and not in the true WS unit cell of the solid. It should be noted that the use of the atomic sphere approximation (ASA) introduces errors in the calculated values of the total energy of a solid. The so-called “combined correction terms” can be used to offset the errors introduced by the ASA in the energy values calculated by the TB-LMTO ESC program [32, p. 95]. Users of the TB-LMTO ESC program must specify whether or not the combined correction terms are to be used in any given calculation. (The combined correction terms are explained in greater detail in section 2.2.3.)

The TB-LMTO ESC program calculates, within each atomic sphere defining a solid’s WS unit cell, the single-electron wave functions and single-electron energy values of two groups of electrons, labelled “core electrons” and “valence electrons”. We now explain the treatment of both groups of electrons within the TB-LMTO ESC program.

Core Electrons

The first group of electrons, the “core electrons”, are not engaged in the formation of the solid’s chemical bonds. Thus, these electrons remain within one atomic sphere at all times. Each core electron in a particular atomic sphere is associated with a single-electron wave function termed an “atomic orbital”, which is like the wave function of an electron bound to a free atom. Specifically, the single-electron wave function of a core electron is
expressed as:

$$\psi_i(\vec{r}, s_i) = Y^{m_i}_{l_i}(\theta, \phi) \phi_{l_i} (\epsilon_i, |\vec{r}|, s_i), \quad (2.23)$$

where $l_i, m_i$ and $s_i$ are the orbital angular momentum and spin quantum numbers of the electron, $Y^{m_i}_{l_i}(\theta, \phi)$ is a spherical harmonic function [40], and $\phi_{l_i} (\epsilon_i, |\vec{r}|, s_i)$ is the radial component of the electron’s wave function. The vector $\vec{r}$ and the spherical harmonic function $Y^{m_i}_{l_i}(\theta, \phi)$ are both defined with respect to the center of the atomic sphere. Only a finite number of core electrons are located within each atomic sphere. Equation 2.15 is used to calculate the single-electron energy value $\epsilon_i$ and the radial component of the wave function of all core electrons in each atomic sphere in the solid’s WS unit cell.

**Valence Electrons**

The TB-LMTO ESC program also calculates, within each atomic sphere defining a solid’s WS unit cell, the single-electron wave functions of electrons that are engaged in the formation of the solid’s chemical bonds. These electrons, termed “valence electrons”, are not confined to a single atomic sphere and may travel throughout the solid. Within the TB-LMTO ESC program, the valence electrons of a solid are each associated with a single-electron wave function termed a “Bloch wave” (see [37, p. 133]). Such a Bloch wave extends throughout the solid, and is expressed as follows [32, p. 18]:

$$\psi_i(\vec{r}, s_i) = \sum_I e^{jk_i \cdot \vec{R}_I} \sum_{l,m} a_{l,m}^i (\epsilon_i, \vec{r}, \vec{R}_I, s_i), \quad (2.24)$$

where $s_i$ is the spin quantum number of the valence electron, $k_i$ is a vector in reciprocal space, $\vec{R}_I$ is a vector defining the position of the $I^{th}$ atom in the solid, and $j = \sqrt{-1}$. Importantly, each Bloch wave can be associated to a reciprocal space vector $k_i$ in the solid’s first Brillouin zone (BZ) [37, p. 133]. (The text of Ashcroft and Mermin should be consulted for a definition of a solid’s first Brillouin zone [37].) The summation over $I$ in equation 2.24 is

---

2Equation 2.24 is the wave function of a valence electron in a solid possessing only one atom per WS unit cell. The wave function of a valence electron in a solid possessing more than one atom per WS unit cell is given in the text of Skriver [32].
a summation over all atoms in the solid. Also, the summation over the angular momentum quantum numbers \(l\) and \(m\) is termed a "linear combination of muffin-tin orbitals". The user of the TB-LMTO ESC program must specify the angular momentum quantum numbers \(l\) and \(m\) that are considered in the summation of equation 2.24. The constants \(a_{l,m}\) are the coefficients of the linear combination, and the functions \(\chi_{l,m}(\epsilon_i, \vec{r} - \vec{R}_I, s_i)\) are "muffin-tin orbitals" associated with the atomic sphere centered at \(\vec{R}_I\). A single muffin-tin orbital associated with an atomic sphere centered at the origin is defined as [32, p. 17]:

\[
\chi_{l,m}(\epsilon, \vec{r}, s) = Y_{l,m}^m(\theta, \phi) \left\{ \begin{array}{ll}
\phi_l(\epsilon, |\vec{r}|, s) + p_l(\epsilon, s) T_0(|\vec{r}|), & |\vec{r}| \leq S \\
T_\infty(|\vec{r}|), & |\vec{r}| > S
\end{array} \right.
\]

where \(l, m\) and \(s\) are the angular momentum and spin quantum numbers of the muffin-tin orbital, \(Y_{l,m}^m(\theta, \phi)\) is a spherical harmonic function, and \(\phi_l(\epsilon, |\vec{r}|, s)\) is the radial component of an atomic orbital located in the atomic sphere that is centered at the origin. Additionally, \(S\) is the radius of the atomic sphere centered at the origin, \(p_l(\epsilon, s)\) is termed a "potential function", and both \(T_0(|\vec{r}|)\) and \(T_\infty(|\vec{r}|)\) are functions appropriate for describing the radial component of the wave function of a travelling free electron. The function \(T_0(|\vec{r}|)\) must be bounded at \(|\vec{r}| = 0\), while \(T_\infty(|\vec{r}|)\) must be bounded at \(|\vec{r}| \to \infty\). Obviously, the muffin-tin orbital of equation 2.25 is defined differently inside and outside the atomic sphere with which it is associated. Inside the atomic sphere, the muffin-tin orbital consists of an atomic orbital, \(Y_{l,m}^m(\theta, \phi)\) \(\phi_l(\epsilon, |\vec{r}|, s)\), plus a term that includes the potential function, \(p_l(\epsilon, s) Y_{l,m}^m(\theta, \phi) T_0(|\vec{r}|)\). Outside the atomic sphere, the muffin-tin orbital is described using a "tail function", \(Y_{l,m}^m(\theta, \phi) T_\infty(|\vec{r}|)\). The potential function \(p_l(\epsilon, s)\) is defined to ensure that the muffin-tin orbital is continuous and differentiable at the boundary of the atomic sphere with which it is associated [32, p. 18]. When the functions \(T_0(|\vec{r}|)\) and \(T_\infty(|\vec{r}|)\) are chosen appropriately, \(p_l(\epsilon, s)\) is a known function of \(l, s\) and \(\epsilon\). In the TB-LMTO ESC program, \(T_0(|\vec{r}|)\) is a spherical Bessel function while \(T_\infty(|\vec{r}|)\) is a spherical Neumann function [32, p. 69].

To calculate the single-electron energy values of a solid's valence electrons, the TB-LMTO ESC program begins with the expression for the Bloch wave function of equation 2.24 in
the atomic sphere centered at the origin (i.e. the sphere centered at \( \vec{R}_I = \vec{R}_{I_0} = \vec{0} \)). Within this atomic sphere (i.e. for \(|\vec{r}| \leq S\)), the Bloch wave function \( \psi_i (\vec{r}, s_i) \) can be expressed as:

\[
\psi_i (\vec{r}, s_i) = \sum_{l,m} a_{i,m}^l Y_{l,m}^m \left( \theta, \phi; \vec{R}_I \right) \left\{ \phi_l (\epsilon_l, |\vec{r}|, s_i) + p_l (\epsilon_l, s_i) T_0 (|\vec{r}|) \right\} + \sum_{l,m} a_{i,m}^l \sum_{I \neq I_0} e^{i \vec{k} \cdot \vec{R}_I} Y_{l,m}^m \left( \theta, \phi; \vec{R}_I \right) T_\infty \left( |\vec{r} - \vec{R}_I| \right),
\]

(2.26)

where \( Y_{l,m}^m (\theta, \phi; \vec{R}_I) \) is a spherical harmonic function with origin at \( \vec{R}_I \), and all other symbols are as defined in equations 2.24 and 2.25. Importantly, the summations over the angular momentum quantum numbers \( l \) and \( m \) in equation 2.26 are identical to the summation in equation 2.24. Equation 2.26 can be viewed as a linear combination of functions [32, p. 75]:

\[
\Omega_{i,m}^l (\vec{r}, s_i) = Y_{l,m}^m \left( \theta, \phi; \vec{R}_I \right) \left\{ \phi_l (\epsilon_l, |\vec{r}|, s_i) + p_l (\epsilon_l, s_i) T_0 (|\vec{r}|) \right\} + \sum_{I \neq I_0} e^{i \vec{k} \cdot \vec{R}_I} Y_{l,m}^m \left( \theta, \phi; \vec{R}_I \right) T_\infty \left( |\vec{r} - \vec{R}_I| \right),
\]

(2.27)

with each function \( \Omega_{i,m}^l (\vec{r}, s_i) \) weighted by a coefficient \( a_{i,m}^l \). In the TB-LMTO ESC program, the functions \( \Omega_{i,m}^l (\vec{r}, s_i) \) are used as a basis to express the single-electron Hamiltonian of equation 2.15 in matrix form. This matrix is labelled \( \tilde{H} \), and its elements are defined as \( H_{i,j} = \int d\vec{r} \Omega_{i,m}^* (\vec{r}, s_j) H \Omega_{i,m}^l (\vec{r}, s_i) \). An "overlap matrix" \( \tilde{O} \) is also defined, the elements of which are defined as \( O_{i,j} = \int d\vec{r} \Omega_{i,m}^* (\vec{r}, s_j) \Omega_{i,m}^l (\vec{r}, s_i) \). In both the definition of \( H_{i,j} \) and \( O_{i,j} \), the integral is over the volume of the atomic sphere located at \( \vec{R}_I = \vec{0} \). The single-electron energies \( \epsilon_i \) and the coefficients \( a_{i,m}^l \) are found by solving the eigenvalue problem [32, p. 9]:

\[
\left\{ \tilde{H} - \epsilon_i \tilde{O} \right\} \cdot \vec{a}_i = 0,
\]

(2.28)

where \( \vec{a}_i \) is the vector of coefficients \( a_{i,m}^l \).

Equation 2.28 is used to calculate the energies \( \epsilon_i \) of valence electrons associated with all vectors \( \vec{k} \) in the first Brillouin zone of the solid. Once the energy values \( \epsilon_i \) are known, the TB-LMTO ESC program defines a function \( \epsilon (\vec{k}) \). This function gives, for all vectors
\( \vec{k} \) in the solid’s first BZ, the single-electron energy value \( \epsilon_i \) of the valence electron that possesses the wave function associated to the reciprocal lattice vector \( \vec{k}_i = \vec{k} \). The function \( \epsilon(\vec{k}) \) is termed the "dispersion relation" of the solid’s valence electrons. Its range defines a number of energy bands within which the single-electron energy values \( \epsilon_i \) of the solid’s valence electrons must lie. It is thus said that \( \epsilon(\vec{k}) \) provides information about the "band structure" of the solid’s valence electrons.

In addition, equation 2.28 permits the calculation of the coefficients \( a_{i,m} \) that define the Bloch wave functions as per equation 2.24. Once these coefficients are known, the single-electron wave functions of the solid’s valence electrons can be expressed, within any atomic sphere, as [32, p. 90]:

\[
\psi_i(\vec{r}, s_i) = \sum_{l,m} a_{i,m} Y_l^m(\theta, \phi) \phi_l(\epsilon_i, |\vec{r}|, s_i),
\]

where the vector \( \vec{r} \) and the spherical harmonic function \( Y_l^m(\theta, \phi) \) are both defined with respect to the center of the atomic sphere. The summation over the angular momentum quantum numbers \( l \) and \( m \) in the latter equation is identical to the summation of equation 2.24. Equation 2.29 is a linear combination of atomic orbitals. In each atomic sphere in the solid’s WS unit cell, equation 2.15 is used to calculate the radial components \( \phi_l(\epsilon_i, |\vec{r}|, s_i) \) of the atomic orbitals describing the wave functions of the solid’s valence electrons. However, an infinite number of valence electrons pass through each atomic sphere. Thus, the TB-LMTO ESC program must calculate, in theory, an infinite number of radial functions \( \phi_l(\epsilon_i, |\vec{r}|, s_i) \). In practice, the TB-LMTO ESC program calculates only a small number of functions \( \phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \) associated with specific values of energy \( \epsilon_i = \epsilon_{\mu,l} \). The TB-LMTO ESC program also calculates functions \( \phi'_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \) and \( \phi''_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \) as follows [32, p. 38]:

\[
\phi'_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) = \frac{d}{d\epsilon_i} \phi_l(\epsilon_i, |\vec{r}|, s_i) \bigg|_{\epsilon_i = \epsilon_{\mu,l}},
\]

\[
\phi''_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) = \frac{d^2}{d\epsilon_i^2} \phi_l(\epsilon_i, |\vec{r}|, s_i) \bigg|_{\epsilon_i = \epsilon_{\mu,l}}.
\]

Using the functions \( \phi'_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \) and \( \phi''_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \), the functions \( \phi_l(\epsilon_i, |\vec{r}|, s_i) \) are ex-
pressed as a second-order Taylor expansion as follows [32, p. 39]:

\[
\phi_l(\epsilon_i, |\vec{r}|, s_i) = \phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) + (\epsilon_i - \epsilon_{\mu,l}) \phi_l'(\epsilon_{\mu,l}, |\vec{r}|, s_i) \\
+ \frac{1}{2} (\epsilon_i - \epsilon_{\mu,l})^2 \phi_l''(\epsilon_{\mu,l}, |\vec{r}|, s_i). \tag{2.32}
\]

Thus, the TB-LMTO ESC program uses equation 2.15 to calculate four important properties of a solid’s electrons, namely the single-electron wave functions of the solid’s core electrons, the single-electron energy values of the solid’s core electrons, the dispersion relation \( \epsilon(\vec{k}) \) of the solid’s valence electrons, and the single-electron wave functions of the solid’s valence electrons, including the coefficients \( a_{i,m} \).

### 2.2.2 Calculation of \( E_{e_{\text{tot}}} \) and \( E_{\text{tot}} \)

Having calculated the single-electron wave functions \( \psi_i(\vec{r}, s_i) \) and the single-electron energy values \( \epsilon_i \) of all electrons in a solid using equation 2.15, the TB-LMTO ESC program then uses equations 2.13 and 2.14 to calculate the total energy of the solid’s electrons. This requires the evaluation of the sum of all the single-electron energy values of the solid’s electrons, as well as the evaluation of integrals involving the spatial density of the solid’s electrons, \( \rho(\vec{r}) \).

The TB-LMTO ESC program evaluates the sum of the single-electron energy values of a solid’s electrons as follows:

\[
\sum_i \epsilon_i = \sum_{i,\text{core}} \epsilon_i + \sum_{i,\text{valence}} \epsilon_i, \tag{2.33}
\]

where the terms on the right-hand side are respectively the sum of the single-electron energy values of the solid’s core electrons and the sum of the single-electron energy values of the solid’s valence electrons.

In the solid’s WS unit cell, there is a finite number of core electrons. Thus, the single-electron energy values of these electrons can be summed directly. The sum of the single-electron energy values of the solid’s valence electrons, on the other hand, is more difficult.
to evaluate. The TB-LMTO ESC program evaluates this sum as follows:

$$\sum_{i,\text{valence}} \epsilon_i = \int_{E_F}^{\infty} \epsilon n_v(\epsilon) \, d\epsilon,$$

where the function $n_v(\epsilon)$ is termed the "density of states" of the solid's valence electrons, and $E_F$ is the solid's Fermi energy. (The text of Ashcroft and Mermin should be consulted for a definition of the Fermi energy of a solid [37, p. 142]). The density of states of the solid's valence electrons is defined as follows:

$$n_v(\epsilon) = \frac{V_{WS}}{(2\pi)^3} \int_{BZ} \delta \left( \epsilon (\vec{k}) - \epsilon \right) \, d\vec{k},$$

where $V_{WS}$ is the volume of the solid's WS unit cell, $\epsilon (\vec{k})$ is the solid's dispersion relation, and $\delta \left( \epsilon (\vec{k}) - \epsilon \right)$ is a delta function. The integral in equation 2.35 is restricted to the solid's first BZ.

The TB-LMTO ESC program constructs the spatial distribution of a solid's electrons as follows:

$$\rho(\vec{r}) = \rho_c(\vec{r}) + \rho_v(\vec{r}),$$

where $\rho_c(\vec{r})$ and $\rho_v(\vec{r})$ are respectively the spatial distribution of the solid's core and valence electrons.

In each atomic sphere in the solid's WS unit cell, there is a finite number of core electrons. Thus, in each atomic sphere, $\rho_c(\vec{r})$ is defined as:

$$\rho_c(\vec{r}) = \frac{1}{4\pi} \sum_{i,\text{core}} |\phi_{i,\text{core}}(\epsilon_i, |\vec{r}|, s_i)|^2,$$

where the functions $\phi_{i,\text{core}}(\epsilon_i, |\vec{r}|, s_i)$ are the radial components of the single-electron wave functions of the solid's core electrons, as given in equation 2.23, and the vector $\vec{r}$ is defined with respect to the center of the atomic sphere. It should be noted that, in each atomic sphere, $\rho_c(\vec{r})$ is spherically symmetric (ie. a function of $|\vec{r}|$ only) as the core electrons occupy complete orbital shells.

The construction of $\rho_v(\vec{r})$ is more complex. In each atomic sphere in the solid’s WS unit
cell, the spatial distribution of the solid’s valence electrons is defined as follows [32, p. 94]:

\[
\rho_v(\vec{r}) = \frac{1}{4\pi} \sum_l |\phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i)|^2 \int_{E_F}^{E_F} n_{v,l}(\epsilon) d\epsilon
\]

\[
+ \frac{1}{4\pi} \sum_l 2\phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l}) n_{v,l}(\epsilon) d\epsilon
\]

\[
+ \frac{1}{4\pi} \sum_l \left\{ |\phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i)|^2 + \phi_l^*(\epsilon_{\mu,l}, |\vec{r}|, s_i) \phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \right\} \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l})^2 n_{v,l}(\epsilon) d\epsilon,
\]

(2.38)

where the functions \(\phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i)\) and \(\phi_l^*(\epsilon_{\mu,l}, |\vec{r}|, s_i)\) are as in equation 2.32. The valence electron density \(\rho_v(\vec{r})\) is assumed to be spherically symmetric in each atomic sphere even though the distribution of the valence electrons of real solids is very rarely spherically symmetric (more on this in section 2.3). The functions \(n_{v,l}(\epsilon)\) appearing in equation 2.38 are the so-called “\(l\)-projected density of states functions”. These functions are defined using the solid’s dispersion relation \(\epsilon(\vec{k})\) and a function \(a_{l,m}(\vec{k})\). This function \(a_{l,m}(\vec{k})\) gives, for every vector \(\vec{k}\) in the solid’s first BZ, the coefficients \(a_{l,m}^i\) that are required to define the Bloch wave function associated to the reciprocal lattice vector \(\vec{k}_i = \vec{k}\).

Specifically, the \(l\)-projected density of states functions are defined as follows [32, p. 94]:

\[
n_{v,l}(\epsilon) = \frac{V_{WS}}{(2\pi)^3} \sum_m \int_{BZ} |a_{l,m}(\vec{k})|^2 \delta \left( \epsilon(\vec{k}) - \epsilon \right) d\vec{k}.
\]

(2.39)

Having calculated \(\rho(\vec{r})\), and having evaluated the sum of the single-electron energy values of all electrons in the solid, the TB-LMTO ESC program then calculates the total energy of the electrons in the solid, \(E_{\text{tot}}\). The TB-LMTO ESC program expresses \(E_{\text{tot}}\) as the sum of the kinetic energy \(E_{\text{kin}}\) and the potential energy \(U_{\text{tot}}\) of the electrons in the solid. Specifically, \(E_{\text{kin}}\) is expressed as a sum of three terms, as follows:

\[
E_{\text{kin}} = \sum_{i,\text{core}} \epsilon_i + \sum_{i,\text{valence}} \epsilon_i
\]

\[
- \left\{ -\int d\vec{r} \sum_l \frac{Q_l q}{|\vec{R}_l - \vec{r}|} \rho(\vec{r}) + \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \rho(\vec{r}) \rho(\vec{r}') - \sum_s \int d\vec{r} V_{xc}(\vec{r}, s) \rho_s(\vec{r}) \right\},
\]

(2.40)
where \( \rho_s(\vec{r}) \) is the density of electrons possessing spin quantum number \( s \) only. Similarly, \( U_{\text{etot}} \) is also expressed as a sum of three terms, as follows:

\[
U_{\text{etot}} = -\int d\vec{r} \sum_i \frac{Q_i q}{|\vec{R}_i - \vec{r}|} \rho(\vec{r}) + \frac{1}{2} \int d\vec{r} d\vec{r}' \frac{q^2}{|\vec{r} - \vec{r}'|} \rho(\vec{r}) \rho(\vec{r}') - E_{xc}[\rho(\vec{r})].
\]

(2.41)

It should be noted that all integrals over real space in equations 2.40 and 2.41 should be evaluated over the solid’s WS unit cell, but are evaluated instead over the atomic spheres. Additionally, the summations over \( i \) appearing in equation 2.40, are restricted to electrons located in one of the solid’s WS unit cells only. Also, the summations over \( I \) in both the latter equations are restricted to the atoms in one of the solid’s WS unit cells.

The TB-LMTO ESC program then uses \( E_{\text{ekin}} \) and \( U_{\text{etot}} \) to calculate the total energy of the solid, \( E_{\text{tot}} \). Because the integrals over real space in equations 2.40 and 2.41 are restricted to the solid’s WS unit cell, the sum of \( E_{\text{ekin}} \) and \( U_{\text{etot}} \) is not quite equal to the total energy of the electrons in the solid, \( E_{\text{etot}} \). Specifically, the sum of \( E_{\text{ekin}} \) and \( U_{\text{etot}} \) neglects to take into account the Coulomb interaction between the electrons located in different WS unit cells. In the TB-LMTO ESC program, this problem is addressed by defining the total energy of the solid as follows:

\[
E_{\text{tot}} = E_{\text{etot}} + \frac{1}{2} \sum_I \sum_{J \neq I} \frac{Q_I Q_J}{|\vec{R}_I - \vec{R}_J|}
\]

\[
= E_{\text{ekin}} + U_{\text{etot}} + E_{\text{Mad}},
\]

(2.42)

where \( E_{\text{Mad}} \) is called a “Madelung term”. The Madelung term corrects for the fact that \( E_{\text{ekin}} \) and \( U_{\text{etot}} \), as defined in equations 2.40 and 2.41, do not take into account the Coulomb interaction between electrons located in different WS unit cells of the solid. It also includes the Coulomb interaction between the atomic nuclei in the solid, which must be added to \( E_{\text{etot}} \) to obtain \( E_{\text{tot}} \).
2.2.3 Implementation of DFT in the TB-LMTO ESC Program: Additional Considerations

Having described the treatment of the single-electron wave functions and single-electron energy values within the TB-LMTO ESC program, and having described how the program calculates the minimum total energy of a solid using DFT, we now clarify a few details of these calculations. Specifically, we describe the exchange-correlation functionals that are used to conduct the calculations, the combined correction terms and their impact on the calculations, and the relativistic treatment of the kinetic energy of electrons in solids.

Exchange-Correlation Functionals

The calculation of $E_{\text{tot}}$ as per equations 2.13 and 2.14, and the calculation of the single-electron wave functions and energy values using equation 2.15, requires knowledge of the exchange-correlation functional $E_{xc}[\rho(\vec{r})]$ and of the exchange-correlation potential $V_{xc}(\vec{r}, s)$. Within the TB-LMTO ESC program, four exchange-correlation functionals are available. Information about these functionals is summarized in table 2.1.

The first two of these exchange-correlation functionals are local functionals, meaning that they are derived in the LDA [43,46]. These two functionals are different in that the first is derived using a mathematical model of the exchange and correlation energy of a free electron gas [43], while the second is constructed by parametrizing the results of computer simulations of a free electron gas [46]. As indicated in table 2.1, we label the first functional “EXC1” and the second functional “EXC3”.

Two additional exchange-correlation functionals are available within the TB-LMTO ESC program, both of which are non-local functionals derived in the GGA [48,49]. The first is an extension of functional EXC1 [48], while the second is an extension of functional EXC3 [49]. As shown in table 2.1, we label these functionals “EXC2” and “EXC4” respectively.

We expect that calculations performed with the non-local functionals will be more ac-
curate than those performed with the local functionals. The user of the TB-LMTO ESC program must specify which of the four exchange-correlation functionals must be used in a given calculation.

Table 2.1: Exchange-correlation functionals available in the TB-LMTO ESC program

<table>
<thead>
<tr>
<th>Functional name</th>
<th>Type of functional</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXC1</td>
<td>local</td>
<td>von Barth and Hedin [43]</td>
</tr>
<tr>
<td>EXC2</td>
<td>non-local</td>
<td>Hu and Langreth [48]</td>
</tr>
<tr>
<td>EXC3</td>
<td>local</td>
<td>Vosko, Wilk and Nusair [46]</td>
</tr>
<tr>
<td>EXC4</td>
<td>non-local</td>
<td>Perdew and Yue [49]</td>
</tr>
</tbody>
</table>

Combined Correction Terms

The user of the TB-LMTO ESC program must also specify whether or not the so-called "combined correction terms" are to be used when conducting calculations. These terms are described by Andersen [29] and by Skriver [32, p. 95].

The purpose of the combined correction terms is to increase the accuracy with which the TB-LMTO ESC program calculates the dispersion relation $\epsilon (k)$ of the valence electrons of a solid. As explained in section 2.2.1, the dispersion relation is calculated using the Hamiltonian of equation 2.15 by expressing it in the matrix form of equation 2.28. Calculating the elements of the matrices $\tilde{H}$ and $\tilde{O}$ appearing in equation 2.28 requires the evaluation of integrals of the form:

$$H_{i,j} = \int d\vec{r} \Omega_{i,m}^{*} (\vec{r}, s_{j}) H \Omega_{i,m}^{j} (\vec{r}, s_{i}).$$

(2.43)

and of the form:

$$O_{i,j} = \int d\vec{r} \Omega_{i,m}^{*} (\vec{r}, s_{j}) \Omega_{i,m}^{j} (\vec{r}, s_{i}).$$

(2.44)

These integrals should be evaluated over the volume of the WS unit cell of the solid, but are in fact evaluated over the volume of an atomic sphere.
The combined correction terms are corrections applied to the matrix elements $H_{i,j}$ and $O_{i,j}$. The correction applied to the elements $H_{i,j}$ is as follows:

$$H_{i,j} = \int d\vec{r} \Omega_{i,m}^j (\vec{r}, s_j) H \Omega_{i,m}^i (\vec{r}, s_i)$$

$$+ \int_{WS} d\vec{r} T_{i,m}^j (\vec{r}, s_j) H T_{i,m}^i (\vec{r}, s_i) - \int d\vec{r} T_{i,m}^j (\vec{r}, s_j) H T_{i,m}^i (\vec{r}, s_i), \quad (2.45)$$

and that applied to the elements $O_{i,j}$ is as follows:

$$O_{i,j} = \int d\vec{r} \Omega_{i,m}^j (\vec{r}, s_j) \Omega_{i,m}^i (\vec{r}, s_i)$$

$$+ \int_{WS} d\vec{r} T_{i,m}^j (\vec{r}, s_j) T_{i,m}^i (\vec{r}, s_i) - \int d\vec{r} T_{i,m}^j (\vec{r}, s_j) T_{i,m}^i (\vec{r}, s_i). \quad (2.46)$$

In equations 2.45 and 2.46, the second integral is over the volume of the WS unit cell of the solid while the first and third integrals are over the volume of an atomic sphere. Also, the function $T_{i,m}^i (\vec{r}, s_i)$ is a wave function appropriate for describing free electrons. Such a wave function is appropriate for modelling a solid’s electrons in the so-called “interstitial regions”, namely the regions of space that are in an atomic sphere but not in the WS unit cell, or vice versa. In the TB-LMTO ESC program, the functions $T_{i,m}^i (\vec{r}, s_i)$ are linear combinations of the functions $T_0 (\vec{r}, s_i)$ and $T_\infty (\vec{r}, s_i)$ appearing in the definition of the muffin-tin orbitals (equation 2.25).

The combined correction terms will thus increase the accuracy of the calculated dispersion relation $\epsilon \left( \vec{k} \right)$ of the valence electrons of a solid, but only if an atomic sphere is a reasonable approximation of the solid’s Wigner-Seitz unit cell (see [32, p. 83]). The combined correction terms do nothing to correct for the error introduced in the calculated minimum total energy of a solid $E_{\text{tot}}$ as a result of the assumption that the solid’s valence electron distribution $\rho (\vec{r})$ is spherically symmetric, or as a result of evaluating the integrals of equations 2.40 and 2.41 over the volume of an atomic sphere rather than the volume of the WS unit cell.
Relativistic Treatment of Electron Kinetic Energy

The TB-LMTO ESC program is also capable of treating the motion of the electrons in solids relativistically or non-relativistically. Users of the TB-LMTO ESC program have the option of including or neglecting relativistic effects in the calculation of the kinetic energy of a solid's electrons. Relativistic effects are taken into account by replacing the kinetic energy operator of equation 2.15 with a Dirac operator (for more information, see the text of Skriver [32, p. 219]). The Dirac operator is a kinetic energy operator that includes a mass-velocity correction and a Darwin correction.

To evaluate the order of magnitude of the relativistic component of the total energy of the electrons in the first-row transition metals, we calculated the total energy of a FCC Cu metal with and without the relativistic correction. We found that relativistic effects increase the total energy of FCC Cu by approximately $10^{-7}$ Rydberg units. This is, as we shall see in chapter 3, a numerically insignificant quantity. Nonetheless, we include relativistic effects in all calculations that we conduct using the TB-LMTO ESC program in order to ensure that these effects are taken into account should they be significant in any of the metals that we study.

2.3 Applicability of the TB-LMTO ESC Program to the Study of the 3d Metals

Having discussed the mathematical basis and the implementation of the TB-LMTO ESC program, it is appropriate that we discuss the applicability of the program to the study of the first-row transition metals that we wish to undertake.

One aspect of the TB-LMTO ESC program that may limit its accuracy in a study of the first-row transition metals is that it calculates the electron distribution in each WS unit cell of a solid assuming that this distribution is spherically symmetric. The electron distribution
of each first-row transition metal possesses a translation symmetry that is identical to that of the metal's crystal lattice. In addition, all first-row transition metals have partially filled orbital shells. These realities guarantee that the electron distribution of these metals is not spherically symmetric. Tests of the TB-LMTO ESC program have revealed that the assumption of spherical symmetry is reasonable in cubic or close-packed solid [51]. However, we expect that the TB-LMTO ESC program will be less accurate in calculating the properties of the HCP metals (Sc, Ti, Co and Zn) than in calculating the properties of the other metals which possess a cubic crystal structure. This is because the electron distribution of a cubic metal is more spherical than the electron distribution of a HCP metal. For instance, the electron distribution of a cubic metal satisfies $\rho(\vec{r}) = \rho(-\vec{r})$, as does a spherical electron distribution. In a HCP metal, $\rho(\vec{r}) \neq \rho(-\vec{r})$. In addition, we expect the TB-LMTO ESC program to be most accurate in calculating the properties of metallic Cu, as the orbital shells of this metal are all completely filled except for its highest-energy s-orbital.

Secondly, we expect the TB-LMTO ESC program to be most accurate when calculating the properties of metals with small-volume WS unit cells than of metals with large-volume WS unit cells. This is a result of the use of the ASA in deriving the TB-LMTO ESC method. It has been shown that the errors resulting from the use of the ASA is an integral over the interstitial region, which is the volume of space that is inside the WS unit cell of a solid but not in the atomic sphere modelling this unit cell, or vice-versa [32, p. 83]. The interstitial region is larger when the WS unit cell of a solid is larger. It can therefore be expected that the error due to the ASA will be larger when a solid's WS unit cell is larger [52]. This will have important implications when we study the thermal expansion of metallic Cu, in chapter 7, as our method for conducting this study requires knowledge of the minimum total energy versus lattice parameter curve of metallic Cu over a broad range of lattice parameters.
This concludes our explanation of the mathematical and physical basis of the TB-LMTO ESC program [28]. We now turn our attention to evaluating its numerical precision and accuracy.
Chapter 3

Numerical Precision of the TB-LMTO ESC Program

In this chapter, we examine the numerical precision of the TB-LMTO ESC program [28].

As indicated in chapter 2, we wish to use this program to calculate the minimum total energy versus lattice parameter curve $E_{\text{tot}}(a)$ and the lowest-energy electron distribution $\rho(\bar{r})$ of the first-row transition metals (Sc to Zn). We specifically evaluate, in this chapter, the numerical precision of the $E_{\text{tot}}(a)$ curves of the first-row transition metals, as calculated using the TB-LMTO ESC program. We focus our attention on these curves as their precision will determine that of the majority of the other first-row transition metal properties that we shall later calculate. For instance, we shall calculate, in chapter 4, the lattice parameters of the first-row transition metals at zero Kelvin. The numerical precision of these calculations will be entirely determined by the numerical precision of the calculated $E_{\text{tot}}(a)$ curves of the first-row transition metals. In addition, we shall calculate, in chapter 7, the lattice parameter versus temperature curve of metallic Cu. The numerical precision of this calculation will be determined by appropriately propagating the numerical errors in the calculated $E_{\text{tot}}(a)$ curve of FCC Cu. The discussion presented here is also intended to serve as a model for the evaluation of the numerical precision of other quantities that will be calculated using the TB-LMTO ESC program, like the magnitude of the magnetic
moments of the first-row transition metals, the density of states function of these met­
als, and the single-electron wave functions of the valence electrons of these metals (see
chapters 4 and 5).

We thus begin, in section 3.1, with a definition of the numerical precision of the TB-LMTO
ESC program. We also highlight a number of factors affecting the numerical precision of
the program, and explain that the result of any calculation conducted using the program
is analogous to an experimental measurement. As a result any value calculated using
the TB-LMTO ESC program contains a random calculation precision error (CPE) and a
systematic calculation error (SCE). In section 3.2, we evaluate the magnitude of the CPE
and the SCE in the calculated minimum total energy of some first-row transition metals.
Finally, in section 3.3, we summarise the results of section 3.2 and compare them to the
results of other studies of the numerical precision of ESC programs.

To our knowledge, an evaluation of the numerical precision of an ESC program (any ESC
program), as presented in this chapter, has never previously been published. In some
published papers discussing the use of an ESC program to study materials, the numerical
precision of the ESC program is not discussed at all (e.g. [53]). In others, the numerical
precision of an ESC program is discussed, but not quantified (e.g. [54–63]). Even among
those papers in which the numerical precision of an ESC program is quantified (e.g. [64–
72]), we found no papers treating the calculated minimum total energy of a solid as a
theoretical measurement of this energy containing a CPE and a SCE. We therefore consider
that the analysis presented here is novel.

3.1 Numerical Precision of the TB-LMTO ESC Program:
Definition

The minimum total energy of any solid, as computed using the TB-LMTO ESC program
[28], is not exact. This is so because a number of physical assumptions and mathemati-
cal approximations were made in implementing the program. For instance, the program can be used in conjunction with one of four exchange-correlation functionals (see table 2.1), each derived using different physical models and mathematical descriptions of the interaction of electrons. These assumptions and approximations affect the accuracy of the minimum total energy values computed by the TB-LMTO ESC program, accuracy being understood as the degree of correspondence between the minimum total energy of the solid as computed by the program and the real-world value of this energy.¹

In addition, the output of the TB-LMTO ESC program is affected by parameters controlling some of the algorithmic processes that are implemented within it. As indicated in chapter 2, the TB-LMTO ESC program uses an iterative procedure to find the lowest-energy electron distribution of a solid, beginning with an initial estimate of this electron distribution and then gradually refining it until a good estimate of the lowest-energy electron distribution has been found. In conjunction with this good estimate of a solid’s lowest-energy electron distribution, the program also calculates a good estimate of the solid’s minimum total energy. The program concludes that it has found “good estimates” of the minimum total energy and lowest-energy electron distribution of a solid when both of two conditions are met. The first is that successive estimates of the solid’s lowest-energy electron distribution differ by no more than a quantity termed the “electron density convergence tolerance” at all points in the solid’s WS unit cell. The second is that successive estimates of the minimum total energy of a solid differ by no more than a quantity termed the “energy convergence tolerance”. When conducting a calculation, the user of the TB-LMTO ESC program must set the value of both convergence tolerances.

The minimum total energy of a solid, as computed beginning with one initial estimate of the solid’s lowest-energy electron distribution, differs slightly from the same energy as computed beginning with different initial conditions. This is because the minimum total energy of a solid, as obtained in a single calculation, can be seen as a theoretical measure-²

¹This definition of the “accuracy” of the TB-LMTO ESC program was inspired by the definitions of the French terms “exactitude” and “justesse” given in the “Grand dictionnaire terminologique” of the “Office québécois de la langue française” [73].
ment of the energy in question. Like an experimental measurement, this theoretical measurement contains a random error, which we term a “calculation precision error” (CPE). As a consequence, when conducting a single calculation of the minimum total energy of a solid using the TB-LMTO ESC program, we cannot be certain that the good estimate of the minimum total energy of the solid produced by the program is the best estimate of this energy that the program can produce. We define the numerical precision of the TB-LMTO ESC program as the degree to which we are certain that the minimum total energy of a solid, as obtained in a given calculation, is the best estimate of this energy that the TB-LMTO ESC program can produce.² It should be noted that this best estimate of the solid’s minimum total energy can be very different from the real-world value of this energy (ie. it may not be very accurate).

This definition of the numerical precision of the TB-LMTO ESC program requires a definition of the “best estimate” of the minimum total energy of a solid that the program can produce. Because the program is designed to find the minimum total energy of a solid, it is tempting to define the best estimate of this energy as the smallest energy value that the program can calculate. If this definition is chosen, then it must be that the CPE’s in the output of the TB-LMTO ESC program are always positive. Because these CPE’s are at least in part due to computational truncation and roundoff errors [74], they can, in reality, be either positive or negative. Thus, the best estimate of the minimum total energy of a solid should not be defined as the smallest value of this energy that the TB-LMTO ESC program can calculate.

A better definition of the best estimate of the minimum total energy of a solid is the value that is most likely to be obtained when running a single calculation of this energy using the TB-LMTO ESC program. If the minimum total energy of a solid is calculated a large number of times, each time beginning with a different set of initial conditions, a distribution of energy values is obtained. Using this distribution, the energy value that is most

---

²This definition of the “numerical precision” of the TB-LMTO ESC program was inspired by the definition of the French term “précision” given in the “Grand dictionnaire terminologique” of the “Office québécois de la langue française” [73].
likely to be obtained when running a single calculation of the minimum total energy of
the solid can be identified.

Once the best estimate of the minimum total energy of the solid is known, the distribu-
tion of the calculated minimum total energy values can be transformed into a distribution
which has a most likely value of zero [75]. This new distribution can be viewed as the
distribution of the CPE’s that arose in the process of calculating the minimum total en-
ergy values described above. The numerical precision of the minimum total energy val-
ues computed using the TB-LMTO ESC program can be quantified meaningfully as ±1σ,
where σ is the standard deviation of the distribution of CPE’s. This effectively gives a
range of energy values within which must lie the best estimate of the minimum total en-
ergy of a solid. Also, the probability that the best estimate of the minimum total energy of
the solid lies within this range can be evaluated using the known distribution of CPE’s. It
is of note that the numerical precision of the TB-LMTO ESC program is dependent upon
the value of its convergence tolerances.

The output of the TB-LMTO ESC program is also affected by parameters relating to the
numerical evaluation of integrals. As indicated in chapter 2, a number of integrals must
be evaluated in order to calculate the minimum total energy of a solid using the TB-LMTO
ESC program. The value of these integrals can only be estimated using numerical integra-
tion techniques [74]. If the numerical evaluation of an integral is not performed with care,
the value of the integral, as evaluated numerically, will be significantly different from the
true value of the integral. The error in a numerical integral, namely the difference between
the numerical estimate of the value of an integral and the correct value of the integral, is
not a random variable. Rather, it is systematic, in the sense that it will be the same every
time a given integral is numerically evaluated. We term these errors "systematic calcu-
lation errors" (SCE’s). The output of the TB-LMTO ESC program contains SCE’s that are
dependent on parameters controlling the numerical evaluation of integrals.
3.2 Numerical Precision of the TB-LMTO ESC Program: Evaluation

We now evaluate the numerical precision of the minimum total energy values calculated using the TB-LMTO ESC program. We first evaluate, in section 3.2.2, the magnitude of the CPE's in these calculated values. In section 3.2.3, we evaluate the magnitude of their SCE's. Prior to doing so, we describe in section 3.2.1 the definition of the initial conditions of a calculation to be performed using the TB-LMTO ESC program.

3.2.1 The Initial Conditions of a TB-LMTO Calculation

As we indicated previously, a calculation of the minimum total energy of a solid conducted using the TB-LMTO ESC program [28] requires that an initial estimate of the lowest-energy electron distribution of the solid be constructed. This requires an initial estimate of the core electron distribution \( \rho_c(r) \) and of the valence electron distribution \( \rho_v(r) \) of the TB-LMTO ESC program.

As indicated in section 2.2.2, the distribution of the core electrons \( \rho_c(r) \) is spherically symmetric. Thus, to construct an initial estimate of this function, we require only an initial estimate of its radial component \( \rho_c(|r|) \). The definition of the valence electron distribution is more complex. As indicated in section 2.2.2, \( \rho_v(r) \) is defined as follows within the TB-LMTO ESC program:

\[
\rho_v(r) = \frac{1}{4\pi} \sum_l \left| \phi_l(\epsilon_{\mu,l}, |r|, s_i) \right|^2 \int^{E_F} n_{v,l}(\epsilon) d\epsilon \\
+ \frac{1}{4\pi} \sum_l 2\phi_l(\epsilon_{\mu,l}, |r|, s_i) \phi_l'(\epsilon_{\mu,l}, |r|, s_i) \int^{E_F} (\epsilon - \epsilon_{\mu,l}) n_{v,l}(\epsilon) d\epsilon \\
+ \frac{1}{4\pi} \sum_l \left\{ \left| \phi_l(\epsilon_{\mu,l}, |r|, s_i) \right|^2 + \phi_l'(\epsilon_{\mu,l}, |r|, s_i) \phi_l(\epsilon_{\mu,l}, |r|, s_i) \right\} \int^{E_F} (\epsilon - \epsilon_{\mu,l})^2 n_{v,l}(\epsilon) d\epsilon.
\] 

(3.1)
To specify an initial estimate of \( \rho_v(\vec{r}) \), we must specify an initial estimate of the energy values \( \epsilon_{\mu,l} \) and an initial estimate of the integrals \( \int_{E_F}^{E_F} n_{\nu,l}(\epsilon) d\epsilon \), \( \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l}) n_{\nu,l}(\epsilon) d\epsilon \) and \( \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l})^2 n_{\nu,l}(\epsilon) d\epsilon \). It is also necessary that we specify an initial estimate of the functions \( \phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \), \( \phi'_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \) and \( \phi''_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \).

The TB-LMTO ESC program is equipped with routines, namely the "lminit.run" and "lmhart.run" routines, for automatically generating an initial estimate of these parameters and functions [35, p. 6]. These routines set the value of the integrals \( \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l}) n_{\nu,l}(\epsilon) d\epsilon \) and \( \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l})^2 n_{\nu,l}(\epsilon) d\epsilon \) to zero. They also define an initial estimate of the integral \( \int_{E_F}^{E_F} n_{\nu,l}(\epsilon) d\epsilon \) and an initial estimate of the function \( \phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \). This latter function is simply taken to be a function appropriate for describing the radial component of the spatial distribution of an electron in an orbital of type \( l \) and energy \( \epsilon_{\mu,l} \). (The functions \( \phi'_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \) and \( \phi''_l(\epsilon_{\mu,l}, |\vec{r}|, s_i) \) are irrelevant in defining the initial estimate of \( \rho_v(\vec{r}) \) because the initial value of the integrals \( \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l}) n_{\nu,l}(\epsilon) d\epsilon \) and \( \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l})^2 n_{\nu,l}(\epsilon) d\epsilon \) is zero.) The "lminit.run" and "lmhart.run" routines also define an initial estimate of three "p-parameters", labelled \( p_{\mu,l} \). There is one p-parameter per orbital in the linear combination of atomic orbitals describing the valence electrons of the solid (see equation 2.29). These p-parameters are essentially values of the potential functions \( p_l(\epsilon) \) (see equation 2.25), defined at \( \epsilon = \epsilon_{\mu,l} \). The energy values \( \epsilon_{\mu,l} \) can be obtained from the p-parameters \( p_{\mu,l} \) as the potential function \( p_l(\epsilon) \) is a known function of \( \epsilon \). The p-parameters also define an initial estimate of the dispersion relation \( \epsilon(\vec{k}) \) of the solid. This is done using the "canonical bands" (for a description of these bands, see Skriver [32, p. 20-25]).

The p-parameters \( p_{\mu,l} \) in conjunction with the integrals \( \int_{E_F}^{E_F} n_{\nu,l}(\epsilon) d\epsilon \), \( \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l}) n_{\nu,l}(\epsilon) d\epsilon \) and \( \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l})^2 n_{\nu,l}(\epsilon) d\epsilon \) are the variational parameters of the TB-LMTO ESC program. Thus, there are four variational parameters per orbital in the linear combination of atomic orbitals describing the valence electrons of the solid (see equation 2.29). Changing the p-parameters varies the estimate of the dispersion relation of the solid's electrons. Varying the other integrals varies the estimate of the lowest-energy valence electron distribution of the solid. Given that the TB-LMTO ESC program is designed to find the global minimum of the minimum total energy functional \( E_{\text{tot}} [\rho(\vec{r})] \), it is tempting to expect that the
TB-LMTO ESC program will always find this global minimum regardless of the initial estimate of $\rho (\vec{r})$ that the program begins with. However, this is not the case. As a result of instabilities of the algorithm for finding the lowest-energy electron distribution of solids implemented within the TB-LMTO ESC program, and also as a result of the presence of local minima in the functional $E_{\text{tot}} [\rho (\vec{r})]$, the initial conditions of calculations conducted using the program must be selected carefully. Within the “lminit.run” and the “lmhart.run” routine, the results of more basic physical models of the electronic structure of solids are used in order to construct physically reasonable initial conditions for the calculations to be performed using the TB-LMTO ESC program.

Though the user of the TB-LMTO ESC program is not free to begin calculations using any initial conditions, there is a certain degree of flexibility in the construction of the initial conditions of TB-LMTO ESC program calculations. The sensitivity of the calculations performed with the program to the initial conditions of the calculations defines the magnitude of the CPE’s and SCE’s in the output of the program. Thus, in order to estimate the magnitude of these CPE’s and SCE’s, we must study the initial condition sensitivity of the results of calculations conducted using the TB-LMTO ESC program. This requires that we define a few sets of initial conditions. We define two such sets of initial conditions, which we label INIT1 and INIT2.

To understand how we construct initial conditions for our TB-LMTO calculations, consider the construction of initial condition sets INIT1 and INIT2 to be used in a study of HCP Sc. To generate INIT1 and INIT2, we first use the TB-LMTO ESC program to automatically generate the initial conditions of the calculation using the “lminit.run” and “lmhart.run” programs [35, p. 6]. We then run the program to identify a good estimate of the lowest-energy electron distribution and minimum total energy of HCP Sc. Having obtained a good estimate of the lowest-energy electron distribution and minimum total energy of HCP Sc, we now possess values of the energies $\epsilon_{\mu, l}$ and of the three integrals $\int_{E_F}^{E_F} n_{\nu, l}(\epsilon) d\epsilon$, $\int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu, l}) n_{\nu, l}(\epsilon) d\epsilon$ and $\int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu, l})^2 n_{\nu, l}(\epsilon) d\epsilon$, as well as definitions of the functions $\phi_l(\epsilon_{\mu, l}, |\vec{r}|, s_i)$, $\phi_l(\epsilon_{\mu, l}, |\vec{r}|, s_i)$ and $\phi_l''(\epsilon_{\mu, l}, |\vec{r}|, s_i)$. These values and functions can be used to construct a good estimate of the valence electron distribution $\rho_{\nu} (\vec{r})$ of HCP Sc. We take
these values and functions to be a basis set of initial conditions, which we use to construct
INIT1 and INIT2. To construct the initial condition sets INIT1 and INIT2, we change the
basis set of initial conditions by modifying the value of the integral \( \int_{E_F}^{E_F} n_{v,t}(\epsilon) d\epsilon \) only, leaving all other integrals and functions as they are in the basis set. The value of the integrals
\( \int_{E_F}^{E_F} n_{v,t}(\epsilon) d\epsilon \) in INIT1 and INIT2 are shown in table 3.2, in the appendix at the end of this chapter.

The construction of INIT1 and INIT2 may seem arbitrary, as we do not use physical arguments to justify our choice of values for the integrals \( \int_{E_F}^{E_F} n_{v,t}(\epsilon) d\epsilon \) when defining INIT1 and INIT2. However, the TB-LMTO ESC program converges successfully when used to calculate the minimum total energy of HCP Sc beginning with INIT1 and INIT2. We take this to signify that our choice of values for the integrals \( \int_{E_F}^{E_F} n_{v,t}(\epsilon) d\epsilon \) is physically appropriate. In addition, the value of these integrals in INIT1 and INIT2 is quite different of the value of these integrals obtained when running the "lminit.run" routine. For instance, in INIT1, \( \int_{E_F}^{E_F} n_0(\epsilon) d\epsilon \approx 0.2 \), while \( \int_{E_F}^{E_F} n_0(\epsilon) d\epsilon \approx 1.2 \) in INIT2. In contrast, the "lminit.run" routine sets \( \int_{E_F}^{E_F} n_0(\epsilon) d\epsilon = 0.7 \), which is approximately equal to the value of \( \int_{E_F}^{E_F} n_0(\epsilon) d\epsilon \) in the basis set of initial conditions. Given that the integrals \( \int_{E_F}^{E_F} n_{v,t}(\epsilon) d\epsilon \) in INIT1 and INIT2 are so different of the value of these integrals when they describe a good estimate of the lowest-energy electron distribution of HCP Sc, we believe that testing the initial condition sensitivity of the output of the TB-LMTO ESC program using INIT1 and INIT2 allows us to obtain a good estimate of the magnitude of the CPE's in the minimum total energy values computed using the program.

Initial condition sets INIT1 and INIT2 are reported for HCP Sc, BCC Fe and FCC Cu in section 3.4 of this chapter.

3.2.2 Convergence Tolerances and the Precision of the Minimum \( E_{\text{tot}} \)

As indicated in section 3.1, the CPE's in the energy values computed using the TB-LMTO ESC program are dependent on the value of the program's convergence tolerances. Given
the intended function of these convergence tolerances, we have certain expectations con­
cerning the effect of these tolerances on the numerical precision of the program. First of 
all, we expect that the minimum total energy of a solid will be computed with greater 
precision (ie. with a smaller CPE) when the convergence tolerances are smaller. Secondly, 
we expect that the calculated minimum total energy values will be more sensitive to the 
initial conditions of the calculation, namely the initial estimate of a solid’s lowest-energy 
electron distribution, when the convergence tolerances are set to larger values.

First of all, we wish to examine the relationship between the value of the convergence 
tolerances and the initial-condition sensitivity of the minimum total energy values calcu­
lated using the TB-LMTO ESC program. To do so, we use the program to calculate the 
minimum total energy $E_{\text{tot}}$ of HCP Sc, BCC Fe and FCC Cu. (We specifically calculate the 
minimum total energy of non-magnetic HCP Sc and FCC Cu (NM HCP Sc and NM FCC 
Cu), and of ferromagnetic BCC Fe (FM BCC Fe) (see chapter 4 for more information).) The 
minimum total energy of these three metals is calculated four times, each time beginning 
the calculation with one of two sets of initial conditions, described in section 3.4 at the 
end of this chapter, and setting the convergence tolerances to a value of either $1.0 \times 10^{-2}$ 
or $1.0 \times 10^{-5}$ (Rydberg units for the total energy convergence tolerance, and electrons per 
cubic Bohr radii for the electron density convergence tolerance). These values are small 
relative to the expected value of the minimum total energy of the metals (of the order of 
thousands of Rydberg units per atom), and relative to the expected lowest-energy electron 
density of the metals (of the order of 1 to 10 electrons per cubic Bohr radii in those areas 
within the metals where the electron density is largest). Four such calculation sets are car­
rried out, each using a different one of the four exchange-correlation functionals available 
in the TB-LMTO ESC program. Table 3.1 shows the lattice parameters of the metals during 
the calculations. In all calculations, the motion of the electrons is treated relativistically, 
and the combined correction terms are utilised (see chapter 2). Also, the single-electron 
wave functions of the metals’ valence electrons are expressed as a linear combination of s-, 
p- and d-orbitals only. Finally, the first Brillouin zone (BZ) of each solid is discretised by 
defining the value of the first BZ discretisation integers as $L = M = N = 30$ (see section
In all calculations described above, we set both convergence tolerances to equal values (i.e., both equal to $1.0 \times 10^{-2}$, or both equal to $1.0 \times 10^{-5}$). As indicated in section 3.1, the convergence tolerances define two conditions that must both be satisfied in order for a calculation to terminate. Naturally, one would expect that one of these conditions will be more difficult to meet. We believe that the energy convergence tolerance defines the most stringent calculation termination condition. However, we focus here on the total effect of both convergence tolerances when they are kept equal.

Table 3.1: Lattice parameters used in convergence tolerance calculations

<table>
<thead>
<tr>
<th>Metal</th>
<th>Exch.-correlation func. EXC1</th>
<th>Exch.-correlation func. EXC2</th>
<th>Exch.-correlation func. EXC3</th>
<th>Exch.-correlation func. EXC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCP Sc</td>
<td>6.24 Bohr radii (c/a = 1.45)</td>
<td>6.34 Bohr radii (c/a = 1.46)</td>
<td>6.26 Bohr radii (c/a = 1.45)</td>
<td>6.41 Bohr radii (c/a = 1.47)</td>
</tr>
<tr>
<td>BCC Fe</td>
<td>5.28 Bohr radii</td>
<td>5.36 Bohr radii</td>
<td>5.30 Bohr radii</td>
<td>5.54 Bohr radii</td>
</tr>
<tr>
<td>FCC Cu</td>
<td>6.69 Bohr radii</td>
<td>6.78 Bohr radii</td>
<td>6.71 Bohr radii</td>
<td>7.00 Bohr radii</td>
</tr>
</tbody>
</table>

The exchange-correlation functionals are described in table 2.1. The \(E_{\text{tot}}(a)\) curves of the metals listed above, as calculated using the different exchange-correlation functionals, possess a global minimum value at the indicated lattice parameters.

Figure 3.1 shows, for HCP Sc, BCC Fe and FCC Cu, the difference of the minimum total energy of a metal as obtained using initial conditions INIT1 and as obtained using initial conditions INIT2. Initial conditions INIT1 and INIT2 are described in sections 3.2.1 and 3.4 of this chapter. We repeat that these initial conditions are in fact initial estimates of the lowest-energy electron distribution of a solid. The information in figure 3.1 is reported as obtained using each of the four exchange-correlation functionals available in the TB-LMTO ESC program. However, no effort is made to distinguish results obtained with the different exchange-correlation functionals. This represents no loss of information, as
the numerical precision of the TB-LMTO ESC program is independent of the exchange-correlation functional used in the calculations.

Figure 3.1 shows that the difference between the minimum total energy values obtained using different initial conditions is larger when the convergence tolerances take the larger value, namely $1.0 \times 10^{-2}$. Thus, these results support the assertion that the minimum total energy values computed using the TB-LMTO ESC program are more precise when obtained using smaller convergence tolerances. Regardless of the exchange-correlation functional used, the minimum total energy values obtained for a given metal, beginning with initial conditions INIT1 and INIT2 described in sections 3.2.1 and 3.4 of this chapter, differ by no more than $2.0 \times 10^{-7}$ Rydberg units per atom when the convergence tolerances are set to $1.0 \times 10^{-5}$. Given this result, we estimate that, when the convergence tolerances are set to $1.0 \times 10^{-5}$, the CPE in the minimum total energy value of a metal, as computed using the TB-LMTO ESC program, is of the order of $\pm 2.0 \times 10^{-7}$ Rydberg units per atom.

It is also evident, in figure 3.1, that the minimum total energy values obtained with initial conditions INIT2 are always smaller than those obtained with initial conditions INIT1. This is surprising because, if the initial conditions INIT1 and INIT2 are randomly defined, the difference of the minimum total energy values obtained using these initial conditions should as likely be positive or negative. We believe that our specific definitions of the initial conditions INIT1 and INIT2 are such that the minimum total energy values obtained with INIT2 are always smaller than those obtained with INIT1.
Figure 3.1: Difference between the calculated minimum total energy $E_{\text{tot}}$ of a metal obtained with initial conditions INIT1, and the calculated minimum total energy of the metal obtained with initial conditions INIT2 ($E_{\text{tot}} (\text{INIT1}) - E_{\text{tot}} (\text{INIT2})$). INIT1 and INIT2 are described in section 3.4 of this chapter. Results were obtained with convergence tolerances set to $1.0 \times 10^{-2}$ (diamonds) and set to $1.0 \times 10^{-5}$ (squares). Results are shown as obtained using each of the four exchange-correlation functionals available in the TB-LMTO ESC program. To maintain the clarity of the figure, results obtained with the different exchange-correlation functionals are not identified with unique symbols. However, the dotted lines guide the eye to data points obtained using the same exchange-correlation functional. The lattice parameters of the metals are specified in table 3.1.
We next compute the minimum total energy of HCP Sc, BCC Fe and FCC Cu as a function of the value of the convergence tolerances. Each of these energy values is calculated seven times, each time setting the convergence tolerances of the TB-LMTO ESC program to a different value between $1.0 \times 10^{-1}$ to $1.0 \times 10^{-7}$ (Rydberg units for the total energy convergence tolerance, and electrons per cubic Bohr radii for the electron density convergence tolerance). We repeat that these values are small relative to the expected minimum total energy of the metals (of the order of thousands of Rydberg units per atom), and relative to the expected lowest-energy electron density of the metals (of the order of 1 to 10 electrons per cubic Bohr radii in those areas within the metals where the electron density is largest).

In all calculations, the electron density convergence tolerance and the total energy convergence tolerance are assigned identical values (e.g. both equal to $1.0 \times 10^{-1}$). Four such calculation sets are carried out, each using a different one of the four exchange-correlation functionals available in the TB-LMTO ESC program. Table 3.1 shows the lattice parameters of the metals. In all calculations, the motion of the electrons is treated relativistically, and the combined correction terms are utilised. Also, the single-electron wave functions of the metals' valence electrons are expressed as a linear combination of $s$-, $p$- and $d$-orbitals only. Finally, the first Brillouin zone (BZ) of each solid is discretised by setting the first BZ discretisation integers to $L = M = N = 30$ (see section 3.2.3).

Figure 3.2 shows the calculated minimum total energy $E_{\text{tot}}$ of HCP Sc, BCC Fe and FCC Cu versus the value of the convergence tolerances. All minimum total energy values computed for a given metal using a given exchange-correlation functional are reported relative to the minimum total energy value obtained when the convergence tolerances were set to a value of $1.0 \times 10^{-7}$. Figure 3.2 shows this information as calculated using all four exchange-correlation functionals available in the TB-LMTO ESC program. To maintain the clarity of the figure, results obtained using the different exchange-correlation functionals are not distinguished. This represents no loss of information, as the numerical precision of the TB-LMTO ESC program is independent of the exchange-correlation functional used in the calculations.

Figure 3.2 shows that all values of the minimum total energy of a given metal, obtained us-
ing a given exchange-correlation functional, and computed with convergence tolerances between $1.0 \times 10^{-7}$ and $1.0 \times 10^{-5}$, differ by no more than $2.5 \times 10^{-7}$ Rydberg units per atom. Given this information, we estimate that the CPE’s in the minimum total energy values obtained using the TB-LMTO ESC program are of the order of $\pm 2.5 \times 10^{-7}$ Rydberg units per atom. Also, figure 3.2 suggests that, when the convergence tolerances are no larger than $1.0 \times 10^{-5}$, the CPE’s in the calculated minimum total energy of metals possessing different crystal structures and different lattice parameters are of comparable magnitude. However, figure 3.2 also shows that, when the convergence tolerances are between $1.0 \times 10^{-5}$ and $1.0 \times 10^{-2}$, the calculated minimum total energy values can be up to $2.5 \times 10^{-6}$ Rydberg per atom smaller than the values obtained when the convergence tolerances are between $1.0 \times 10^{-7}$ and $1.0 \times 10^{-5}$.

That the calculated minimum total energy of a material can be significantly smaller when it is obtained using larger convergence tolerance values was, at first observation, surprising to us. We initially feared that the algorithm implemented within the TB-LMTO ESC program can fail to find the minimum total energy of a solid when the convergence tolerances are made too small. However, remembering that we defined the best estimate of a solid’s minimum total energy as the energy value most likely to be obtained in a single calculation, we understood this matter differently. Given the definition of the best estimate of the minimum total energy of a solid that we presented in section 3.1, we understand the energy values that are obtained with large convergence tolerances, and that are smaller than those obtained with small convergence tolerances, as examples of calculation results where the roundoff effects of the computer conspire to produce exceptionally large and negative CPE’s. Only when the convergence tolerances are very large can the TB-LMTO ESC program conclude that an energy value containing such an exceptionally large and negative CPE is a good estimate of the minimum total energy of a solid. (We use here the term “good estimate” of the minimum total energy of a solid as it is defined in section 3.1). This is because, when the convergence tolerances are smaller, the TB-LMTO ESC program cannot terminate a calculation when an exceptionally large CPE arises in a calculated minimum total energy value.
Two observations support our previously described understanding of the exceptionally small minimum total energy values that can be obtained when the convergence tolerances are large. First of all, such exceptionally small minimum total energy values are obtained only when calculations are conducted beginning with a restricted set of initial conditions. Calculations conducted with the same large convergence tolerances, but using different initial conditions, produce good estimates of the minimum total energy of the solid that are similar to those obtained when the convergence tolerances are small. Secondly, the lowest-energy electron distribution that corresponds to an exceptionally small estimate of the minimum total energy of a solid can be used as the initial condition of a calculation conducted using small convergence tolerances. When this is done, the TB-LMTO ESC program does not find that the exceptionally small minimum total energy value is a good estimate of the minimum total energy of the solid. Rather, the program finds, under these conditions, a good estimate of the minimum total energy of the solid that is typical of the good estimates of this energy that are obtained using small convergence tolerances.

Having now completed our study of the effect of the convergence tolerances on the output of the TB-LMTO ESC program, we estimate that the CPE's in the minimum total energy values computed using the TB-LMTO ESC program are of the order of $\pm 2.5 \times 10^{-7}$ Rydberg per atom when the convergence tolerances are no larger than $1.0 \times 10^{-5}$. We have not identified the statistical distribution of these CPE's. However, the information that we have obtained about these CPE's will allow us to conduct a good study of the accuracy of the TB-LMTO ESC program (chapter 4).
Figure 3.2: Calculated minimum total energy $E_{\text{tot}}$ of HCP Sc (circles), BCC Fe (squares), and FCC Cu (diamonds), as calculated using each of the four exchange-correlation functionals available in the TB-LMTO ESC program, versus the value of the convergence tolerances. All energy values calculated for a particular metal using a particular exchange-correlation functional are given relative to the energy obtained with convergence tolerances equal to $1.0 \times 10^{-7}$. To maintain the clarity of the figure, energy values computed using the different exchange-correlation functionals are not distinguished. However, the dotted lines guide the eye to data points obtained for a given metal using a given exchange-correlation functional. The lattice parameters of the metals are specified in table 3.1.
3.2.3 Discretization of the First BZ and the Precision of the Minimum $E_{\text{tot}}$

As indicated in section 3.1, the calculation of the total energy of a solid requires that integrals be evaluated numerically. Some of these integrals are over one single variable (like energy or a one-dimensional distance), and the discretization of the range of these integrals does not pose any exceptional challenges. Within the TB-LMTO ESC program, default parameters defining the discretization of the range of these integrals are defined [35]. In all our calculations, we allow that the range of these integrals be discretized as per these default settings.

However, when calculating the total energy of a solid, it is also necessary to evaluate integrals over reciprocal space. The range of these integrals is the solid’s first Brillouin zone (BZ), a three-dimensional range of integration. It is more difficult to appropriately discretize the range of these integrals in order to ensure that the numerical estimate of the integrals is not significantly different from the true value of the integrals. In conducting our calculations, we specify the discretization of this range of reciprocal space. This is accomplished by defining a collection of vectors in the solid’s first BZ, which are expressed as follows [35]:

$$\vec{k}_{lmn} = \frac{l}{L} \vec{K}_1 + \frac{m}{M} \vec{K}_2 + \frac{n}{N} \vec{K}_3,$$

(3.2)

where $l, L, m, M, n, N$ are integers and the vectors $\vec{K}_i$ are the solid’s reciprocal lattice vectors. We will henceforth refer to the integers $L, M$ and $N$ as the “first BZ discretization integers”. The vectors $\vec{k}_{lmn}$, where $0 \leq l \leq L, 0 \leq m \leq M, \text{ and } 0 \leq n \leq N$, are used in the numerical evaluation of the integrals over the solid’s first BZ.

As indicated in section 3.1, the discretization integers control the magnitude of a systematic calculation error (SCE) in the output of the TB-LMTO ESC program. This is so because numerical integration techniques incorrectly estimate the value of an integral if the range of integration is discretized too coarsely [74]. The error in a numerical integral, namely the difference between the numerical estimate of the value of an integral and the correct value of the integral, is not a random variable. Thus, the SCE is a systematic error, in the
sense that, each time a calculation is performed using a given set of discretization integers, the result will contain the same SCE.

To verify this, we conduct a series of calculations to examine the effect of the discretization of the first BZ of a material on the initial-condition sensitivity of the calculated minimum total energy of the material. Specifically, we calculate the minimum total energy $E_{\text{tot}}$ of HCP Sc, BCC Fe and FCC Cu, using the TB-LMTO ESC program. The minimum total energy of these three metals is calculated four times, each time beginning the calculation with one of the two sets of initial conditions, described in detail in section 3.4 at the end of this chapter, and setting the first BZ discretization integers to either $L = M = N = 10$ or $L = M = N = 30$. Four such calculation sets are carried out, each using a different one of the four exchange-correlation functionals available in the TB-LMTO ESC program. Table 3.1 shows the lattice parameters of the metals. In all calculations, the motion of the electrons is treated relativistically, and the combined correction terms are utilised. Also, the single-electron wave functions of the metals' valence electrons are expressed as a linear combination of s-, p- and d-orbitals only. Finally, the electron density convergence tolerance and the total energy convergence tolerance are both assigned a value of $1.0 \times 10^{-5}$.

Figure 3.3 shows, for HCP Sc, BCC Fe and FCC Cu, the difference between the calculated minimum total energy of a metal as obtained using the initial conditions INIT1, and the minimum total energy of the metal as obtained using initial conditions INIT2. This information is reported as obtained using each of the four exchange-correlation functionals available in the TB-LMTO ESC program. However, no effort is made to distinguish results obtained with the different exchange-correlation functionals. This represents no loss of information, as the main features of these results do not depend on the specific exchange-correlation functional used in the calculations.

Figure 3.3 shows that, for all three metals considered, and using all four exchange-correlation functionals available in the TB-LMTO ESC program, the difference between the total energy values obtained using INIT1 and INIT2 is not numerically significant, in the sense that it is no larger than the calculation precision errors (CPE's) that these energy values are
known to contain. It can thus be concluded that there is no relationship between the value of the first BZ discretization integers and the initial-condition sensitivity of the minimum total energy values calculated using the TB-LMTO ESC program. This is consistent with the view that the effect of the first-BZ discretization integers on the output of the TB-LMTO ESC program is systematic.
Figure 3.3: Difference between the calculated minimum total energy $E_{\text{tot}}$ of a metal obtained with initial conditions INIT1, and the calculated minimum total energy of the metal obtained with initial conditions INIT2 ($E_{\text{tot}}(\text{INIT1}) - E_{\text{tot}}(\text{INIT2})$). INIT1 and INIT2 are described in section 3.4 of this chapter. Results were obtained with discretization integers $L = M = N = 10$ (diamonds) and $L = M = N = 30$ (squares). Results are shown as obtained using each of the four exchange-correlation functionals available in the TB-LMTO ESC program. To maintain the clarity of the figure, results obtained with the different exchange-correlation functionals are not identified with unique symbols. However, the dotted lines guide the eye to data points obtained using the same exchange-correlation functional. The lattice parameters of the metals are specified in table 3.1.
In order to further clarify the effect of the discretization integers on the numerical precision of the TB-LMTO ESC program, we perform more calculations of the minimum total energy $E_{\text{tot}}$ of HCP Sc, BCC Fe and FCC Cu. Specifically, we calculate ten times the minimum total energy of each of these three metals, each time setting the first BZ discretization integers $L, M$ and $N$ to a different value between 5 and 50. During all calculations, $L, M$ and $N$ are kept equal. Four such calculation sets are performed, each using a different one of the four exchange-correlation functionals available in the TB-LMTO ESC programs. The lattice parameters of the metals are as shown in table 3.1. In all calculations, the motion of the electrons is treated relativistically, and the combined correction terms are utilised. Also, the single-electron wave functions of the metals' valence electrons are expressed as a linear combination of s-, p- and d-orbitals only. Finally, the convergence tolerances of the program are set to a value of $1.0 \times 10^{-5}$.

Figure 3.4 shows the minimum total energy $E_{\text{tot}}$ of HCP Sc, BCC Fe and FCC Cu versus the value of the discretization integers $L, M$, and $N$. All minimum total energy values computed for a given metal using a given exchange-correlation functional are reported relative to the minimum total energy value obtained when $L = M = N = 50$. Figure 3.4 shows this information as calculated using all four exchange-correlation functionals available in the TB-LMTO ESC program. To maintain the clarity of the figure, the energy values calculated using different exchange-correlation functionals are not distinguished. This represents no loss of information, as the numerical precision of the TB-LMTO ESC program is independent of the exchange-correlation functional used in the calculations.

Figure 3.4 shows that when the discretization integers are smaller than $L = M = N = 30$, the SCE in the calculated minimum total energy of a solid possessing a given crystal structure is very different of the SCE in the calculated minimum total energy of a solid possessing a different crystal structure. Thus, to compare the minimum total energy of solids possessing different crystal structures, the minimum total energy of the solids should be calculated with $L = M = N \geq 30$. However, even when $L = M = N = 30$, the minimum total energy of a material computed using the TB-LMTO ESC program can be as much as $5.0 \times 10^{-5}$ Rydberg per atom smaller than that obtained with $L = M = N = 50$. 
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Figure 3.4: Calculated minimum total energy $E_{\text{tot}}$ of HCP Sc (circles), BCC Fe (squares) and FCC Cu (diamonds), as calculated using each of the four exchange-correlation functionals available in the TB-LMTO ESC program, versus the value of the first BZ discretization integers $L$, $M$, and $N$. All energy values calculated for a particular metal using a particular exchange-correlation functional are given relative to the energy obtained with the first BZ discretization integers set to $L = M = N = 50$. To maintain the clarity of the figure, energy values computed using the different exchange-correlation functionals are not distinguished. However, the dotted lines guide the eye to data points obtained for a given metal using a given exchange-correlation functional. The lattice parameters of the metals are specified in table 3.1. (Note: the diamonds and circles strongly overlap in the figure.)
Having evaluated the magnitude of the SCE's in the output of the TB-LMTO ESC program, we now verify that these SCE's are not dependent upon the lattice parameter of the solid that is being studied. This is of importance to us, as we shall later be using the calculated $E_{\text{tot}}(a)$ curve of FCC Cu to calculate the $a(T)$ curve of metallic Cu using the theoretical method described in chapter 6. We shall see that the shape of this calculated $a(T)$ curve is sensitive to the shape of the calculated $E_{\text{tot}}(a)$ curve of FCC Cu. We thus calculate the minimum total energy versus lattice parameter curve $E_{\text{tot}}(a)$ of FCC Cu between 6.72 and 6.84 Bohr radii.\(^3\) The curve is calculated three times, once with $L = M = N = 16$, once with $L = M = N = 30$, and once with $L = M = N = 50$. All calculations are performed with exchange-correlation functional EXC2 (see table 2.1), and with the convergence tolerances set to $1.0 \times 10^{-5}$. The single-electron wave functions of the metal’s valence electrons are constructed using a linear combination of s-, p- and d-orbitals only. The motion of the metal’s electrons is treated relativistically, and the combined correction terms are utilised in all calculations. The calculated $E_{\text{tot}}(a)$ curves of FCC Cu are shown in figure 3.5. It is clear that the curves that are calculated using $L = M = N = 30$ and $L = M = N = 50$ are very similar. Nonetheless, these curves are in fact significantly different, in the sense that they differ by more than the magnitude of the CPE's in the minimum total energy values computed using the TB-LMTO ESC program. However, the curve obtained using $L = M = N = 16$ is very different of those obtained using $L = M = N = 30$ and $L = M = N = 50$.

Figure 3.6 shows the calculated $E_{\text{tot}}(a)$ curve of FCC Cu obtained with discretization integers $L = M = N = 50$, shifted downward by $1.137 \times 10^{-4} \pm 5.0 \times 10^{-7}$ Rydberg per atom, minus the calculated $E_{\text{tot}}(a)$ curve of FCC Cu obtained with $L = M = N = 16$. The magnitude of the downward shift was chosen to make the smallest calculated value of the $E_{\text{tot}}(a)$ curve computed with $L = M = N = 50$ equal to the smallest calculated value of the $E_{\text{tot}}(a)$ curve computed with $L = M = N = 16$. The figure also shows the $E_{\text{tot}}(a)$ curve of FCC Cu obtained with discretization integers $L = M = N = 50$, shifted

\(^3\)Specifically, we use the term "calculating the $E_{\text{tot}}(a)$ curve of a material" to refer to the process of calculating the value of a material’s $E_{\text{tot}}(a)$ curve at a number of lattice parameter values in an effort to gain knowledge of some continuous portion of the material’s $E_{\text{tot}}(a)$ curve.
downward by $6.3 \times 10^{-6}$ Rydberg units, minus the calculated $E_{tot}(a)$ curve of FCC Cu obtained with $L = M = N = 30$. These results indicate that the $E_{tot}(a)$ curves of FCC Cu obtained with $L = M = N = 16$ and with $L = M = N = 30$ are, within $\pm 2.0 \times 10^{-6}$ Rydberg per atom, simply downward shifted versions of the same $E_{tot}(a)$ curve obtained with $L = M = N = 50$. 
Figure 3.5: Calculated minimum total energy versus lattice parameter curve of FCC Cu obtained with discretization integers $L = M = N = 16$ (diamonds), $L = M = N = 30$ (squares), and $L = M = N = 50$ (circles). Each symbol indicates the calculated minimum total energy of a FCC Cu solid possessing a specific lattice parameter. Error bars indicating the magnitude of the CPE’s in the calculated energy values are smaller than the data symbols. Dotted lines guide the eye to energy values computed using the same discretization integers. All curves were calculated using exchange-correlation functional EXC2.
Figure 3.6: Graph shows the calculated minimum total energy versus lattice parameter curve $E_{tot}(a)$ of FCC Cu obtained with discretization integers $L = M = N = 50$, shifted downward by $1.137 \times 10^{-4} \pm 5.0 \times 10^{-7}$ Rydberg per atom, minus the calculated $E_{tot}(a)$ curve of FCC Cu obtained with $L = M = N = 16$ (diamonds). The graph also shows the calculated $E_{tot}(a)$ curve of FCC Cu obtained with discretization integers $L = M = N = 50$, shifted downward by $6.3 \times 10^{-6} \pm 5.0 \times 10^{-7}$ Rydberg per atom, minus the calculated $E_{tot}(a)$ curve of FCC Cu obtained with $L = M = N = 30$ (squares). The original $E_{tot}(a)$ curves are shown in figure 3.5. Error bars take into account that all calculated energy values are precise to $\pm 2.5 \times 10^{-7}$ Rydberg per atom, and that the shifting constants are precise only to $\pm 5.0 \times 10^{-7}$ Rydberg per atom. All $E_{tot}(a)$ curves were calculated using exchange-correlation functional EXC2.
3.3 Numerical Precision of the TB-LMTO ESC Program:

Summary

We established, in section 3.1, a clear definition of the numerical precision of the TB-LMTO ESC program. We also indicated that the minimum total energy values computed using the program are affected by a number of parameters within the program. We indicated that some of these parameters, like the exchange-correlation functional that is used in conducting calculations, affect the accuracy of the calculated minimum total energy values. We also indicated that other parameters, like the program's convergence tolerances and first-BZ discretization integers, affect the precision of the TB-LMTO ESC program. We indicated that the minimum total energy of a solid, as calculated using the TB-LMTO ESC program, can be viewed as a theoretical measurement of this energy containing a random calculation precision error (CPE) and a systematic calculation error (SCE).

We have shown in section 3.2.2 that, during all calculations performed with the TB-LMTO ESC program [28], the program's convergence tolerances should be no larger than $1.0 \times 10^{-5}$ (Rydberg units for the total energy convergence tolerance, and electrons per cubic Bohr radii for the electron density convergence tolerance). Making the magnitude of these convergence tolerances larger than $1.0 \times 10^{-5}$ noticeably decreases the precision of the TB-LMTO ESC program. At the same time, making the magnitude of these convergence tolerances smaller than $1.0 \times 10^{-5}$ produces no significant improvement of the precision of the program.

We have also illustrated that all calculated values of the minimum total energy of a solid contain a random calculation precision error (CPE). We have not identified the statistical distribution of the CPE's in the minimum total energy values obtained using the TB-LMTO ESC program. However, we have estimated that they are of the order of $\pm 2.5 \times 10^{-7}$ Rydberg per atom when the convergence tolerances are set to $1.0 \times 10^{-5}$. Thus, we argue that the minimum total energy values computed using the TB-LMTO ESC program are only precise to $\pm 2.5 \times 10^{-7}$ Rydberg per atom.
We have also shown in section 3.2.3 that the first-BZ discretization integers of the TB-LMTO ESC program control the magnitude of a systematic calculation error (SCE) in the minimum total energy values computed by the program. These SCE's are systematic, in the sense that they are not dependent on the initial conditions of the calculation. All calculated values of the minimum total energy of a given solid, obtained using the same first-BZ discretization integers, will contain the same SCE.

In addition, we have shown that, in conducting a calculation, a good choice of the value of the first BZ discretization integers is \( L = M = N = 30 \). Setting these integers to a larger value increases the time required to calculate the minimum total energy of a solid while not reducing very much the SCE's in the minimum total energy values computed using the TB-LMTO ESC program. However, when \( L = M = N = 30 \), the SCE in the calculated minimum total energy of a metal possessing one crystal structure can differ by as much as \( 5.0 \times 10^{-5} \) Rydberg per atom from the SCE in the calculated minimum total energy of a metal possessing a different crystal structure. This knowledge is important, as we shall use the TB-LMTO ESC program to predict the crystal structure of the first-row transition metals in the next chapter.

We also observed that, when the first-BZ discretization integers are set to \( L = M = N = 30 \), the minimum total energy of FCC Cu, as computed using the TB-LMTO ESC program, contains a SCE of the order of \( -5.0 \times 10^{-6} \) Rydberg per atom. In addition, when the first-BZ discretization integers are set to \( L = M = N = 16 \), the minimum total energy of FCC Cu, as computed using the TB-LMTO ESC program, contains a SCE of the order of \( -1.0 \times 10^{-4} \) Rydberg per atom. Importantly, we also demonstrated that the \( E_{\text{tot}}(a) \) curve of FCC Cu, as computed using \( L = M = N = 16 \), is essentially a downward shifted version of the same curve obtained using \( L = M = N = 50 \). This is important to us because, in chapter 7, we will use the calculated \( E_{\text{tot}}(a) \) curve of FCC Cu to calculate the lattice parameter versus temperature curve \( a(T) \) of metallic Cu using the theoretical method described in chapter 6. We shall see that this calculated \( a(T) \) curve is sensitive to the shape of the calculated \( E_{\text{tot}}(a) \) curve of FCC Cu.
This concludes our study of the numerical precision of the TB-LMTO ESC program. We now evaluate the program’s accuracy by using it to calculate some of the zero-Kelvin properties of the first-row transition metals.

3.4 Appendix: Initial Conditions INIT1 and INIT2

In sections 3.2.2 and 3.2.3, we studied the sensitivity of the minimum total energy of a solid, as calculated using the TB-LMTO ESC program, to the initial conditions of the calculation of this energy. More specifically, we conducted calculations beginning with two sets of initial conditions, which we labelled INIT1 and INIT2. We described in section 3.2.1 the method we employed to construct these initial condition sets.

As we explained in section 3.2.1, initial conditions INIT1 and INIT2 are in effect initial estimates of the valence electron distribution $\rho_v(r)$ of HCP Sc, BCC Fe and FCC Cu. The initial estimates of $\rho_v(r)$ that are part of INIT1 and INIT2 are not good estimates of the lowest-energy distribution of the valence electrons of HCP Sc (as defined in section 3.1). However, they are sufficiently different of such a good estimate to allow for a meaningful study of the initial-condition sensitivity of the calculation of the minimum total energy of HCP Sc, BCC Fe and FCC Cu. The values of the integrals $\int E_F n_{v,l}(\epsilon) d\epsilon$ in the basis set of initial conditions, and in the initial condition sets INIT1 and INIT2, are given in tables 3.2, 3.3 and 3.4 for HCP Sc, BCC Fe and FCC Cu respectively. It should be noted that not all figures reported in these tables are necessarily significant. We report, in tables 3.2, 3.3 and 3.4, all figures provided by the TB-LMTO ESC program for the integral $\int E_F n_{v,l}(\epsilon) d\epsilon$ in the basis set of initial conditions. We also report as many figures for the values of the integrals $\int E_F n_{v,l}(\epsilon) d\epsilon$ in initial condition sets INIT1 and INIT2. We report all these figures because we simply do not know how many of them are significant prior to studying the initial condition sensitivity of the output of the TB-LMTO ESC program.
Table 3.2: Value of $\int_{E_F}^{E_F} n_{v,l}(\epsilon) d\epsilon$ in initial conditions for HCP Sc

Initial values of $\int_{E_F}^{E_F} n_{v,l}(\epsilon) d\epsilon$ for calculations using EXC1.

<table>
<thead>
<tr>
<th>Integral</th>
<th>Basis value</th>
<th>INIT1 value</th>
<th>INIT2 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\int_{E_F}^{E_F} n_0(\epsilon) d\epsilon$</td>
<td>0.69902182</td>
<td>1.19902182</td>
<td>0.19902182</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_1(\epsilon) d\epsilon$</td>
<td>0.65010959</td>
<td>1.15010959</td>
<td>0.15010959</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_2(\epsilon) d\epsilon$</td>
<td>1.65086857</td>
<td>0.65086857</td>
<td>2.15086857</td>
</tr>
</tbody>
</table>

Initial values of $\int_{E_F}^{E_F} n_{v,l}(\epsilon) d\epsilon$ for calculations using EXC2.

<table>
<thead>
<tr>
<th>Integral</th>
<th>Basis value</th>
<th>INIT1 value</th>
<th>INIT2 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\int_{E_F}^{E_F} n_0(\epsilon) d\epsilon$</td>
<td>0.70689694</td>
<td>1.20689694</td>
<td>0.20689694</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_1(\epsilon) d\epsilon$</td>
<td>0.68835006</td>
<td>1.18835006</td>
<td>0.18835006</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_2(\epsilon) d\epsilon$</td>
<td>1.60475296</td>
<td>0.60475296</td>
<td>2.10475296</td>
</tr>
</tbody>
</table>

Initial values of $\int_{E_F}^{E_F} n_{v,l}(\epsilon) d\epsilon$ for calculations using EXC3.

<table>
<thead>
<tr>
<th>Integral</th>
<th>Basis value</th>
<th>INIT1 value</th>
<th>INIT2 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\int_{E_F}^{E_F} n_0(\epsilon) d\epsilon$</td>
<td>0.70069240</td>
<td>1.20069240</td>
<td>0.20069240</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_1(\epsilon) d\epsilon$</td>
<td>0.65308972</td>
<td>1.15308972</td>
<td>0.15308972</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_2(\epsilon) d\epsilon$</td>
<td>1.64621785</td>
<td>0.64621785</td>
<td>2.14621785</td>
</tr>
</tbody>
</table>

Initial values of $\int_{E_F}^{E_F} n_{v,l}(\epsilon) d\epsilon$ for calculations using EXC4.

<table>
<thead>
<tr>
<th>Integral</th>
<th>Basis value</th>
<th>INIT1 value</th>
<th>INIT2 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\int_{E_F}^{E_F} n_0(\epsilon) d\epsilon$</td>
<td>0.71273734</td>
<td>1.21273734</td>
<td>0.21273734</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_1(\epsilon) d\epsilon$</td>
<td>0.67538902</td>
<td>1.17538902</td>
<td>0.17538902</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_2(\epsilon) d\epsilon$</td>
<td>1.61187357</td>
<td>0.61187357</td>
<td>2.11187357</td>
</tr>
</tbody>
</table>

units of integrals: electrons

$n_0(\epsilon) = $ density of states of s-electrons

$n_1(\epsilon) = $ density of states of p-electrons

$n_2(\epsilon) = $ density of states of d-electrons
Table 3.3: Value of $\int_{E_F} n_{v,l}(\epsilon) d\epsilon$ in initial conditions for BCC Fe

Initial values of $\int_{E_F} n_{v,l}(\epsilon) d\epsilon$ for calculations using EXC1.

<table>
<thead>
<tr>
<th>Integral</th>
<th>Basis value</th>
<th>INIT1 value</th>
<th>INIT2 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\int_{E_F} n_{0,s_1}(\epsilon) d\epsilon$</td>
<td>0.32228175</td>
<td>0.82228175</td>
<td>0.07228175</td>
</tr>
<tr>
<td>$\int_{E_F} n_{0,s_2}(\epsilon) d\epsilon$</td>
<td>0.31211326</td>
<td>0.81211326</td>
<td>0.06211326</td>
</tr>
<tr>
<td>$\int_{E_F} n_{1,s_1}(\epsilon) d\epsilon$</td>
<td>0.42561937</td>
<td>0.92561937</td>
<td>0.17561937</td>
</tr>
<tr>
<td>$\int_{E_F} n_{1,s_2}(\epsilon) d\epsilon$</td>
<td>0.37862646</td>
<td>0.87862646</td>
<td>0.12862646</td>
</tr>
<tr>
<td>$\int_{E_F} n_{2,s_1}(\epsilon) d\epsilon$</td>
<td>2.17871607</td>
<td>1.17871607</td>
<td>2.67871607</td>
</tr>
<tr>
<td>$\int_{E_F} n_{2,s_2}(\epsilon) d\epsilon$</td>
<td>4.38264308</td>
<td>3.38264308</td>
<td>4.88264308</td>
</tr>
</tbody>
</table>

Initial values of $\int_{E_F} n_{v,l}(\epsilon) d\epsilon$ for calculations using EXC2.

<table>
<thead>
<tr>
<th>Integral</th>
<th>Basis value</th>
<th>INIT1 value</th>
<th>INIT2 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\int_{E_F} n_{0,s_1}(\epsilon) d\epsilon$</td>
<td>0.32672011</td>
<td>0.82672011</td>
<td>0.07672011</td>
</tr>
<tr>
<td>$\int_{E_F} n_{0,s_2}(\epsilon) d\epsilon$</td>
<td>0.31227108</td>
<td>0.81227108</td>
<td>0.06227108</td>
</tr>
<tr>
<td>$\int_{E_F} n_{1,s_1}(\epsilon) d\epsilon$</td>
<td>0.43701766</td>
<td>0.93701766</td>
<td>0.18701766</td>
</tr>
<tr>
<td>$\int_{E_F} n_{1,s_2}(\epsilon) d\epsilon$</td>
<td>0.37189844</td>
<td>0.87189844</td>
<td>0.12189844</td>
</tr>
<tr>
<td>$\int_{E_F} n_{2,s_1}(\epsilon) d\epsilon$</td>
<td>2.09296637</td>
<td>1.09296637</td>
<td>2.59296637</td>
</tr>
<tr>
<td>$\int_{E_F} n_{2,s_2}(\epsilon) d\epsilon$</td>
<td>4.45912635</td>
<td>3.45912635</td>
<td>4.95912635</td>
</tr>
</tbody>
</table>

Initial values of $\int_{E_F} n_{v,l}(\epsilon) d\epsilon$ for calculations using EXC3.

<table>
<thead>
<tr>
<th>Integral</th>
<th>Basis value</th>
<th>INIT1 value</th>
<th>INIT2 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\int_{E_F} n_{0,s_1}(\epsilon) d\epsilon$</td>
<td>0.32497455</td>
<td>0.82497455</td>
<td>0.07497455</td>
</tr>
<tr>
<td>$\int_{E_F} n_{0,s_2}(\epsilon) d\epsilon$</td>
<td>0.30871714</td>
<td>0.80871714</td>
<td>0.05871714</td>
</tr>
<tr>
<td>$\int_{E_F} n_{1,s_1}(\epsilon) d\epsilon$</td>
<td>0.43677550</td>
<td>0.93677550</td>
<td>0.18677550</td>
</tr>
<tr>
<td>$\int_{E_F} n_{1,s_2}(\epsilon) d\epsilon$</td>
<td>0.35936750</td>
<td>0.85936750</td>
<td>0.10936750</td>
</tr>
<tr>
<td>$\int_{E_F} n_{2,s_1}(\epsilon) d\epsilon$</td>
<td>2.11337419</td>
<td>1.11337419</td>
<td>2.61337419</td>
</tr>
<tr>
<td>$\int_{E_F} n_{2,s_2}(\epsilon) d\epsilon$</td>
<td>4.45679112</td>
<td>3.45679112</td>
<td>4.95679112</td>
</tr>
</tbody>
</table>
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Value of $\int_{E_F}^{E_F} n_{\nu,l}(\epsilon) d\epsilon$ in initial conditions for BCC Fe (continued)

Initial values of $\int_{E_F}^{E_F} n_{\nu,l}(\epsilon) d\epsilon$ for calculations using EXC4.

<table>
<thead>
<tr>
<th>Integral</th>
<th>Basis value</th>
<th>INIT1 value</th>
<th>INIT2 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\int_{E_F}^{E_F} n_{0,s_1}(\epsilon) d\epsilon$</td>
<td>0.33509919</td>
<td>0.83509919</td>
<td>0.08509919</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_{0,s_2}(\epsilon) d\epsilon$</td>
<td>0.31361983</td>
<td>0.81361983</td>
<td>0.06361983</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_{1,s_1}(\epsilon) d\epsilon$</td>
<td>0.43782165</td>
<td>0.93782165</td>
<td>0.18782165</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_{1,s_2}(\epsilon) d\epsilon$</td>
<td>0.33802355</td>
<td>0.83802355</td>
<td>0.08802355</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_{2,s_1}(\epsilon) d\epsilon$</td>
<td>1.95145546</td>
<td>0.95145546</td>
<td>2.45145546</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_{2,s_2}(\epsilon) d\epsilon$</td>
<td>4.62398033</td>
<td>3.62398033</td>
<td>5.12398033</td>
</tr>
</tbody>
</table>

units of integrals: electrons

$n_{0,s_1}(\epsilon) =$ density of states of s-electrons, with spin $s_1$

$n_{0,s_2}(\epsilon) =$ density of states of s-electrons, with spin $s_2$

$n_{1,s_1}(\epsilon) =$ density of states of p-electrons, with spin $s_1$

$n_{1,s_2}(\epsilon) =$ density of states of p-electrons, with spin $s_2$

$n_{2,s_1}(\epsilon) =$ density of states of d-electrons, with spin $s_1$

$n_{2,s_2}(\epsilon) =$ density of states of d-electrons, with spin $s_2$
Table 3.4: Value of $\int_{E_F}^{E_F} n_{v,l}(\epsilon)d\epsilon$ in initial conditions for FCC Cu

Initial values of $\int_{E_F}^{E_F} n_{v,l}(\epsilon)d\epsilon$ for calculations using EXC1.

<table>
<thead>
<tr>
<th>Integral</th>
<th>Basis value</th>
<th>INIT1 value</th>
<th>INIT2 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\int_{E_F}^{E_F} n_0(\epsilon)d\epsilon$</td>
<td>0.69312236</td>
<td>1.69312236</td>
<td>0.19312236</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_1(\epsilon)d\epsilon$</td>
<td>0.76727729</td>
<td>1.76727729</td>
<td>0.26727729</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_2(\epsilon)d\epsilon$</td>
<td>9.53960035</td>
<td>7.53960035</td>
<td>10.53960035</td>
</tr>
</tbody>
</table>

Initial values of $\int_{E_F}^{E_F} n_{v,l}(\epsilon)d\epsilon$ for calculations using EXC2.

<table>
<thead>
<tr>
<th>Integral</th>
<th>Basis value</th>
<th>INIT1 value</th>
<th>INIT2 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\int_{E_F}^{E_F} n_0(\epsilon)d\epsilon$</td>
<td>0.69329131</td>
<td>1.69329131</td>
<td>0.19329131</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_1(\epsilon)d\epsilon$</td>
<td>0.76124768</td>
<td>1.76124768</td>
<td>0.26124768</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_2(\epsilon)d\epsilon$</td>
<td>9.54546101</td>
<td>7.54546101</td>
<td>10.54546101</td>
</tr>
</tbody>
</table>

Initial values of $\int_{E_F}^{E_F} n_{v,l}(\epsilon)d\epsilon$ for calculations using EXC3.

<table>
<thead>
<tr>
<th>Integral</th>
<th>Basis value</th>
<th>INIT1 value</th>
<th>INIT2 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\int_{E_F}^{E_F} n_0(\epsilon)d\epsilon$</td>
<td>0.69367092</td>
<td>1.69367092</td>
<td>0.19367092</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_1(\epsilon)d\epsilon$</td>
<td>0.76390990</td>
<td>1.76390990</td>
<td>0.26390990</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_2(\epsilon)d\epsilon$</td>
<td>9.54241918</td>
<td>7.54241918</td>
<td>10.54241918</td>
</tr>
</tbody>
</table>

Initial values of $\int_{E_F}^{E_F} n_{v,l}(\epsilon)d\epsilon$ for calculations using EXC4.

<table>
<thead>
<tr>
<th>Integral</th>
<th>Basis value</th>
<th>INIT1 value</th>
<th>INIT2 value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\int_{E_F}^{E_F} n_0(\epsilon)d\epsilon$</td>
<td>0.70457614</td>
<td>1.70457614</td>
<td>0.20457614</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_1(\epsilon)d\epsilon$</td>
<td>0.70469579</td>
<td>1.70469579</td>
<td>0.20469579</td>
</tr>
<tr>
<td>$\int_{E_F}^{E_F} n_2(\epsilon)d\epsilon$</td>
<td>9.59072807</td>
<td>7.59072807</td>
<td>10.59072807</td>
</tr>
</tbody>
</table>

units of integrals: electrons

$n_0(\epsilon)$ = density of states of s-electrons

$n_1(\epsilon)$ = density of states of p-electrons

$n_2(\epsilon)$ = density of states of d-electrons
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Having examined its numerical precision, we now evaluate the accuracy of the TB-LMTO ESC program [28]. To do so, we use the TB-LMTO ESC program to predict the crystal structure, the lattice parameters, the bulk modulus, and the magnitude of the magnetic moments of the first-row transition metals at zero Kelvin. We then evaluate the accuracy with which the TB-LMTO ESC program predicts these first-row transition metal properties. In doing so, we indirectly evaluate the accuracy of the minimum total energy and the lowest-energy electron configuration of the first-row transition metals, as calculated using the TB-LMTO ESC program.¹

¹We do not evaluate, in this chapter, the accuracy of other solid properties that can be calculated using the TB-LMTO ESC program. The program can calculate, in addition to its minimum total energy and its lowest-energy electron distribution, the dispersion relation $\epsilon (\vec{k})$, the density of states function $n_v (\epsilon)$, and the Fermi surface of a solid. The minimum total energy and the lowest-energy electron distribution are most important to us, given the studies that we shall conduct in the coming chapters.
We are motivated to study the accuracy of the TB-LMTO ESC program [28] because we shall use it to study the magnetism of the FCC-structured first-row transition metals (see chapter 5). The accuracy of the TB-LMTO ESC program will, in large part, determine the accuracy of the results of this latter study. In chapter 7, we shall also use the program to study the thermal expansion of metallic Cu using a theoretical method for calculating the Helmholtz' free energy of a solid presented in chapter 6. To do so, we will use the TB-LMTO ESC program to calculate the minimum total energy versus lattice parameter curve $E_{\text{tot}}(a)$ of FCC Cu, as knowledge of this curve, and of its derivatives, is required to calculate the lattice parameter versus temperature curve $a(T)$ of metallic Cu. We wish to ascertain that the $E_{\text{tot}}(a)$ curve of FCC Cu can be accurately calculated using the TB-LMTO ESC program, as the accuracy of this curve will determine to a large extent the accuracy of the calculated $a(T)$ curve of metallic Cu.

We begin, in section 4.1, by defining the accuracy of the TB-LMTO ESC program. We also explain that it is not possible, for practical reasons, to evaluate the accuracy with which the TB-LMTO ESC program calculates the minimum total energy or the lowest-energy electron distribution of a material. We then explain that the accuracy of these calculated material properties can be evaluated indirectly by examining the accuracy with which the TB-LMTO ESC program calculates other material properties. In section 4.2, we use the TB-LMTO ESC program to predict the crystal structure, the magnetic structure, the lattice parameters, the bulk modulus, and the magnitude of the magnetic moments of the first-row transition metals (Sc to Zn) at zero Kelvin. We evaluate the accuracy of these calculated first-row transition metal properties. Finally, in section 4.3, we summarise the conclusions of section 4.2 and compare them to the results of other studies of the accuracy of ESC programs.

To our knowledge, this study of the accuracy of the TB-LMTO ESC program in predicting the crystal structure, the magnetic structure, the lattice parameters, the bulk moduli and the magnitude of the magnetic moments of the first-row transition metals at zero Kelvin, has not previously been reported.
4.1 Accuracy of the TB-LMTO ESC Program: Definition

As we already indicated in chapter 3, the physical accuracy of the TB-LMTO ESC program [28] can be defined as the degree of correspondence between the properties of a material as calculated by the ESC program and the real-world, measured properties of the material.\(^2\)

To evaluate the accuracy of the TB-LMTO ESC program, the value of a solid property, as calculated by the program, must be compared to the measured value of this solid property.

There are a number of factors affecting the accuracy of the TB-LMTO ESC program [28]. As we indicated in chapters 2 and 3, any calculation conducted using the TB-LMTO ESC program can be carried out using any one of four exchange-correlation functionals (see table 2.1). Each of these exchange-correlation functionals is derived using slightly different physical models and mathematical descriptions of electron exchange. Thus, the accuracy of the TB-LMTO ESC program will be different when it is used in conjunction with different exchange-correlation models. We investigate in this chapter the accuracy of the TB-LMTO ESC program when it is used in conjunction with each of the four exchange-correlation functionals that are available within it.

In addition, it was specified in chapter 2 that the user of the TB-LMTO ESC program must specify whether or not relativistic effects are to be considered when evaluating the kinetic energy of the electrons of a solid (for more information, see [32, p. 219]). The user of the program must also specify whether or not the "combined correction terms" [32, p. 95] are to be used in a given calculation. The choices made by the TB-LMTO ESC program's user in regards to these latter aspects of the program can be expected to affect the program's accuracy. We shall include relativistic effects in all calculations conducted in this chapter, as the kinetic energy of the electrons of the first-row transitions metals is sufficiently large to warrant a relativistic treatment. In addition, that the WS unit cells of the first-row transition metals are not spheres warrants the use of the combined corrections terms to correct for the errors of the ASA. We therefore use the combined correction terms in all

\(^2\)This definition was inspired by the definitions of the French terms "exactitude" and "justesse" given in the "Grand dictionnaire terminologique" of the "Office québécois de la langue française" [73].
Finally, the user of the TB-LMTO ESC program must specify the set of basis functions to be used in modelling the valence electrons of a solid. As indicated in chapter 2, the valence electrons of a solid are modelled, within the TB-LMTO ESC program, using a linear combination of atomic orbitals (see equation 2.29). In all calculations conducted in this chapter, the wave functions of the valence electrons of any first-row transition metal are modelled as linear combinations of s-, p- and d-orbitals only. We shall justify this choice in section 4.2.1.

Before evaluating the accuracy of the TB-LMTO ESC program [28], we must understand exactly what solid properties can be calculated by the program. As indicated in chapter 2, the TB-LMTO ESC program can be used to calculate the minimum total energy of a solid and the lowest-energy electron distribution of a solid. Physical systems, including solid materials, take their lowest-energy state when they have a temperature of zero Kelvin [76]. Thus, the TB-LMTO ESC program is a theoretical tool for calculating the electron distribution and the total energy of solids at zero Kelvin. However, the expression for the total energy of a solid that is implemented within the TB-LMTO ESC program is derived assuming that the atomic nuclei of the solid remain stationary at all times. It is known that the constituent atomic nuclei of all real solids are always in motion, even at zero Kelvin, because of the quantum-mechanical phenomenon of zero point motion [37, p. 416]. Thus, the expression for the total energy of a solid that is implemented within the TB-LMTO ESC program is not a correct description of the total energy of a real solid, even at zero Kelvin. This, however, does not negate the fact that the minimum total energy and lowest-energy electron distribution of a solid, as calculated using the TB-LMTO ESC program, must be considered estimates of the total energy and electron distribution of the solid when it possesses a temperature of zero Kelvin. This is so because the motion of a solid’s atomic nuclei is minimal when the solid has a temperature of zero Kelvin [37, p. 416].

In order to evaluate the accuracy of the calculated minimum total energy and lowest-energy electron distribution of a solid, we require a precise measurement of the total en
ergy and electron distribution of the solid at zero Kelvin. The electron distribution of a solid can be measured precisely using X-ray diffraction techniques [77], but not at zero Kelvin. Nonetheless, using measurements of the solid's electron distribution at a number of temperatures, the electron distribution of the solid at zero Kelvin can be found using extrapolation techniques. Unfortunately, the measurement of the electron distribution of any solid is a complex experiment, and so, that of most first-row transition metals has not been measured. Thus, it is not possible, in practice, to directly verify the accuracy of the lowest-energy electron distribution of the first-row transition metals, as calculated using the TB-FLMTO ESC program. In contrast, the accuracy of the calculated minimum total energy of a solid can be verified using measurements of the solid's cohesive energy. Measurements of the cohesive energy of most solids are commonly published [78]. The cohesive energy of a solid at zero Kelvin is the minimum total energy of the solid relative to the energy of all the solid's atoms when they are separated, stationary, and possessing a neutral electrical charge [79]. Unfortunately, it is not clear that the TB-LMTO ESC program can accurately calculate the minimum total energy of a solid's constituent atoms when they are separated, stationary and neutral, and so we do not attempt, in this study, to calculate the cohesive energy of any solid.

However, it is possible to use the TB-LMTO ESC program to calculate other properties of a solid using its minimum total energy versus lattice parameter curve $E_{\text{tot}}(a)$. An $E_{\text{tot}}(a)$ curve can be calculated for any solid possessing a given crystal structure, chemical composition and chemical order. For example, an $E_{\text{tot}}(a)$ curve can be obtained for a metal consisting only of Fe and possessing the BCC crystal structure, and a second $E_{\text{tot}}(a)$ curve can be obtained for FCC Fe. A qualitative evaluation of the accuracy of these calculated curves can be conducted by ensuring that the minimum value of the $E_{\text{tot}}(a)$ curve of BCC Fe is smaller than the minimum value of the $E_{\text{tot}}(a)$ curve FCC Fe. This must be so, as metallic iron at zero Kelvin has the BCC crystal structure. In addition, the lattice parameter at which the $E_{\text{tot}}(a)$ curve of a solid possesses a global minimum is an estimate of the zero-Kelvin lattice parameter of the solid. This calculated zero-Kelvin lattice parameter can be compared to measurements of the lattice parameter of the solid at zero Kelvin,
which can be obtained with great precision by extrapolation, using measurements of the lattice parameter of the solid at many temperatures. Thus, a quantitative evaluation of the accuracy of the location of the global minimum of the calculated $E_{tot}(a)$ curve of a solid can be conducted. Thirdly, the $E_{tot}(a)$ curve of a solid can be used to calculate its zero-Kelvin bulk modulus, a quantity proportional to the second-derivative of the solid’s $E_{tot}(a)$ curve. The calculated value of the bulk modulus of a solid can also be compared to measurements. Thus, we can conduct a quantitative evaluation of the accuracy of the curvature of the calculated $E_{tot}(a)$ curve of a solid in the vicinity of its global minimum. Finally, it is also possible to use the calculated lowest-energy electron distribution of a solid to calculate the magnitude of the magnetic moments in the solid at zero Kelvin. This calculated magnetic moment magnitude can be compared to measurements of the magnitude of the magnetic moments of the solid at zero Kelvin, which again can be obtained by extrapolation using measurements of the magnitude of the magnetic moments of the solid at many temperatures. This amounts to an indirect evaluation of the accuracy of the calculated lowest-energy electron distribution of a solid.

4.2 Accuracy of the TB-LMTO ESC Program : Evaluation

We now evaluate the accuracy of the TB-LMTO ESC program [28] in predicting the crystal structure, the magnetic structure, the lattice parameters, the bulk modulus, and the magnitude of the magnetic moments of each of the ten first-row transition metals (Sc to Zn) at zero Kelvin.

In section 4.2.1, we describe the calculations that we perform in order to predict, using the TB-LMTO ESC program [28], the crystal structure, the magnetic structure, the lattice parameters, the bulk modulus, and the magnitude of the magnetic moments of the first-row transition metals at zero Kelvin. The results and accuracy of these calculations are examined in sections 4.2.2 (crystal structure and magnetic structure), 4.2.3 (lattice parameters), 4.2.4 (bulk modulus), and 4.2.5 (magnetic moments).
4.2.1 Zero-Kelvin Properties of the First-Row Transition Metals: Calculation Details

To evaluate the accuracy of the TB-LMTO ESC program in calculating the zero-Kelvin properties of the first-row transition metals, we calculate the minimum total energy versus lattice parameter curve $E_{\text{tot}}(a)$ of 30 chemically pure metals, each consisting of one of the ten first-row transition elements (Sc to Zn), and possessing either the BCC, the FCC or the HCP crystal structure. Our purpose is to identify the lattice parameter at which all of these curves possess a global minimum value. Using this information, we can predict the first-row transition metal properties listed above. We restrict ourselves to studying BCC, FCC and HCP metals because all first-row transition metals, with the exception of metallic Mn, possess one of these crystal structures at zero Kelvin.

We calculate three times the $E_{\text{tot}}(a)$ curve of each of these 30 metals, once assuming that the metal possesses no magnetic moments (NM magnetic structure), once assuming that it can possess moments arranged in a collinear ferromagnetic structure (FM magnetic structure), and once assuming that it can possess moments arranged in a collinear antiferromagnetic structure (AFM magnetic structure). Thus, a total of 90 $E_{\text{tot}}(a)$ curves are calculated.

The NM, FM and AFM magnetic structures are defined as follows. Ferromagnetic BCC metals (e.g. FM BCC Fe) are assumed to possess magnetic moments oriented along lines that are perpendicular to the (001) plane. The magnetic moments in the anti-ferromagnetic BCC metals (e.g. AFM BCC Fe) are also assumed to be oriented along lines that are perpendicular to the (001) plane, with atoms possessing magnetic moments oriented in opposite directions arranged in a cesium-chloride structure [37, p. 81]. Ferromagnetic FCC metals (e.g. FM FCC Fe) are assumed to possess magnetic moments oriented along lines that are perpendicular to the (110) plane. The magnetic moments in the AFM FCC metals (e.g. AFM FCC Fe) are also assumed to be oriented along lines perpendicular to the (110) plane, with alternating atomic planes in the (110) direction possessing magnetic moments oriented in opposite directions. The ferromagnetic HCP metals (e.g. FM HCP Fe) are as-
sumed to possess magnetic moments that are oriented along the c-axis of the HCP crystal structure, along lines perpendicular to the (0001) plane. The magnetic moments in the AFM HCP metals (e.g. AFM HCP Fe) are assumed to be oriented along the c-axis of the HCP crystal structure, with alternating atomic planes in the (0001) direction possessing magnetic moments oriented in opposite directions.

The orientation of the magnetic moments of the BCC metals and of the HCP metals, described above, are respectively chosen because real BCC Fe and HCP Co possess magnetic moments oriented in this manner [2]. It should be noted that the magnetic moments in real metallic Ni (the only magnetic FCC-structured first-row transition metal) are oriented along lines that are perpendicular to the (111) plane [2], and not perpendicular to the (110) plane as described above. This is not of concern, as the TB-LMTO ESC program makes no distinction between solids that are identical in every respect other than the orientation of their magnetic moments. This is because the TB-LMTO ESC program calculates the spherical average of the electron distribution around each atom in a solid, as explained in chapter 2. Thus, the TB-LMTO ESC program can not be used to study the magneto-crystalline anisotropy of materials.

As per the results of section 3.2, all 90 minimum total energy versus lattice parameter curves $E_{\text{tot}}(a)$ are calculated with convergence tolerances set to a value of $1.0 \times 10^{-5}$ (Rydberg units for the total energy convergence tolerance, and electrons per cubic Bohr radii for the electron density convergence tolerance), and with the first BZ discretization integers set to $L = M = N = 30$. In all calculations, the motion of the electrons is treated relativistically, and the combined correction terms are utilised (see chapter 2). Also, the single-electron wave functions of the metals' valence electrons are expressed as a linear combination of s-, p- and d-orbitals only. We choose not to include f-orbitals in any of our calculations because these orbitals are not important in the construction of the valence electron distributions of the first-row transition metals. To understand what we mean by this, we must recall that the valence electron distribution of a solid is expressed within the
TB-LMTO ESC program as follows (equation 2.38):

\[
\rho_v(r) = \frac{1}{4\pi} \sum_{l} |\phi_l(\epsilon_{\mu,l}, |r|, s_i)|^2 \int_{E_F}^{E_F} n_{v,l}(\epsilon) d\epsilon + \frac{1}{4\pi} \sum_{l} 2\phi_l(\epsilon_{\mu,l}, |r|, s_i)\phi_l(\epsilon_{\mu,l}, |r|, s_i) \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l}) n_{v,l}(\epsilon) d\epsilon + \frac{1}{4\pi} \sum_{l} \left\{ |\phi_l(\epsilon_{\mu,l}, |r|, s_i)|^2 + \phi_l^*(\epsilon_{\mu,l}, |r|, s_i)\phi_l(\epsilon_{\mu,l}, |r|, s_i) \right\} \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l})^2 n_{v,l}(\epsilon) d\epsilon.
\]

(4.1)

If f-orbitals are included in the calculation of the valence electron distribution of a solid, then the summation over \( l \) in all three terms of equation 4.1 runs over a s-, p-, d- and f-orbital component. When we attempt to calculate the valence electron distributions of the first-row transition metals using s-, p-, d- and f-orbitals, the program terminates with all three integrals \( \int_{E_F}^{E_F} n_{v,f}(\epsilon) d\epsilon, \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,f}) n_{v,f}(\epsilon) d\epsilon \) and \( \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,f})^2 n_{v,f}(\epsilon) d\epsilon \) equal to zero. We thus conclude that f-orbitals are not important in the construction of the valence electron distributions of the first-row transition metals.

Finally, we calculate our 90 \( E_{tot}(a) \) curves 4 times, each time using a different one of the exchange-correlation functionals that are available in the TB-LMTO ESC program (see table 2.1). Using a given exchange-correlation functional, each of the 90 \( E_{tot}(a) \) curves is calculated over a range of lattice parameter values, typically 0.1 to 0.3 Bohr radii in width, within which the curve possesses a global minimum value. It should be noted that all HCP metals are assumed to possess the ideal \( c/a \) ratio of \( c/a = \sqrt{8/3} \) [37], with the exception of HCP Sc, HCP Ti, HCP Fe, HCP Co, and HCP Zn. Sc, Ti, Co and Zn possess the HCP crystal structure at zero Kelvin, and we want to test the accuracy of the TB-LMTO ESC program in calculating both the \( a \) and \( c \) lattice parameters of these metals. Fe, in contrast, is BCC at zero Kelvin, but it is known that the energy of the HCP Fe crystal is only slightly larger than that of the BCC Fe crystal, and as a result, some ESC programs predict that metallic Fe has the HCP crystal structure at zero Kelvin (e.g. [55,57,60,62,64,65,67,72]). Because of this, we want to verify that the TB-LMTO ESC program correctly predicts the ground state crystal structure of metallic Fe. Thus, for HCP Sc, HCP Ti, HCP Fe, HCP Co, and HCP Zn,
we calculate a minimum total energy versus lattice parameter function $E_{\text{tot}}(a, c)$, where $a$ and $c$ are the lattice parameters defining the HCP crystal structure [37]. Each function $E_{\text{tot}}(a, c)$ is calculated over a two-dimensional lattice parameter space, covering a range of $a$-parameter values typically 0.25 Bohr radii in width, and a range of values of the $c/a$ ratio typically of width 0.1. The calculated functions $E_{\text{tot}}(a, c)$ can be used to calculate both the $a$ and $c$ lattice parameters of the metals HCP Sc, HCP Ti, HCP Fe, HCP Co, and HCP Zn at zero Kelvin. However, the ideal value of the $c/a$ ratio is used when calculating the $E_{\text{tot}}(a)$ curves of HCP Zn using exchange-correlation functionals EXC1 and EXC3. This is done because, when used with exchange-correlation functionals EXC1 and EXC3, the TB-LMTO ESC program fails to converge in the vicinity of the global minimum of the $E_{\text{tot}}(a, c)$ function of HCP Zn.

We have shown in chapter 3 that the results of a calculation conducted using the TB-LMTO ESC program are dependent on the initial conditions of the calculation. Thus, the $E_{\text{tot}}(a)$ curve of a metal, as calculated using a given set of initial conditions, must be viewed as a single realization of the computational measurement of this curve. To properly calculate the $E_{\text{tot}}(a)$ curve of a metal, one should calculate the curve numerous times, each time beginning with different initial conditions. This would provide information about the calculation precision error (CPE) in the calculated values of the $E_{\text{tot}}(a)$ curve (see chapter 3). However, given the understanding of the numerical precision of the TB-LMTO ESC program that we obtained in chapter 3, only one single computational realization of the $E_{\text{tot}}(a)$ curve of a solid is required to predict the crystal structure, magnetic structure, lattice parameters, and magnitude of the magnetic moments of the solid at zero Kelvin.

4.2.2 Accuracy of the Calculated Zero-Kelvin Crystal Structure and Magnetic Structure of the First-Row Transition Metals

We now use the 90 minimum total energy versus lattice parameter curves $E_{\text{tot}}(a)$, appropriately calculated using the TB-LMTO ESC program as described in section 4.2.1, to predict the zero-Kelvin crystal structure and magnetic structure of the first-row transition
metals.

Consider, for example, the use of the TB-LMTO ESC program, in conjunction with EXC1 (see table 2.1), to predict the zero-Kelvin crystal structure and magnetic structure of metallic Fe. Figure 4.1 shows the calculated $E_{\text{tot}}(a)$ curves of NM BCC Fe, FM BCC Fe, and AFM BCC Fe, obtained using exchange-correlation functional EXC1. It is clear that the calculated values of the $E_{\text{tot}}(a)$ curve of FM BCC Fe are smaller than the calculated values of the $E_{\text{tot}}(a)$ curve of NM BCC Fe and of AFM BCC Fe. The difference between the smallest calculated value of the $E_{\text{tot}}(a)$ curve of NM BCC Fe (which is almost identical to the smallest calculated value of the $E_{\text{tot}}(a)$ curve of AFM BCC Fe) and the smallest calculated value of the $E_{\text{tot}}(a)$ curve of FM BCC Fe is approximately 0.025 Rydberg per atom. This difference is significant, as we have shown in chapter 3 that the CPE’s in the minimum total energy values computed using the TB-LMTO ESC program are of the order of $\pm 2.5 \times 10^{-7}$ Rydberg per atom. It can therefore be concluded that, at zero Kelvin, BCC Fe will possess magnetic moments arranged in the FM magnetic structure. A similar analysis of the calculated $E_{\text{tot}}(a)$ curves of NM FCC Fe, AFM FCC Fe, FM FCC Fe, NM HCP Fe, AFM HCP Fe and FM HCP Fe, as obtained using exchange-correlation functional EXC1, leads us to conclude that, at zero Kelvin, FCC Fe and HCP Fe possess no magnetic moments (NM magnetic structure).

We now compare the smallest calculated value of the $E_{\text{tot}}(a)$ curve of FM BCC Fe, of NM FCC Fe, and of NM HCP Fe. We observe that the smallest calculated value of the $E_{\text{tot}}(a)$ curve of NM HCP Fe is smaller than that of the other two $E_{\text{tot}}(a)$ curves by approximately 0.0045 Rydberg per atom. This energy difference is also numerically significant, given that the CPE’s and the SCE’s in the minimum total energy values obtained using the TB-LMTO ESC program are respectively of the order of $\pm 2.5 \times 10^{-7}$ Rydberg per atom and of $5.0 \times 10^{-5}$ Rydberg per atom. We thus conclude that, when exchange-correlation functional EXC1 is used, the TB-LMTO ESC program predicts that metallic Fe possesses the HCP crystal structure and no magnetic moments (NM magnetic structure) at zero Kelvin.

The analysis described above for metallic Fe can be repeated for all ten first-row tran-
sition metals, and using all four of the exchange-correlation functionals available in the TB-LMTO ESC program. Table 4.1 shows the zero-Kelvin crystal structure and magnetic structure of all ten first-row transition metals, as predicted using the TB-LMTO ESC program. It must be recalled that only the BCC, FCC and HCP crystal structures are considered in this study. Thus, the TB-LMTO ESC program fails to predict the zero-Kelvin crystal structure of metallic Mn because this metal does not possess the BCC, FCC or HCP crystal structure at zero Kelvin [1]. In addition, the TB-LMTO ESC program correctly predicts the zero-Kelvin crystal structure of metallic Cr, but not its zero-Kelvin magnetic structure. This is because metallic Cr possesses magnetic moments oriented in a complex anti-ferromagnetic structure at zero Kelvin [2]. In conducting our calculations, we made no attempt to represent correctly the zero-Kelvin magnetic structure of metallic Cr within the TB-LMTO ESC program. Interestingly, when the local exchange-correlation functionals (EXC1 and EXC3) are used, the TB-LMTO ESC program fails to predict the correct zero-Kelvin crystal structure of metallic Fe. Other studies have revealed that ESC programs using local exchange-correlation functionals fail to correctly predict the zero-Kelvin crystal structure of metallic Fe (e.g. [55,57,60,62,64,65,67,72]).

Table 4.1 illustrates that the TB-LMTO ESC program most accurately predicts the zero-Kelvin crystal structure and magnetic structure of the first-row transition metals when exchange-correlation functional EXC2 or EXC4 is used.
Table 4.1: Predicted zero-Kelvin crystal structure and magnetic structure of the first-row transition metals

<table>
<thead>
<tr>
<th>Metal</th>
<th>Exch.-correlation func. EXC1</th>
<th>Exch.-correlation func. EXC2</th>
<th>Exch.-correlation func. EXC3</th>
<th>Exch.-correlation func. EXC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc</td>
<td>HCP NM</td>
<td>HCP NM</td>
<td>HCP NM</td>
<td>HCP NM</td>
</tr>
<tr>
<td>Ti</td>
<td>HCP NM</td>
<td>HCP NM</td>
<td>HCP NM</td>
<td>HCP NM</td>
</tr>
<tr>
<td>V</td>
<td>BCC NM</td>
<td>BCC NM</td>
<td>BCC NM</td>
<td>BCC NM</td>
</tr>
<tr>
<td>Cr</td>
<td>(BCC NM)</td>
<td>(BCC NM)</td>
<td>(BCC NM)</td>
<td>(BCC AFM)</td>
</tr>
<tr>
<td>Mn</td>
<td>(HCP NM)</td>
<td>(HCP NM)</td>
<td>(HCP NM)</td>
<td>(FCC AFM)</td>
</tr>
<tr>
<td>Fe</td>
<td>(HCP NM)</td>
<td>BCC FM</td>
<td>(HCP NM)</td>
<td>BCC FM</td>
</tr>
<tr>
<td>Co</td>
<td>HCP FM</td>
<td>HCP FM</td>
<td>HCP FM</td>
<td>HCP FM</td>
</tr>
<tr>
<td>Ni</td>
<td>FCC FM</td>
<td>FCC FM</td>
<td>FCC FM</td>
<td>FCC FM</td>
</tr>
<tr>
<td>Cu</td>
<td>FCC NM</td>
<td>FCC NM</td>
<td>FCC NM</td>
<td>FCC NM</td>
</tr>
<tr>
<td>Zn</td>
<td>HCP NM</td>
<td>HCP NM</td>
<td>HCP NM</td>
<td>HCP NM</td>
</tr>
</tbody>
</table>

Crystal structures other than BCC, FCC and HCP are not considered.
In most cases, the correct crystal structure and magnetic configuration are predicted.
Italics and brackets indicate incorrect predictions.
Figure 4.1: Calculated $E_{\text{tot}}(a)$ curve of FM BCC Fe (circles) and of NM BCC Fe (squares), obtained using the TB-LMTO ESC program and exchange-correlation functional EXC1. The $E_{\text{tot}}(a)$ curve of NM BCC Fe and of AFM BCC Fe are indistinguishable on this scale. All calculated energy values are precise to $\pm 2.5 \times 10^{-7}$ Rydberg per atom. Error bars denoting the magnitude of the errors in the calculated energy values are smaller than the symbols representing the data.
4.2.3 Accuracy of the Calculated Zero-Kelvin Lattice Parameters of the First-Row Transition Metals

We now use the 90 minimum total energy versus lattice parameter curves $E_{\text{tot}}(a)$, appropriately calculated using the TB-LMTO ESC program as described in section 4.2.1, to predict the zero-Kelvin lattice parameters of the first-row transition metals. To do so, we consider only the $E_{\text{tot}}(a)$ curves listed in table 4.2. The magnetic and crystal structures there listed are those of real metallic Sc to V, and Fe to Zn at zero Kelvin [1]. We ignore the $E_{\text{tot}}(a)$ curves of metallic Mn because this metal does not possess the BCC, FCC or HCP crystal structure at zero Kelvin [1]. Also, using exchange-correlation functional EXC4, we predicted, in section 4.2.2, that metallic Cr takes the AFM BCC structure at zero Kelvin. Thus, we calculate here, using EXC4, the lattice parameters of AFM BCC Cr.

Using the $E_{\text{tot}}(a)$ curves calculated as described in section 4.2.1, and knowing that the minimum total energy values calculated using the TB-LMTO ESC program are precise to $\pm 2.5 \times 10^{-7}$ Rydberg per atom, we predict the zero-Kelvin lattice parameters of the first-row transition metals to $\pm 0.01$ Bohr radii. Table 4.3 shows the predicted zero-Kelvin lattice parameters of the first-row transition metals.

To evaluate the accuracy of the TB-LMTO ESC program, we compare the calculated zero-Kelvin lattice parameters of the first-row transition metals to the measurements of the lattice parameters of these metals reported in table 4.4. We obtain the measured lattice parameters reported in table 4.4 using the measured lattice parameters of the first-row transition metals at room temperature [1] and measurements of the thermal expansion of these metals [80]. More specifically, reference [80] reports, as a function of temperature, measurements of the fractional change of the lattice parameters of the first-row transition metals relative to their lattice parameters at room temperature. The temperatures shown in table 4.4 are the lowest temperatures for which a fractional lattice parameter change is reported in reference [80]. The reported precision of the information reported in reference [80] as well as the reported precision of the measured lattice parameters of the first-row transition metals at room temperature [1], lead us to conclude that the measured lattice
parameters reported in table 4.4 are also precise to ±0.01 Bohr radii.

In figure 4.2, the zero-Kelvin lattice parameters of the first-row transition metals as predicted using the TB-LMTO ESC program (table 4.3) are compared to the measurements reported in table 4.4. It is clear in figure 4.2 that the calculated lattice parameters are usually smaller than the measurements of these lattice parameters. Exceptions to this rule include the calculated $a$-parameters of the HCP metals (Sc, Ti, and Zn), some of the calculated $c$-parameters of these metals, and all $a$-parameters obtained using exchange-correlation functional EXC4. For metallic V, Cr, and Fe to Cu, the calculated zero-Kelvin lattice parameters of the first-row transition metals are within 3% of the measurements of these lattice parameters, regardless of which exchange-correlation functional is used. For Sc, Ti and Zn (the non-magnetic HCP metals), the calculated zero-Kelvin lattice parameters can differ from the measured lattice parameters by as much as 10%.

The difference between the calculated and measured lattice parameters is generally smaller when exchange-correlation functional EXC2 is used. This may be an indication that the TB-LMTO ESC program, when used with exchange-correlation functional EXC2, calculates more accurately the minimum total energy of the first-row transition metals. However, the TB-LMTO ESC, when used in conjunction with exchange-correlation functional EXC2, does not predict very accurately the zero-Kelvin lattice parameters of the HCP metals Sc, Ti and Zn.

It is also interesting that, for all metals except Zn, the calculated zero-Kelvin lattice parameters are, in ascending order, that obtained using EXC1, EXC3, EXC2 and EXC4. EXC2 and EXC4, namely the "non-local" exchange-correlation functionals, are thought to be the better exchange-correlation functionals, as they provide a more complete mathematical description of the physics of electron exchange [39, 47, 81]. Our results are consistent with the view that EXC2 is the most accurate exchange-correlation functional. Also, it is interesting that the zero-Kelvin lattice parameters of the first-row transition metals are consistently overestimated when calculated using EXC4, while they are usually underestimated when calculated using all other exchange-correlation functionals. Understanding
why this is the case may bring to light pathways for further improvement of exchange-correlation functionals.

Table 4.2: Assumed magnetic and crystal structure of the first-row transition metals when calculating their zero-Kelvin lattice parameters

<table>
<thead>
<tr>
<th>Metal</th>
<th>Exch.-correlation func. EXC1</th>
<th>Exch.-correlation func. EXC2</th>
<th>Exch.-correlation func. EXC3</th>
<th>Exch.-correlation func. EXC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc</td>
<td>HCP NM</td>
<td>HCP NM</td>
<td>HCP NM</td>
<td>HCP NM</td>
</tr>
<tr>
<td>Ti</td>
<td>HCP NM</td>
<td>HCP NM</td>
<td>HCP NM</td>
<td>HCP NM</td>
</tr>
<tr>
<td>V</td>
<td>BCC NM</td>
<td>BCC NM</td>
<td>BCC NM</td>
<td>BCC NM</td>
</tr>
<tr>
<td>Cr</td>
<td>BCC NM</td>
<td>BCC NM</td>
<td>BCC NM</td>
<td>BCC NM</td>
</tr>
<tr>
<td>Mn</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fe</td>
<td>BCC FM</td>
<td>BCC FM</td>
<td>BCC FM</td>
<td>BCC FM</td>
</tr>
<tr>
<td>Co</td>
<td>HCP FM</td>
<td>HCP FM</td>
<td>HCP FM</td>
<td>HCP FM</td>
</tr>
<tr>
<td>Ni</td>
<td>FCC FM</td>
<td>FCC FM</td>
<td>FCC FM</td>
<td>FCC FM</td>
</tr>
<tr>
<td>Cu</td>
<td>FCC NM</td>
<td>FCC NM</td>
<td>FCC NM</td>
<td>FCC NM</td>
</tr>
<tr>
<td>Zn</td>
<td>HCP NM</td>
<td>HCP NM</td>
<td>HCP NM</td>
<td>HCP NM</td>
</tr>
</tbody>
</table>
Table 4.3: Zero-Kelvin lattice parameters of the first-row transition metals predicted using the TB-LMTO ESC program.

<table>
<thead>
<tr>
<th>Metal</th>
<th>Exch.-correlation func. EXC1</th>
<th>Exch.-correlation func. EXC2</th>
<th>Exch.-correlation func. EXC3</th>
<th>Exch.-correlation func. EXC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc</td>
<td>a = 6.24</td>
<td>a = 6.33</td>
<td>a = 6.26</td>
<td>a = 6.41</td>
</tr>
<tr>
<td></td>
<td>c = 9.05</td>
<td>c = 9.31</td>
<td>c = 9.08</td>
<td>c = 9.42</td>
</tr>
<tr>
<td>Ti</td>
<td>a = 5.68</td>
<td>a = 5.76</td>
<td>a = 5.69</td>
<td>a = 5.86</td>
</tr>
<tr>
<td></td>
<td>c = 8.07</td>
<td>c = 8.18</td>
<td>c = 8.08</td>
<td>c = 8.32</td>
</tr>
<tr>
<td>V</td>
<td>a = 5.61</td>
<td>a = 5.68</td>
<td>a = 5.62</td>
<td>a = 5.79</td>
</tr>
<tr>
<td>Cr</td>
<td>a = 5.35</td>
<td>a = 5.41</td>
<td>a = 5.36</td>
<td>a = 5.57</td>
</tr>
<tr>
<td>Mn</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fe</td>
<td>a = 5.28</td>
<td>a = 5.36</td>
<td>a = 5.30</td>
<td>a = 5.54</td>
</tr>
<tr>
<td>Co</td>
<td>a = 4.65</td>
<td>a = 4.71</td>
<td>a = 4.66</td>
<td>a = 4.83</td>
</tr>
<tr>
<td></td>
<td>c = 7.49</td>
<td>c = 7.58</td>
<td>c = 7.50</td>
<td>c = 7.78</td>
</tr>
<tr>
<td>Ni</td>
<td>a = 6.54</td>
<td>a = 6.61</td>
<td>a = 6.55</td>
<td>a = 6.80</td>
</tr>
<tr>
<td>Cu</td>
<td>a = 6.69</td>
<td>a = 6.78</td>
<td>a = 6.71</td>
<td>a = 7.00</td>
</tr>
<tr>
<td>Zn</td>
<td>a = 5.03</td>
<td>a = 4.83</td>
<td>a = 5.05</td>
<td>a = 5.02</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>c = 9.61</td>
<td>-</td>
<td>c = 9.99</td>
</tr>
</tbody>
</table>

All lattice parameters are in Bohr radii.

When using EXC1 and EXC3, Zn was assumed to possess the ideal $c/a$ ratio [37].
Table 4.4: Measured lattice parameters of the first-row transition metals

<table>
<thead>
<tr>
<th>Metal</th>
<th>Measured lattice parameters</th>
<th>Temperature of measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc</td>
<td>$a = 6.25$ $c = 9.96$</td>
<td>293</td>
</tr>
<tr>
<td>Ti</td>
<td>$a = 5.58$ $c = 8.85$</td>
<td>293</td>
</tr>
<tr>
<td>V</td>
<td>5.71</td>
<td>5</td>
</tr>
<tr>
<td>Cr</td>
<td>5.45</td>
<td>25</td>
</tr>
<tr>
<td>Fe</td>
<td>5.41</td>
<td>5</td>
</tr>
<tr>
<td>Co</td>
<td>$a = 4.74$ $c = 7.69$</td>
<td>293</td>
</tr>
<tr>
<td>Ni</td>
<td>6.64</td>
<td>5</td>
</tr>
<tr>
<td>Cu</td>
<td>6.81</td>
<td>1</td>
</tr>
<tr>
<td>Zn</td>
<td>$a = 5.03$ $c = 9.19$</td>
<td>5</td>
</tr>
</tbody>
</table>

Lattice parameters are in Bohr radii.

Temperatures are in Kelvin, and represent the lowest temperature at which a fractional change in lattice parameter is reported in reference [80].
Figure 4.2: Comparison of the measured lattice parameters of the first-row transition metals at low temperatures (table 4.4) and the zero-Kelvin lattice parameters of these metals as predicted by the TB-LMTO ESC program (table 4.3). The upper figure shows the $a$-parameters, while the lower figure shows the $c$-parameters. Both figures show $(\text{calculated} - \text{measured}) / \text{measured}$ lattice parameters. Lattice parameters were calculated using exchange-correlation functional EXC1 (diamonds), EXC2 (squares), EXC3 (circles) and EXC4 (triangles). Dotted lines guide the eye to data points obtained using the same exchange-correlation functional. Error bars take into account that all calculated and measured lattice parameters are precise to ±0.01 Bohr radii. Error bars in the bottom plot are smaller than the data symbols. When using EXC1 and EXC3, HCP Zn was assumed to possess the ideal $c/a$-ratio.
4.2.4 Accuracy of the Calculated Bulk Modulus of the First-Row Transition Metals

We now use the TB-LMTO ESC program to predict the bulk modulus of the first-row transition metals at zero Kelvin. To do so, we simply calculate the bulk modulus of these metals at the lattice parameters identified in table 4.3, namely the zero-Kelvin lattice parameters of the metals as calculated using the TB-LMTO ESC program.

The bulk modulus $B$ of a solid at zero Kelvin is defined as [37, p. 39]:

$$B = v_0 \left. \frac{d^2}{dv^2} E_{tot}(v) \right|_{v=v_0},$$

(4.2)

where $E_{tot}(v)$ is the minimum total energy of the solid as a function of its atomic volume $v$, and $v_0$ is the zero-Kelvin atomic volume of the solid. We calculate the bulk modulus of each first-row transition metals using the chain rule and its calculated $E_{tot}(a)$ curve as follows:

$$B = v_0 \left. \frac{d^2}{da^2} E_{tot}(a) \right|_{a=a_0} \left( \left. \frac{d}{dv} a(v) \right|_{v=v_0} \right)^2,$$

(4.3)

where $E_{tot}(a)$ is the minimum total energy versus lattice parameter curve of the metal, and $a_0$ is its zero-Kelvin lattice parameter.

It is a simple matter to evaluate $B$ for the cubic metals (V, Cr, Fe, Ni and Cu) using equation 4.3, as $a(v) = (4v)^{1/3}$ for the FCC metals, and $a(v) = (2v)^{1/3}$ for the BCC metals. The calculation of $B$ for the HCP metals is more difficult. Under isotropic pressure, the partial derivatives of the $E_{tot}(a,c)$ curve of a HCP solid must obey the following relationship:

$$\frac{\delta}{\delta a} E_{tot}(a,c) = 2 \frac{c}{a} \frac{\delta}{\delta c} E_{tot}(a,c).$$

(4.4)

We observe that near the global minimum of the $E_{tot}(a,c)$ curve of HCP Sc, Ti, Co and Zn, this relationship is well-respected when the $c/a$ ratio of the metals is kept constant at its zero-Kelvin value. We thus evaluate the bulk modulus of these metals using equation 4.3, taking $a(v) = \left( \frac{4}{\sqrt{3(c/a)}} \right)^{1/3} v^{1/3}$ where $c/a$ is treated as a constant and calculated using the $a$- and $c$-parameters of table 4.3.
In calculating the bulk modulus of the first-row transition metals, we evaluate the derivatives \( \frac{d}{dv} a(v) \bigg|_{a=a_0} \) analytically and obtain the second-derivatives \( \frac{d^2}{da^2} E_{tot}(a) \bigg|_{a=a_0} \) using standard numerical differentiation techniques [74]. Our calculated bulk modulus values are precise to three significant figures and are shown in table 4.5. Measured values [78] of the bulk modulus of the first-row transition metals are shown in table 4.6. These measurements were taken at room temperature and are precise to the order of magnitude of the least significant reported figure.

In figure 4.3, we compare the measured bulk modulus of the first-row transition metals (table 4.6) and the bulk modulus of the metals as predicted using the TB-LMTO ESC program (table 4.5). The calculated bulk moduli of all metals except Zn are between 5 - 60% of the measured values. Notably, the bulk moduli obtained using exchange-correlation functional EXC4 are most accurate, though often smaller than the measured bulk moduli of the first-row transition metals. This is so even considering that room temperature values of bulk modulus can be approximately 5% smaller than zero-Kelvin values. Bulk modulus values calculated using the other exchange-correlation functionals are less accurate, with those obtained with EXC1 and EXC3 being the least accurate. Like the zero-Kelvin lattice parameters obtained using EXC1 and EXC3, bulk modulus values obtained using EXC1 and EXC3 are very similar.

The results of figure 4.3 provide us interesting insights into the accuracy of the \( E_{tot}(a) \) curves obtained using the TB-LMTO ESC program. It can be shown using equation 4.2 that the zero-Kelvin bulk modulus of a solid is proportional to the second-derivative of its \( E_{tot}(a) \) curve divided by its zero-Kelvin lattice parameter. Recalling that the zero-Kelvin lattice parameters of the first-row transition metals are only 1% too small when calculated using exchange-correlation functional EXC2 (see section 4.2.3), we conclude the second-derivatives of the \( E_{tot}(a) \) curves obtained using EXC2 are about 20% too large. This is so because the bulk modulus values calculated using EXC2 are about 20% too large (figure 4.3). In contrast, we conclude that the second-derivatives of the \( E_{tot}(a) \) curves obtained using EXC4 may be only 1 - 2% too small. This is so because the bulk modulus values obtained using EXC4 (at least for Fe - Cu) are about 5% too small (figure 4.3) while the
zero-Kelvin lattice parameters predicted using EXC4 are 2 - 3% too large (section 4.2.3). This will be discussed further in chapter 7 when we study the thermal expansion of metallic Cu.

Table 4.5: Zero-Kelvin bulk modulus of the first-row transition metals predicted using the TB-LMTO ESC program.

<table>
<thead>
<tr>
<th>Metal</th>
<th>Exch.-correlation func. EXC1</th>
<th>Exch.-correlation func. EXC2</th>
<th>Exch.-correlation func. EXC3</th>
<th>Exch.-correlation func. EXC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc</td>
<td>65.9</td>
<td>60.4</td>
<td>64.5</td>
<td>59.3</td>
</tr>
<tr>
<td>Ti</td>
<td>125</td>
<td>118</td>
<td>125</td>
<td>111</td>
</tr>
<tr>
<td>V</td>
<td>206</td>
<td>194</td>
<td>203</td>
<td>176</td>
</tr>
<tr>
<td>Cr</td>
<td>292</td>
<td>271</td>
<td>286</td>
<td>148</td>
</tr>
<tr>
<td>Mn</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fe</td>
<td>246</td>
<td>207</td>
<td>235</td>
<td>162</td>
</tr>
<tr>
<td>Co</td>
<td>267</td>
<td>237</td>
<td>261</td>
<td>193</td>
</tr>
<tr>
<td>Ni</td>
<td>251</td>
<td>228</td>
<td>246</td>
<td>177</td>
</tr>
<tr>
<td>Cu</td>
<td>191</td>
<td>169</td>
<td>184</td>
<td>125</td>
</tr>
<tr>
<td>Zn</td>
<td>114</td>
<td>100</td>
<td>106</td>
<td>64.2</td>
</tr>
</tbody>
</table>

Bulk moduli in GN / m².

When using EXC1 and EXC3, Zn was assumed to possess the ideal c/a ratio [37].
Table 4.6: Measured bulk moduli of the first-row transition metals

<table>
<thead>
<tr>
<th>Metal</th>
<th>Measured bulk modulus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc</td>
<td>43.5</td>
</tr>
<tr>
<td>Ti</td>
<td>105.1</td>
</tr>
<tr>
<td>V</td>
<td>161.9</td>
</tr>
<tr>
<td>Cr</td>
<td>190.1</td>
</tr>
<tr>
<td>Fe</td>
<td>168.3</td>
</tr>
<tr>
<td>Co</td>
<td>191.4</td>
</tr>
<tr>
<td>Ni</td>
<td>186</td>
</tr>
<tr>
<td>Cu</td>
<td>137</td>
</tr>
<tr>
<td>Zn</td>
<td>59.8</td>
</tr>
</tbody>
</table>

All bulk moduli in GN / m². Measurements taken at room temperature.
Figure 4.3: Comparison of the measured bulk modulus of the first-row transition metals at room temperatures (table 4.6) and the zero-Kelvin bulk modulus of these metals as predicted by the TB-LMTO ESC program (table 4.5). The figure shows \( \frac{(\text{calculated} - \text{measured})}{\text{measured}} \) bulk moduli. Bulk moduli were calculated using exchange-correlation functional EXC1 (diamonds), EXC2 (squares), EXC3 (circles) and EXC4 (triangles). Dotted lines guide the eye to data points obtained using the same exchange-correlation functional. Error bars denoting the numerical precision of the plotted values are omitted as they are smaller than the data symbols.
4.2.5 Accuracy of Calculated Magnitude of the Magnetic Moments of Fe, Co and Ni at Zero-Kelvin

We now use the TB-LMTO ESC program to predict the magnitude of the magnetic moments of the ferromagnetic first-row transition metals (BCC Fe, HCP Co and FCC Ni) at zero Kelvin. To do so, we simply calculate the magnetic moments of FM BCC Fe, FM HCP Co and FM FCC Ni at the lattice parameters identified in table 4.3, namely the zero-Kelvin lattice parameters of the metals as calculated using the TB-LMTO ESC program.

To calculate the magnitude of the magnetic moments of a solid, the TB-LMTO ESC program first calculates the distribution of the valence electrons that have spin quantum number \( s = s_1 = \frac{1}{2} \) and that have spin quantum number \( s = s_2 = -\frac{1}{2} \) within the solid. The distributions \( \rho_{v,s_1}(\vec{r}) \) and \( \rho_{v,s_2}(\vec{r}) \) are then used to calculate the magnitude of the magnetic moments in the solid as follows:

\[
m = \left| \int_{WS} \rho_{v,s_1}(\vec{r}) \, d\vec{r} - \int_{WS} \rho_{v,s_2}(\vec{r}) \, d\vec{r} \right|,
\]

where the integrals over \( \vec{r} \) are restricted to a single Wigner-Seitz unit cell of the solid. It must be recalled that within the TB-LMTO ESC program, this unit cell is modelled as an atomic sphere. Table 4.7 shows the magnitude of the magnetic moments of FM BCC Fe, FM HCP Co and FM FCC Ni at zero Kelvin, as calculated using the TB-LMTO ESC program.

In chapter 3, we showed that the output of the TB-LMTO ESC program is sensitive to the initial conditions of the calculations. We here evaluate the initial-condition sensitivity of the calculated magnitude of the magnetic moments of FM BCC Fe at zero Kelvin. To do so, we calculate the magnitude of these magnetic moments using initial condition sets INIT1 and INIT2 given in section 3.4 of chapter 3. During these calculations, the parameters of the TB-LMTO ESC program are identical to those described in section 4.2.1. The magnitude of the magnetic moments of FM BCC Fe, as obtained using both sets of initial conditions, differ by less than \( 2.0 \times 10^{-5} \) Bohr magnetons. We are therefore confident that the calculated magnitude of the magnetic moments of Fe, Co and Ni at zero Kelvin are
precise to ±0.001 Bohr magnetons.

We then compare the calculated magnetic moment magnitudes to measured values of these magnetic moment magnitudes [2,82]. These experimental values were obtained by extrapolation, using measurements of the magnetization of these metals at multiple temperatures [2,82]. They are given in table 4.8. Because the values are reported to 0.001 Bohr magnetons [2], we assume that they are precise to ±0.001 Bohr magnetons.

The calculated and measured magnetic moment magnitudes are compared in figure 4.4. Regardless of which exchange-correlation functional is used, the calculated magnitude of the magnetic moments of the metals at zero Kelvin is within 15% of the measured values of these magnetic moment magnitudes.

At first glance, it appears that no single exchange-correlation functional most accurately predicts the magnitude of the magnetic moments in all the ferromagnetic first-row transition metals at zero Kelvin. However, if we evaluate, for each exchange-correlation functional, the sum of the squared difference of the calculated and measured magnetic moment magnitudes, we conclude that these magnitudes are most accurately predicted using EXC2.

Finally, as observed for the calculated zero-Kelvin lattice parameters, the calculated magnetic moment magnitudes are, in ascending order, those obtained using EXC1, EXC3, EXC2 and EXC4. In general, the magnetic moments in metals become larger when the volume of the metal increases (see chapter 5 and [83]). Therefore, it is not surprising that this is observed for both the calculated zero-Kelvin lattice parameters and magnetic moment magnitudes. Again, understanding why this is the case may bring to light pathways for further improvement of exchange-correlation functionals.

---

3We specifically reproduce here the values reported by Pauthenet [82], as they are reproduced in the Landolt-Börnstein data encyclopedia [2].
Table 4.7: Magnitude of the magnetic moments of BCC Fe, HCP Co and FCC Ni at zero Kelvin, predicted using the TB-LMTO ESC program.

<table>
<thead>
<tr>
<th>Metal</th>
<th>Exch.-correlation func. EXC1</th>
<th>Exch.-correlation func. EXC2</th>
<th>Exch.-correlation func. EXC3</th>
<th>Exch.-correlation func. EXC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCC Fe</td>
<td>2.147</td>
<td>2.287</td>
<td>2.207</td>
<td>2.551</td>
</tr>
<tr>
<td>HCP Co</td>
<td>1.550</td>
<td>1.620</td>
<td>1.576</td>
<td>1.667</td>
</tr>
<tr>
<td>FCC Ni</td>
<td>0.607</td>
<td>0.644</td>
<td>0.620</td>
<td>0.659</td>
</tr>
</tbody>
</table>

All magnetic moment magnitudes are in Bohr magnetons.

Table 4.8: Measured magnitude of the magnetic moments of BCC Fe, HCP Co and FCC Ni at zero Kelvin

<table>
<thead>
<tr>
<th>Metal</th>
<th>Measured magnetic moment magnitudes</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCC Fe</td>
<td>2.226</td>
</tr>
<tr>
<td>HCP Co</td>
<td>1.728</td>
</tr>
<tr>
<td>FCC Ni</td>
<td>0.619</td>
</tr>
</tbody>
</table>

All magnetic moment magnitudes are in Bohr magnetons.

Magnetic moment magnitudes are as reported in [2] and [82].
Figure 4.4: Comparison of the measured magnitude of the magnetic moments of the ferromagnetic first-row transition metals, extrapolated to zero Kelvin (table 4.8), and the magnitude of the magnetic moments of these metals as predicted using the TB-LMTO ESC program (table 4.7). The figure shows \( \left( \frac{\text{calculated} - \text{measured}}{\text{measured}} \right) \) magnetic moment magnitudes. Calculations were performed using exchange-correlation functional EXC1 (diamonds), EXC2 (squares), EXC3 (circles) and EXC4 (triangles). Dotted lines guide the eye to data points obtained using the same exchange-correlation functional. Error bars take into account that all calculated and measured magnetic moment magnitudes are precise only to ±0.001 Bohr magnetons. They are smaller than the symbols representing the data points.
4.3 Accuracy of the TB-LMTO ESC Program: Summary

As indicated in section 4.1, we wished to evaluate the accuracy of the TB-LMTO ESC program [28] in predicting the minimum total energy of solids, and the lowest-energy electron distribution of solids. For practical reasons, it is not possible to evaluate the accuracy with which these solid properties are calculated. Nonetheless, we argued that, by evaluating the accuracy with which the TB-LMTO ESC program calculates other properties of solids at zero Kelvin, it is possible to indirectly obtain information about the accuracy with which the program calculates the minimum total energy and lowest-energy electron distribution of a solid.

In section 4.2.2, we showed that the TB-LMTO ESC program most accurately predicts the zero-Kelvin crystal structure and zero-Kelvin magnetic structure of the first-row transition metals when it is used in conjunction with exchange-correlation functionals EXC2 and EXC4 (see table 2.1). We also saw that, like many other ESC programs [55,57,60,62,64,65,67,72], the TB-LMTO ESC program fails to predict the correct zero-Kelvin crystal structure of metallic Fe when used in conjunction with local exchange-correlation functionals like EXC1 and EXC3.

In section 4.2.3, we showed that regardless of which exchange-correlation functional is used, the zero-Kelvin lattice parameters of the first-row transition metals V, Cr, and Fe to Cu, as predicted using the TB-LMTO ESC program (table 4.3), are within 3% of available measurements of these lattice parameters (table 4.4). The three remaining first-row transition metals (Sc, Ti and Zn) are HCP structured. The TB-LMTO ESC program predicts that the $a$-parameters of these metals at zero Kelvin (table 4.3) are within 5% of the measurements of these lattice parameters (table 4.4). In addition, the $c$-parameters of these metals at zero Kelvin are predicted to be within 10% of measurements of these values. In this regard, the performance of the TB-LMTO ESC program is comparable to the performance of other ESC programs in predicting the zero-Kelvin lattice parameters of solids [54–66,68–72,84–86]. We also showed that the TB-LMTO ESC program most accurately predicts the zero-Kelvin lattice parameters of the metals V, Cr and Fe to Cu when
they are calculated using exchange-correlation functional EXC2.

Then, in section 4.2.4, we calculated the bulk modulus of each of the first-row transition metals with the exception of Mn. For all metals except Zn, the calculated bulk moduli are within 5-60% of corresponding measurements. Calculated bulk moduli are most accurate when obtained using exchange-correlation functional EXC4, though typically underestimated. Exchange-correlation functional EXC2 produces the next most accurate bulk modulus values, but they are larger than the measured values. These results allowed us to conclude that the second derivative of the $E_{tot}(a)$ curve obtained using EXC4 at its global minimum is too small while the opposite is true for the $E_{tot}(a)$ curves obtained using EXC1, EXC2 and EXC3.

Finally, in section 4.2.5, we calculated the magnitude of the magnetic moments of BCC Fe, HCP Co and FCC Ni at zero Kelvin using the TB-LMTO ESC program. We showed that these magnetic moment magnitudes, as predicted using the TB-LMTO ESC program, are within 15% of available measured values of these magnitudes. These results are also comparable to those obtained using other common ESC programs [56,58,59,62,64,66,68,72,86]. We also concluded that the magnitude of the magnetic moments in the ferromagnetic first-row transition metals at zero Kelvin is most accurately calculated using EXC2.

In light of the results of sections 4.2.2, 4.2.3 and 4.2.5, it is tempting to conclude that the TB-LMTO ESC program most accurately calculates the minimum total energy of the first-row transition metals when it is used in conjunction with EXC2. However, this may not be the case. It is possible that the $E_{tot}(a)$ curves of the first-row transition metals obtained using EXC2 simply possess a global minimum value at a lattice parameter that is similar to the zero-Kelvin lattice parameters of these metals while the shape of the calculated $E_{tot}(a)$ curves is incorrect. The results of section 4.2.4 suggest that this is indeed the case. That the TB-LMTO ESC program fails to accurately predict the bulk modulus of the first-row transition metals indicates that the curvature of the $E_{tot}(a)$ curves obtained using the program is not accurate. Indeed, the results of section 4.2.4 suggest that the shape of the calculated $E_{tot}(a)$ curves obtained using EXC4 is more accurate than the shape of
the $E_{tot}(a)$ curves obtained using the other exchange-correlation functionals. In addition to the zero-Kelvin lattice parameters that we calculated in this chapter, we could have calculated the dispersion relations $\epsilon(\vec{k})$, the density of states functions $n_v(\epsilon)$, and the Fermi surfaces of the first-row transition metals. But even evaluating the accuracy of these calculations does not amount to a direct evaluation of the calculated $E_{tot}(a)$ curves of the first-row transition metals. The only way to directly evaluate the accuracy of these curves is to compare them to cohesive energy measurements, but this requires measurements of cohesive energy as a function of temperature and pressure which are not always available. In chapter 7, we shall illustrate that the indirect evaluation of the accuracy of an $E_{tot}(a)$ curve may be seriously limited.

It also is interesting, though not unexpected, that the TB-LMTO ESC program predicts least accurately the properties of those first-row transition metals that have the HCP crystal structure. As we indicated in section 2.3 of chapter 2, the TB-LMTO ESC program is expected to predict most accurately the properties of metals that have a highly spherical electron distribution. The charge distribution of the cubic metals is certainly more spherical than the charge distribution of the HCP metals, as the crystal symmetry of the atomic nuclei of these metals is more spherical. We believe that this is the reason why the TB-LMTO ESC program predicts more accurately the properties of the cubic first-row transition metals.

Finally, as indicated in sections 4.2.3 and 4.2.5, the results of the study presented in this chapter provide insights into the accuracy of the different exchange-correlation functionals that are available within the TB-LMTO ESC program. First of all, it is interesting that, in the study presented in section 4.2 of this chapter, the results obtained with EXC1 and EXC3 are very similar. This suggests that these two exchange-correlation functionals are similar even though they are derived differently. As indicated in section 2.2.3 of chapter 2, EXC1 is derived analytically from a physical model of a free electron gas, while EXC3 is derived using the results of computer simulations of an electron gas. Given this apparent similarity of EXC1 and EXC3, it is surprising that the results obtained using EXC2 and EXC4 are so different, as EXC2 is simply an extension of EXC1 and EXC4 is itself an ex-
tension of EXC3. To understand the difference between EXC2 and EXC4, it is necessary to recall that to correctly evaluate the electrostatic energy of the electrons in a solid, one must define conditional electron distributions $\rho_{\bar{R}}(\bar{r})$. As indicated in section 2.1.3 of chapter 2, these distributions are typically constructed by removing from the average charge distribution of the solid, $\rho(\bar{r})$, an “exchange hole” centered at $\bar{r} = \bar{R}$. The performance difference of EXC2 and EXC4 may be the result of a very specific assumption about the exchange-correlation hole that is made in developing EXC4. In developing EXC4, its developers have specifically imposed that all distributions $\rho_{\bar{R}}(\bar{r})$ satisfy $\rho_{\bar{R}}(\bar{r}) \leq \rho(\bar{r})$ at all points $\bar{r}$ [49]. This condition may be unphysical, because in real solids, it may be that $\rho_{\bar{R}}(\bar{r}) > \rho(\bar{r})$ at some points $\bar{r}$. The developers of EXC2 have imposed no such condition on the distributions $\rho_{\bar{R}}(\bar{r})$ [48].

Of course, to correctly determine the reason why the zero-Kelvin lattice parameters of the first-row transition metals are most accurately calculated using EXC2 while the bulk moduli of these metals are more accurately calculated using EXC4, it will be necessary to examine the effect of the other assumptions and approximations made in implementing the TB-LMTO ESC program. For instance, the effect of calculating only the spherical average of the electron distributions $\rho_v(\bar{r})$ and $\rho_c(\bar{r})$ should be investigated more carefully. It may very well be that some exchange-correlation functionals simply cancel some of the errors introduced in the output of the TB-LMTO ESC program as a result of some other approximation or assumption that was made in its implementation.
Chapter 5

The LM-HM Transition in the FCC 3d Transition Metals

Recently, it has been shown experimentally that a composition-controlled low-moment to high-moment (LM-HM) transition occurs in the FCC Fe-Ni alloy system [9,10]. FCC Fe-Ni alloys with less than \( \approx 70 \) atomic % Fe are ferromagnetic materials possessing large magnetic moments with magnitudes that are nearly independent of temperature. Those alloys consisting of approximately 65 atomic % Fe exhibit anomalously low thermal expansion, with the well-known Invar alloy, consisting of 65 atomic % Fe, exhibiting near-zero thermal expansion over a broad range of temperatures [3]. In contrast, FCC Fe-Ni alloys with more than \( \approx 70 \) atomic % Fe have, in their lowest energy state, no magnetic moments or very small magnetic moments. They are termed "anti-Invar alloys" because they exhibit anomalously large thermal expansion as a result of the appearance of magnetic moments within them as they are heated [9]. A theoretical study has also revealed that a composition-controlled LM-HM transition similar to that observed in the FCC Fe-Ni alloy system also occurs in all FCC and HCP Fe-Co, Fe-Ni and Fe-Cu alloy systems [87].

In addition, theoretical investigations have revealed that metallic FCC Fe undergoes a volume-controlled LM-HM transition. Many papers report the calculated minimum total energy versus lattice parameter curve \( E_{\text{tot}}(a) \) and the magnetic moment versus lattice pa-
parameter curve $\mu (a)$ of FCC Fe, as obtained using different electronic structure calculation programs (e.g. [56, 87–105]). These curves show that, when FCC Fe takes its theoretical zero-Kelvin lattice parameter, it possesses no magnetic moments or very small magnetic moments. However, if its lattice parameter is increased sufficiently, magnetic moments appear in FCC Fe. Similar studies of the $E_{tot} (a)$ and $\mu (a)$ curves of FCC Mn [96, 106], FCC Co [101], and FCC Ni [56] have been published. These studies reveal that a volume-controlled LM-HM transition occurs in these metals as well. In fact, it is expected that all first-row transition metals, regardless of their crystal structure, will undergo a volume-controlled LM-HM transition [83]. This is so because free atoms of the first-row transition elements possess large magnetic moments. However, many metallic solids consisting of these elements are non-magnetic [1, 2]. (It should be noted that, from this point on, the term "LM-HM transition" should be taken to mean "volume-controlled LM-HM transition", unless otherwise indicated.)

We are interested in obtaining a deeper understanding of the volume-controlled LM-HM transition of FCC Fe because it affects a number of the thermal properties of metallic Fe and Fe-bearing alloys. Some have argued that the FCC-structured $\gamma$-phase of metallic Fe, which is the stable phase of metallic Fe between 1183 and 1663 Kelvin [1], exists only because a LM-HM transition occurs in FCC Fe [11]. The unconventional thermal properties of the Invar and anti-Invar Fe-Ni alloys, and of other steels and alloys (e.g. [87, 98, 102, 107]), is the result of physical effects arising as a result of the volume-controlled LM-HM transition of FCC Fe. Furthermore, the properties of metallic Fe are currently of interest in the geophysical sciences (e.g. [12–27]). It is believed that the deep core of the Earth consists mostly of metallic Fe [6, p. 421]. In addition, a recent experimental study of typical Earth mantle minerals at high pressures and temperatures has revealed that the Earth’s lower mantle may contain small particles of metallic Fe [7]. Understanding the properties of metallic Fe in the Earth’s core and deep mantle may require a good understanding of the LM-HM transition in FCC Fe. Finally, volume-controlled LM-HM transitions may also occur in metallic Fe when it takes the HCP or other crystal structures

---

1We use the term "theoretical zero-Kelvin lattice parameter" of a material to refer to the lattice parameter at which the $E_{tot} (a)$ curve of the material has a global minimum value.
Such transitions are also likely to occur in other more complex materials. The study of the magnetism of all mineral constituents of the Earth’s core and mantle is a topic of current interest in the geological sciences [108–110].

In an effort to gain a deeper understanding of the volume-controlled LM-HM transition in FCC Fe, and of volume-controlled LM-HM transitions in materials in general, we conduct in this chapter a theoretical study of the first eight first-row transition metals (also known as the “3d metals”), assuming that they possess the FCC crystal structure. Specifically, we discuss, in section 5.1, the theoretical calculation of the total energy versus lattice parameter curves $E_{tot}(a)$ and the magnetic moment versus lattice parameter curves $\mu(a)$ of FCC Sc to FCC Ni. In section 5.2, we show how these calculations allow us to identify a LM-HM transition in all of the eight metals studied. In each metal, the transition is volume-controlled, in that it occurs when the metal has a specific lattice parameter. In section 5.3, we compare some aspects of the LM-HM transition that was identified in all eight metals. We highlight that FCC Fe is special among the metals studied, as its LM-HM transition occurs at a lattice parameter that is only 2.5% larger than its zero-Kelvin lattice parameter. In section 5.4, we focus our attention on the electrons of the first-row transition metals as the LM-HM transition occurs. We illustrate that magnetic moments form in a FCC 3d metal when the resulting increase in the kinetic energy of its electrons is smaller than the accompanying decrease in the total electrostatic energy of the metal. We also examine the evolution of the density of states function $n_v(\epsilon)$ and the spatial distribution $\rho_v(\vec{r})$ of the valence electrons of these metals as their volume is changed, and as the LM-HM transition occurs. We interpret the observed changes in the $n_v(\epsilon)$ and the $\rho_v(\vec{r})$ functions of the FCC 3d metals in terms of the Stoner model of magnetic moment formation in metals [111,112]. Finally, in section 5.5, we summarise the observations of the previous sections and highlight avenues of future research.

We have seen no examples in the scientific literature of a broad study of all FCC 3d metals, similar to the one presented here. Some authors have studied theoretically the composition controlled LM-HM transition in first-row transition metal alloys [87], and others have looked at the volume-controlled LM-HM transition in four metals, namely BCC Cr, BCC
Fe, HCP Co and FCC Ni [56], and BCC V, FCC Fe, FCC Co, and BCC Ni [83]. To our knowledge, no comparative study of the volume-controlled LM-HM transition in all FCC 3d metals has been reported previously.

5.1 Calculation of the $\mu (a)$ and $E_{\text{tot}} (a)$ Curves of the FCC 3d Metals

To study the LM-HM transition in FCC Sc to FCC Ni, we calculate the magnetic moment versus lattice parameter curve $\mu (a)$ of these eight metals using the TB-LMTO ESC program [28]. We also calculate the minimum total energy versus lattice parameter curve $E_{\text{tot}} (a)$ of these metals.\(^2\)

The $\mu (a)$ and $E_{\text{tot}} (a)$ curves of each metal are calculated three times, once assuming that the metal possesses no magnetic moments (NM configuration), once assuming that the metal can possess magnetic moments arranged in a collinear anti-ferromagnetic configuration (AFM configuration), and once assuming that the metals can possess magnetic moments arranged in a collinear ferromagnetic configuration (FM configuration). When a metal possesses magnetic moments arranged in the FM configuration, these magnetic moments are oriented along lines that are perpendicular to the (110) plane of the FCC crystal structure. Magnetic moments arranged in the AFM configuration are also oriented along lines perpendicular to the (110) plane, with alternating atomic planes in the (110) direction possessing magnetic moments oriented in opposite directions. These magnetic moment orientations are identical to those described in section 4.2.1 of chapter 4.

All calculations are performed using the TB-LMTO ESC program [28] with convergence tolerances set to a value of $1.0 \times 10^{-5}$ (Rydberg units for the total energy convergence tolerance, and electrons per cubic Bohr radii for the electron density convergence tolerance).

\(^2\)We use the term "calculating the $E_{\text{tot}} (a)$ (or $\mu (a)$) curve of a material" to refer to the process of calculating the value of a material's $E_{\text{tot}} (a)$ (or $\mu (a)$) curve at a number of lattice parameter values in an effort to gain knowledge of some continuous portion of the material's $E_{\text{tot}} (a)$ (or $\mu (a)$) curve.
and with first BZ discretization integers set to \( L = M = N = 16 \). In all calculations, the motion of the electrons is treated relativistically, and the combined correction terms are utilised (see chapter 2). Also, the single-electron wave functions of the metals' valence electrons are expressed as a linear combination of s-, p- and d-orbitals only, and exchange-correlation functional EXC1 is used (again, see chapter 2). Finally, the value of all \( E_{\text{tot}}(a) \) curves is calculated at a number of lattice parameter values, each separated by an interval of 0.01 Bohr radii, within a range that is typically 0.2 to 0.3 Bohr radii in width.

5.2 Identification of the LM-HM Transition in the FCC 3d Metals

To illustrate the identification of a volume-controlled LM-HM transition in a typical FCC 3d metal, we consider, as a first example, the calculated \( E_{\text{tot}}(a) \) and \( \mu(a) \) curves of FCC Co, shown respectively in figures 5.1 and 5.2. It must be recalled that, at a given lattice parameter \( a \), the \( E_{\text{tot}}(a) \) curve of FCC Co gives the minimum total energy of a Co metal assuming that its constituent atomic nuclei remain stationary on a FCC crystal lattice with lattice parameter \( a \). If, at a given lattice parameter, the minimum total energy of FM FCC Co is smaller than that of AFM FCC Co and of NM FCC Co, then FCC Co has the FM magnetic configuration when it has that lattice parameter. By comparing the \( E_{\text{tot}}(a) \) curves of NM FCC Co, of AFM FCC Co and of FM FCC Co, we can determine if FCC Co undergoes a low-moment to high-moment transition, and we can identify the lattice parameter \( a_{\text{tx}} \) at which such a transition occurs.

When comparing the calculated \( E_{\text{tot}}(a) \) curves of NM FCC Co, AFM FCC Co and FM FCC Co, we must determine if the curves are significantly different or numerically indistinguishable. To do so, we must recall the conclusions of chapter 3, which reports a study of the numerical precision of the TB-LMTO ESC program. In chapter 3, it is shown that the minimum total energy values computed using the TB-LMTO ESC program contain both a calculation precision error (CPE) and a systematic calculation error (SCE). The CPE's in
the calculated minimum total energy values are shown to be of the order of \( \pm 2.5 \times 10^{-7} \) Rydberg units per atom when the calculations are conducted with convergence tolerances set to \( 1.0 \times 10^{-5} \) (Rydberg for the total energy convergence tolerance, and electrons per cubic Bohr radii for the electron density convergence tolerance). Thus, any two minimum total energy values computed using the TB-LMTO ESC program that differ by less than \( \pm 5.0 \times 10^{-7} \) Rydberg units per atom are numerically indistinguishable. It is also shown in chapter 3 that, because of the presence of the SCE’s in the calculated minimum total energy values, care must be taken when comparing the calculated minimum total energy of metals possessing different crystal structures. The same is true of metals possessing different magnetic moment configurations. If the difference of two calculated minimum total energy values is smaller than the difference of their SCE’s, then the energy values in question are numerically indistinguishable.

The SCE in the calculated minimum total energy of a metal possessing the AFM magnetic configuration can be compared to the SCE in the calculated minimum total energy of the same metal when it takes the NM magnetic configuration by taking the difference \( \Delta E_{\text{tot}}(a) = \text{AFM} E_{\text{tot}}(a) - \text{NM} E_{\text{tot}}(a) \) at lattice parameters where the AFM metal has no magnetic moments. If this difference is null, the SCE in the calculated minimum total energy of the AFM metal is the same as that of the NM metal. Table 5.1 shows the SCE in the calculated minimum total energy of the AFM FCC 3d metals, relative to the SCE in the calculated minimum total energy of the metals when they take the NM magnetic configuration. We also compared the SCE’s in the calculated minimum total energy of the NM and FM FCC 3d metals. We found that these SCE’s have identical magnitudes.

We return now to the calculated \( E_{\text{tot}}(a) \) and \( \mu(a) \) curves of FCC Co, which are respectively shown in figures 5.1 and 5.2. In the lower part of figure 5.1, it is clear that the minimum total energy of AFM FCC Co is slightly larger than that of NM FCC Co at all lattice parameters shown in the figure. However, table 5.1 shows that the SCE in the minimum total energy of AFM FCC Co is of the order of \( 4 \times 10^{-5} \) Rydberg units per atom larger than that in the minimum total energy of NM FCC Co. In the lower part of figure 5.1, the error bars denoting these SCE’s stretch downward from the center of the data symbols denot-
Table 5.1: SCE’s in the $E_{tot}(a)$ curves of the AFM FCC 3d metals relative to the SCE’s in the $E_{tot}(a)$ curves of the NM FCC 3d metals

<table>
<thead>
<tr>
<th>Metal</th>
<th>AFM SCE - NM SCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCC Sc</td>
<td>$2 \times 10^{-5}$ Rydberg per atom</td>
</tr>
<tr>
<td>FCC Ti</td>
<td>$-7 \times 10^{-6}$ Rydberg per atom</td>
</tr>
<tr>
<td>FCC V</td>
<td>$5 \times 10^{-6}$ Rydberg per atom</td>
</tr>
<tr>
<td>FCC Cr</td>
<td>$1 \times 10^{-5}$ Rydberg per atom</td>
</tr>
<tr>
<td>FCC Mn</td>
<td>$2 \times 10^{-5}$ Rydberg per atom</td>
</tr>
<tr>
<td>FCC Fe</td>
<td>$-1 \times 10^{-6}$ Rydberg per atom</td>
</tr>
<tr>
<td>FCC Co</td>
<td>$4 \times 10^{-5}$ Rydberg per atom</td>
</tr>
<tr>
<td>FCC Ni</td>
<td>$-2 \times 10^{-4}$ Rydberg per atom</td>
</tr>
</tbody>
</table>

The $\Delta E_{tot}(a) = \text{AFM } E_{tot}(a) - \text{NM } E_{tot}(a)$, and are approximately as large as these data symbols. As the data symbols denoting $\Delta E_{tot}(a) = \text{AFM } E_{tot}(a) - \text{NM } E_{tot}(a)$ overlap the line denoting $\Delta E_{tot}(a) = 0$, we conclude that the $E_{tot}(a)$ curves of AFM FCC Co and of NM FCC Co are numerically indistinguishable.

Also, in the lower part of figure 5.1, the minimum total energy of FM FCC Co is numerically indistinguishable from that of NM FCC Co at lattice parameters between 6.20 to 6.22 Bohr radii. In contrast, the minimum total energy of FM FCC Co is significantly larger than that of NM FCC Co at lattice parameters between 6.23 and 6.26 Bohr radii. The upper part of figure 5.2 shows that FM FCC Co has magnetic moments with non-zero magnitude at these latter lattice parameters. In addition, at lattice parameters greater or equal to 6.27 Bohr radii, figure 5.1 shows that the minimum total energy of FM FCC Co is significantly smaller than the energy of NM FCC Co.

These observations lead us to conclude that FCC Co takes the NM magnetic configuration at lattice parameters smaller than or equal to 6.26 Bohr radii, and the FM magnetic configuration at lattice parameters greater than or equal to 6.27 Bohr radii. We also conclude
that FCC Co undergoes a LM-HM transition at a lattice parameter $a_{tx} = 6.265 \pm 0.005$ Bohr radii. The lower part of figure 5.2 shows the magnitude of the magnetic moments in FCC Co as a function of its lattice parameter, as predicted using the TB-LMTO ESC program. This figure shows that, when FCC Co undergoes its LM-HM transition, the magnitude of its magnetic moments increases by $\Delta \mu = 1.36$ Bohr magnetons.

As a second example, we consider now the $E_{tot}(a)$ and $\mu(a)$ curves of FCC Fe, shown respectively in figures 5.3 and 5.5. It is clear that FCC Fe undergoes a LM-HM transition at some lattice parameter $a_{tx}$ as its lattice parameter is increased from 6.50 to 6.65 Bohr radii. To identify $a_{tx}$ with greater precision, we examine more carefully figures 5.3 and 5.5. In doing so, we recall that all minimum total energy values shown in figure 5.3 contain a CPE of the order of $\pm 2.5 \times 10^{-7}$ Rydberg units per atom. In addition, the SCE in the calculated minimum total energy of AFM FCC Fe is approximately $1 \times 10^{-6}$ Rydberg units per atom smaller than the SCE in the calculated minimum total energy of NM FCC Fe, as shown in figure 5.1.

The lower part of figure 5.3 shows that the $E_{tot}(a)$ curves of NM FCC Fe and FM FCC Fe are numerically indistinguishable at all lattice parameters shown in the figure. Also, the minimum total energy of AFM FCC Fe is numerically indistinguishable from that of NM FCC Fe at lattice parameters between 6.50 and 6.54 Bohr radii. This is more clearly observable in figure 5.4, which shows the same information as the lower part of figure 5.3 but on a finer scale. In figure 5.4 the error bars denoting the SCE's in $\Delta E_{tot}(a) = \text{AFM } E_{tot}(a) - \text{NM } E_{tot}(a)$ stretch upward from the center of the data symbols denoting this function, and are approximately as large as these data symbols. Because the data symbols denoting $\Delta E_{tot}(a) = \text{AFM } E_{tot}(a) - \text{NM } E_{tot}(a)$ overlap the line denoting $\Delta E_{tot}(a) = 0$ at lattice parameters between 6.50 and 6.54 Bohr radii, we conclude that the $E_{tot}(a)$ curves of AFM FCC Fe and of NM FCC Fe are numerically indistinguishable at these lattice parameters. In contrast, the minimum total energy of AFM FCC Fe is significantly larger than that of NM FCC Fe between 6.55 and 6.56 Bohr radii. This is so in spite of the fact that AFM FCC Fe has magnetic moments with non-zero magnitude at these lattice parameters, as shown in figure 5.5. Finally, the minimum total energy of AFM FCC Fe is
significantly smaller than that of NM FCC Fe at lattice parameters greater than or equal to 6.57 Bohr radii.

These observations lead us to conclude that FCC Fe undergoes a LM-HM transition from the NM magnetic configuration to the AFM magnetic configuration at a lattice parameter \( a_{tx} = 6.565 \pm 0.005 \) Bohr radii. The lower part of figure 5.5 shows the magnitude of the magnetic moments in FCC Fe as a function of its lattice parameter, as predicted using the TB-LMTO ESC program. This figure shows that, when FCC Fe undergoes its LM-HM transition, the magnitude of its magnetic moments increases by \( \Delta \mu = 0.63 \) Bohr magnetons.

Conducting a similar analysis of the calculated \( E_{\text{tot}}(a) \) and \( \mu(a) \) curves of FCC Sc to FCC Ni, we conclude that all eight of these metals undergo a LM-HM transition at some lattice parameter \( a_{tx} \). Table 5.2 shows the nature of the LM-HM transition that occurs in each of the metals, the lattice parameter \( a_{tx} \) at which the transition occurs, as well as the change \( \Delta \mu \) of the magnitude of the magnetic moments of the metals when the transition occurs. The calculated \( E_{\text{tot}}(a) \) and \( \mu(a) \) curves of FCC Sc to FCC Ni are shown in section 5.6.

<table>
<thead>
<tr>
<th>Metal</th>
<th>Transition type</th>
<th>( a_{tx} )</th>
<th>( \Delta \mu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCC Sc</td>
<td>NM to FM</td>
<td>11.245 Bohr radii</td>
<td>0.98 Bohr magnetons</td>
</tr>
<tr>
<td>FCC Ti</td>
<td>NM to AFM</td>
<td>9.265 Bohr radii</td>
<td>0.47 Bohr magnetons</td>
</tr>
<tr>
<td>FCC V</td>
<td>NM to AFM</td>
<td>8.135 Bohr radii</td>
<td>0.53 Bohr magnetons</td>
</tr>
<tr>
<td>FCC Cr</td>
<td>NM to AFM</td>
<td>7.405 Bohr radii</td>
<td>2.08 Bohr magnetons</td>
</tr>
<tr>
<td>FCC Mn</td>
<td>NM to AFM</td>
<td>6.745 Bohr radii</td>
<td>0.77 Bohr magnetons</td>
</tr>
<tr>
<td>FCC Fe</td>
<td>NM to AFM</td>
<td>6.565 Bohr radii</td>
<td>0.63 Bohr magnetons</td>
</tr>
<tr>
<td>FCC Co</td>
<td>NM to FM</td>
<td>6.265 Bohr radii</td>
<td>1.36 Bohr magnetons</td>
</tr>
<tr>
<td>FCC Ni</td>
<td>NM to FM</td>
<td>5.575 Bohr radii</td>
<td>0.35 Bohr magnetons</td>
</tr>
</tbody>
</table>

All values of \( a_{tx} \) are precise to ±0.005 Bohr radii.
All values of \( \Delta \mu \) are at worst precise to ±0.01 Bohr magnetons.
Figure 5.1: Minimum total energy versus lattice parameter curve $E_{tot}(a)$ of FCC Co, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $E_{tot}(a)$ curve of NM FCC Co (squares), and of FM FCC Co (circles). The $E_{tot}(a)$ curve of AFM FCC Co has been omitted as it is indistinguishable from that of NM FCC Co on the scale of the figure. The lower figure shows the difference $\Delta E_{tot}(a) = AFM\ E_{tot}(a) - NM\ E_{tot}(a)$ (diamonds) and the difference $\Delta E_{tot}(a) = FM\ E_{tot}(a) - NM\ E_{tot}(a)$ (circles). The figure reveals that FCC Co undergoes a LM-HM transition at a lattice parameter $a_{tx}$ between 6.26 and 6.27 Bohr radii.
Figure 5.2: Magnetic moment versus lattice parameter curve $\mu(a)$ of FCC Co, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $\mu(a)$ curve of NM FCC Co (squares), and of FM FCC Co (circles). The $\mu(a)$ curve of AFM FCC Co has been omitted as it is indistinguishable from that of NM FCC Co on the scale of the figure. The lower figure shows, at a given lattice parameter, the magnetic moment of FCC Co when it takes its lowest-energy magnetic configuration. Squares (circles) indicate that the magnetic moment is that of NM (FM) FCC Co.
Figure 5.3: Minimum total energy versus lattice parameter curve $E_{\text{tot}}(a)$ of FCC Fe, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $E_{\text{tot}}(a)$ curve of NM FCC Fe (squares), and of AFM FCC Fe (diamonds). The $E_{\text{tot}}(a)$ curve of FM FCC Fe has been omitted as it is indistinguishable from that of NM FCC Fe on the scale of the figure. The lower figure shows the difference $\Delta E_{\text{tot}}(a) = \text{AFM } E_{\text{tot}}(a) - \text{NM } E_{\text{tot}}(a)$ (diamonds) and the difference $\Delta E_{\text{tot}}(a) = \text{FM } E_{\text{tot}}(a) - \text{NM } E_{\text{tot}}(a)$ (circles). The figure reveals that FCC Fe undergoes a LM-HM transition at a lattice parameter $a_{tx}$ between 6.56 and 6.57 Bohr radii.
Figure 5.4: Minimum total energy versus lattice parameter curve $E_{\text{tot}}(a)$ of FCC Fe, calculated using the TB-LMTO ESC program as described in section 5.1. The figure shows the difference $\Delta E_{\text{tot}}(a) = \text{AFM} E_{\text{tot}}(a) - \text{NM} E_{\text{tot}}(a)$ (diamonds) and the difference $\Delta E_{\text{tot}}(a) = \text{FM} E_{\text{tot}}(a) - \text{NM} E_{\text{tot}}(a)$ (circles). The figure reveals that FCC Fe undergoes a LM-HM transition at a lattice parameter $a_{tx}$ between 6.56 and 6.57 Bohr radii.
Figure 5.5: Magnetic moment versus lattice parameter curve $\mu_{tot}(a)$ of FCC Fe, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $\mu_{tot}(a)$ curve of NM FCC Fe (squares) and of AFM FCC Fe (diamonds). The lower figure shows, at a given lattice parameter, the magnetic moment of FCC Fe when it takes its lowest-energy magnetic configuration. Squares (diamonds) indicate that the magnetic moment is that of NM (AFM) FCC Fe.
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5.3 General Aspects of the LM-HM Transition in the FCC 3d Metals

Having found that a volume-controlled LM-HM transition occurs in all FCC 3d metals from FCC Sc to FCC Ni, we compare, in figure 5.6, the change $\Delta \mu$ of the magnitude of the magnetic moments of each FCC 3d metal as they undergo their LM-HM transitions. Figure 5.6 also shows the spin magnetic moment $|\mu_s|$ on a free atom of each first-row transition element assuming that the spins of the outer-shell electrons of these atoms align according to Hund’s rules [37, p. 650]. A regular pattern is observed in the value of $|\mu_s|$ as one progresses from Sc to Ni. As one progresses from Sc to Cr, $|\mu_s|$ increases as the outer d-orbitals of the atoms are progressively filled. This is because each subsequent atom in this series possesses one additional electron which occupies alone one of the atom’s d-orbitals. The free atom of Cr has the largest $|\mu_s|$ as it possesses five d-orbital electrons and one s-orbital electron [37]. Thus, the outer orbitals of the Cr atom are exactly half-filled. Then, as one progresses from Cr to Ni, $|\mu_s|$ decreases. This is because each subsequent atom in this series possesses one additional electron which is paired up with an electron already occupying one of the atom’s outer orbitals. In comparison, the figure shows that there is much variation in $\Delta \mu$ as one progresses through the FCC 3d metal series. Of note is the fact that the largest value of $\Delta \mu$ is that of FCC Cr and that a free atom of Cr has a larger value of $|\mu_s|$ than a free atom of any other 3d element [37]. However, there is no obvious trend in the value of $\Delta \mu$ as one progresses through the FCC 3d metal series.

In contrast, an interesting trend is observed when comparing the lattice parameters $a_{tx}$ at which each FCC 3d metal undergoes a LM-HM transition. Figure 5.7 shows the lattice parameter $a_{tx}$ of FCC Sc to FCC Ni. The figure also shows the zero-Kelvin lattice parameter $a_0$ of each of these metals, as predicted using the TB-LMTO ESC program. It should be recalled that the global minimum value of the $E_{tot}(a)$ curve of a metal occurs at the lattice parameter $a_0$. It should also be recalled that the zero-Kelvin lattice parameters shown in figure 5.7 are estimates of the lattice parameters that the metals Sc to Ni would possess at zero Kelvin if they possessed the FCC crystal structure at this temperature.
Figure 5.7 illustrates that Fe is positioned at a special location in the series of FCC 3d transition metals. Each metal prior to and including Fe in the series undergoes a LM-HM transition at a lattice parameter $a_{tx}$ that is larger than its zero-Kelvin lattice parameter. In contrast, each metal following Fe in the series undergoes a LM-HM transition at lattice parameter $a_{tx}$ that is smaller than its zero-Kelvin lattice parameter. This means that all metals prior to and including FCC Fe have no magnetic moments at zero Kelvin. However, these metals will acquire magnetic moments if they are expanded sufficiently. In contrast, the metals following FCC Fe in the first-row transition metal series possess magnetic moments arranged in the FM magnetic configuration at zero Kelvin. If they are compressed sufficiently, these latter metals will lose their magnetic moments. The difference between the lattice parameter $a_{tx}$ and the zero-Kelvin lattice parameter $a_0$ of FCC Fe is smaller than the same difference in all other FCC first-row transition metals.

In figure 5.8, we show the atomic volume $v_{tx} = a_{tx}^3/4$ at which the FCC 3d metals undergo a LM-HM transition. We also show the atomic volume of these metals at zero Kelvin as predicted using the TB-LMTO ESC program, namely $v_0 = a_0^3/4$. We also constructed, but do not show, figures showing $\log_2 (v_{tx})$, $\ln (v_{tx})$, and $\log_{10} (v_{tx})$. These latter figures, along with figure 5.8, are very similar to figure 5.7. Unfortunately, they fail to reveal any additional information about the LM-HM transition in the first-row transition metals.

Figure 5.9 shows the lattice parameters $a_{tx}$ of the FCC 3d transition metals as a percentage of the predicted zero-Kelvin lattice parameters $a_0$ of these metals. A dashed line denoting $(a_{tx} - a_0)/a_0 = 2.5\%$ is included in the figure because those first-row transition metals that in reality possess the FCC structure (namely Ni and Cu) have $(a_{mp} - a_0)/a_0 \approx 2.5\%$, where $a_{mp}$ is the lattice parameter of the metal at its melting point [80]. In figure 5.9, only FCC Fe has $(a_{tx} - a_0)/a_0 \leq 2.5\%$. We therefore expect that, as it is heated from zero Kelvin to its melting point, the normal thermal expansion of FCC Fe will cause its lattice parameter to increase beyond the lattice parameter $a_{tx}$ at which it undergoes a LM-HM transition. We therefore expect that FCC Fe will have no magnetic moments at zero Kelvin, but will acquire magnetic moments as it is heated and its lattice parameter expands beyond $a_{tx}$. This is the mechanism that is proposed by Lagarec et al. to explain the anti-Invar effect.
that is observed in some Fe-rich FCC Fe-Ni alloys [9]. This mechanism is also thought to be important in understanding the phase transition from the BCC $\alpha$-Fe phase to the FCC $\gamma$-Fe phase in real metallic Fe [11]. We believe that understanding this mechanism is likely to be important in understanding the physical properties of the metallic iron thought to be present in the deep mantle and core of the Earth [6,7].

Finally, we show in the upper part of figure 5.10 the work that must be done to change the lattice parameter of each FCC 3d metal from $a_0$ to $a_{tx}$ at zero Kelvin. This work is simply $W = E_{tot}(a_{tx}) - E_{tot}(a_0)$. Again, this figure shows that FCC Fe is special among the FCC 3d metals, as the work required to change its lattice parameter from $a_0$ to $a_{tx}$ is smaller than the work required to do the same for all other FCC 3d metals. In the lower part of figure 5.10, we provide an estimate of the pressure that must be applied to each FCC 3d metal to maintain its lattice parameter at $a_{tx}$. The pressure that must be applied to a FCC 3d metal to maintain its atomic volume $v$ at temperature $T$ is [76, p. 273]:

$$p(v, T) = -\frac{\delta F(v, T)}{\delta v},$$

where $F(v, T)$ is simply the free energy per atom of the metal as a function of its atomic volume $v$ and temperature $T$ [76, p. 268]. When a FCC metal has a temperature of $T = 0$ Kelvin, its free energy function is $F(v, T) \approx E_{tot}(a)$, where $v = \frac{a^3}{4}$. Thus, at zero Kelvin, the pressure that must be applied to a FCC 3d metal to maintain its lattice parameter at $a_{tx}$ is approximately:

$$p_{tx} = -\frac{dE_{tot}(a)}{da} \left. \frac{da}{dv} \right|_{a=a_{tx}}.$$

We estimate these pressures by evaluating numerically the derivative of the $E_{tot}(a)$ curve of each FCC 3d metal at $a = a_{tx}$. In figure 5.10, we see that $p_{tx}$ is negative for all metals prior to and including Fe in the first-row transition metal series. This is sensical, as these metals all have $a_{tx} > a_0$. Thus, to change the lattice parameters of these metals from $a_0$ to $a_{tx}$, these metals must be expanded. This requires the application of a negative pressure. However, positive pressures must be applied to FCC Co and FCC Ni to maintain their lattice parameters at $a_{tx}$. To do so, a pressure of $\approx 40$ GPa must be applied to FCC Co and a pressure of $\approx 390$ GPa must be applied to FCC Ni.³ The pressure at the center of

³We identified a paper in which it is reported that FCC Ni remains ferromagnetic beyond $\approx 300$ GPa,
the Earth is of the order of \( \approx 360 \) GPa and of the order of \( \approx 40 \) GPa at a depth between \( \approx 1000 \) and \( \approx 1100 \) km below the surface of the Earth [114–116]. (It should be noted that the Earth’s mantle extends to \( \approx 2900 \) km below the Earth’s surface [6, 115].) Thus, we expect that FCC Ni will have large magnetic moments even if it is located at the center of the Earth. In contrast, we expect that FCC Co will have large magnetic moments if it is located at a depth smaller than 1000 km within the Earth, and no magnetic moments if it is located at a depth greater than 1100 km. If it is located at a depth between 1000 and 1100 km, the lattice parameter of FCC Co will be in the vicinity of \( a_{tx} \). We therefore expect that the thermal properties of FCC Co will be affected by its LM-HM transition at these depths.

and that the ferromagnetic phase of FCC Co becomes unstable at a pressure somewhat smaller than \( \approx 70 \) GPa [113].
Figure 5.6: Magnetic moment of the first-row transition metals. Circles show the change $\Delta \mu$ of the magnitude of the magnetic moments of the FCC 3d metals as they undergo a LM-HM transition. Squares show the magnitude of the spin magnetic moment $\mu_s$ on a free atom of each first-row transition element.
Figure 5.7: Lattice parameters $a_{_{tz}}$ and predicted zero-Kelvin lattice parameters of FCC Sc to FCC Ni. Diamonds and squares show zero-Kelvin lattice parameters predicted using the TB-LMTO ESC program and exchange-correlation functional EXC1. A diamond indicates that a metal has the NM magnetic configuration at zero Kelvin. A square indicates that a metal has the FM magnetic configuration at zero Kelvin. Triangles indicate the lattice parameters $a_{_{tz}}$ at which the metals undergo a LM-HM transition. A downward pointing triangle indicates that a metal undergoes a transition from the NM to the FM magnetic configuration. An upward pointing triangle indicates that a metal undergoes a transition from the NM to the AFM magnetic configuration. The results obtained for FCC Fe are highlighted with an ellipse.
Figure 5.8: Volume per atom of FCC Sc to FCC Ni at the low-moment to high-moment transition and at zero Kelvin. Diamonds and squares show volume per atom at zero Kelvin as predicted using the TB-LMTO ESC program and exchange-correlation functional EXC1. A diamond indicates that a metal has the NM magnetic configuration at zero Kelvin. A square indicates that a metal has the FM magnetic configuration at zero Kelvin. Triangles indicate the volume per atom of a metal as it undergoes a LM-HM transition. A downward pointing triangle indicates that a metal undergoes a transition from the NM to the FM magnetic configuration. An upward pointing triangle indicates that a metal undergoes a transition from the NM to the AFM magnetic configuration. The results obtained for FCC Fe are highlighted with an ellipse.
Figure 5.9: Difference of the lattice parameters $a_{tx}$ and the lattice parameters $a_0$ of FCC Sc to FCC Ni, expressed as a percentage of the lattice parameters $a_0$. The dashed line indicates $(a_{tx} - a_0) / a_0 = 2.5\%$. This value is highlighted because those 3d metals that have the FCC crystal structure (namely Ni and Cu) have $(a_{tx} - a_0) / a_0 < 2.5\%$ at all temperatures.
Figure 5.10: The upper figure shows the work required to change the lattice parameter of each FCC 3d metal from $a_0$ to $a_{tx}$ at zero Kelvin. This work is $W = E_{\text{tot}}(a_{tx}) - E_{\text{tot}}(a_0)$. The lower figure shows the pressure that must be applied to each FCC 3d metal to maintain its lattice parameter at $a_{tx}$. 
5.4 Electronic Aspects of the LM-HM Transition in the FCC 3d Metals

Having discussed some of the general aspects of the LM-HM transition that occurs in the FCC 3d metals, we now turn our attention to the electrons of these metals. More specifically, we wish to understand how the energy and the spatial distribution of these electrons changes as the LM-HM transition occurs. We believe that this will provide insight into the physical mechanism giving rise to the LM-HM transition in the FCC 3d metals.

To begin, we examine the evolution of the energy of the electrons of the FCC 3d metals as the LM-HM transition occurs. Before we do so, it must be recalled that, within the TB-LMTO ESC program, the minimum total energy of a solid with lattice parameter $a$ is expressed as:

$$E_{\text{tot}} (a) = E_{\text{ekin}} (a) + U_{\text{etot}} (a) + U_{\text{Mad}} (a),$$

where $E_{\text{ekin}} (a)$ is the total kinetic energy of the solid’s electrons when they take their lowest-energy configuration, and $U_{\text{etot}} (a) + U_{\text{Mad}} (a)$ is the total electrostatic energy of the solid when its electrons take their lowest-energy configuration (see chapter 2). Because the Madelung term $U_{\text{Mad}} (a)$ in the minimum total energy of the FCC 3d metals is always null, we can express the $E_{\text{tot}} (a)$ curve of any FCC 3d metal as:

$$E_{\text{tot}} (a) = E_{\text{ekin}} (a) + U_{\text{etot}} (a).$$

We now examine $E_{\text{ekin}} (a)$ and $U_{\text{etot}} (a)$ in all FCC 3d metals when these metals have lattice parameters $a = a_{tx} - 0.005$ Bohr radii and $a = a_{tx} + 0.005$ Bohr radii. For each FCC 3d metal, the calculated value of the metal’s $E_{\text{tot}} (a)$ curve at $a = a_{tx} - 0.005$ Bohr radii is the calculated value of the curve that most immediately precedes the metal’s LM-HM transition. Similarly, the calculated value of the metal’s $E_{\text{tot}} (a)$ curve at $a = a + 0.005$ Bohr radii is the calculated value of the curve that most immediately follows the metal’s LM-HM transition.

Figure 5.11 shows the difference $\Delta E_{\text{ekin}} = \text{HM} E_{\text{ekin}} - \text{NM} E_{\text{ekin}}$ for all FCC 3d metals when these metals possess lattice parameters 0.005 Bohr radii smaller than or larger than...
the lattice parameters \(a_{tx}\) given in table 5.2. HM \(E_{\text{kin}}\) denotes FM \(E_{\text{kin}}\) (or AFM \(E_{\text{kin}}\)) if a given metal undergoes a LM-HM transition from the NM magnetic configuration to the FM configuration (or from the NM magnetic configuration to the AFM configuration), as indicated in table 5.2. Figure 5.11 also shows the difference \(\Delta U_{\text{etot}} = \text{HM } U_{\text{etot}} - \text{NM } U_{\text{etot}}\) for all FCC 3d metals when these metals possess lattice parameters 0.005 Bohr radii smaller than or larger than the lattice parameters \(a_{tx}\) given in table 5.2. The figure shows that, at lattice parameters smaller than and larger than the lattice parameter \(a_{tx}\), the kinetic energy \(E_{\text{kin}}\) of the electrons in the FCC 3d metals is larger when the metals possess magnetic moments. The opposite is true for \(U_{\text{etot}}\). Thus, we conclude that when a FCC 3d metal has magnetic moments, the kinetic energy of its electrons is larger than it would be if the metal had no magnetic moments. In contrast, when a FCC 3d metal has magnetic moments, the total electrostatic energy of the metal is smaller than it would be if the metal had no magnetic moments. In light of this, and realizing that \(\Delta E_{\text{kin}} (a) + \Delta U_{\text{etot}} (a) = \text{HM } E_{\text{tot}} (a) - \text{NM } E_{\text{tot}} (a)\) (see equation 5.4), we conclude that magnetic moments appear in a FCC 3d metal when their formation brings about an increase in the kinetic energy of the metal's electrons that is smaller than the corresponding decrease in the total electrostatic energy of the metal.

It has previously been reported that, when magnetic moments form in a metallic solid, the kinetic energy of its electrons increases while its total electrostatic energy decreases [117]. Accepted theoretical models of magnetic moment formation in metallic solids [111, 112, 118–121], and of magnetic moment formation on impurity atoms in metallic solids [122], also show that this is the case. The results illustrated in figure 5.11 are thus not surprising. However, published theoretical models of magnetic moment formation in metallic solids examine only the effect of magnetic moment formation on the solid's valence electrons while neglecting the solid's core electrons [111, 112, 118–122]. In contrast, the results of figure 5.11 were obtained using the TB-LMTO ESC program, which considers both the solid's valence electrons and core electrons when calculating the total energy of a solid. To our knowledge, this is the first reported study considering the effect of magnetic moment formation on both the core and valence electrons of a solid.
Figure 5.11: Figure shows $\Delta E_{e_{kin}} = \text{HM } E_{e_{kin}} - \text{NM } E_{e_{kin}}$ and $\Delta U_{e_{tot}} = \text{HM } U_{e_{tot}} - \text{NM } U_{e_{tot}}$. Squares (diamonds) indicate $\Delta E_{e_{kin}}$ at lattice parameters 0.005 Bohr radii smaller (larger) than the lattice parameters $a_{tx}$ given in table 5.2. Upward pointing triangles (downward pointing triangles) show $\Delta U_{e_{tot}}$ at lattice parameters 0.005 Bohr radii smaller (larger) than the lattice parameters $a_{tx}$ given in table 5.2.
Having examined the energy of all the electrons of the FCC 3d metals as they undergo a LM-HM transition, we now focus our attention on the valence electrons of these metals. We examine these electrons in greater detail as they are the ones that participate in the formation of the magnetic moments in the FCC 3d metals. We specifically examine the density of states function of these electrons \( n_v(\epsilon) \), as well as the spatial distribution of these electrons \( \rho_v(\vec{r}) \).

As indicated in chapter 2, the TB-LMTO ESC program calculates the spherical average of the spatial distribution of the valence electrons of a metal, which we label \( \rho_v(\vec{r}) \). The distribution \( \rho_v(\vec{r}) \) is defined as follows (see equation 2.38):

\[
\rho_v(\vec{r}) = \frac{1}{4\pi} \sum_l |\phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i)|^2 \int_{E_F}^{E_F} n_{v,l}(\epsilon) d\epsilon \\
+ \frac{1}{4\pi} \sum_l 2\phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i)\phi_l^*(\epsilon_{\mu,l}, |\vec{r}|, s_i) \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l}) n_{v,l}(\epsilon) d\epsilon \\
+ \frac{1}{4\pi} \sum_l \left\{|\phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i)|^2 + \phi_l^*(\epsilon_{\mu,l}, |\vec{r}|, s_i)\phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i)\right\} \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l})^2 n_{v,l}(\epsilon) d\epsilon,
\]

but in our study of the FCC 3d metals, we take \( \rho_v(\vec{r}) \) to be as follows:

\[
\rho_v(\vec{r}) = \frac{1}{4\pi} \sum_l |\phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i)|^2 \int_{E_F}^{E_F} n_{v,l}(\epsilon) d\epsilon \\
= \rho_{v,s}(\vec{r}) + \rho_{v,p}(\vec{r}) + \rho_{v,d}(\vec{r}).
\]

We term the distributions \( \rho_{v,s}(\vec{r}), \rho_{v,p}(\vec{r}) \) and \( \rho_{v,d}(\vec{r}) \) the s-orbital, p-orbital and d-orbital components of \( \rho_v(\vec{r}) \).

In equation 5.6, the last two terms of equation 5.5 are simply dropped. This is justified because the integrals \( \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l}) n_{v,l}(\epsilon) d\epsilon \) and \( \int_{E_F}^{E_F} (\epsilon - \epsilon_{\mu,l})^2 n_{v,l}(\epsilon) d\epsilon \) are typically two orders of magnitude smaller than the integral \( \int_{E_F}^{E_F} n_{v,l}(\epsilon) d\epsilon \) while the order of magnitude of the functions \( \phi_l(\epsilon_{\mu,l}, |\vec{r}|, s_i), \phi_l^*(\epsilon_{\mu,l}, |\vec{r}|, s_i) \) and \( \phi_l^*(\epsilon_{\mu,l}, |\vec{r}|, s_i) \) is identical at almost all values of \( |\vec{r}| \). We thus estimate that the last two terms of equation 5.5 represent approximately
±2% of the total value of \( \rho_v(\vec{r}) \) at any \( \vec{r} \). As a result, we consider that the distribution \( \rho_v(\vec{r}) \), as defined in equation 5.6, contains an error of the order of ±2% of its value. This error is much larger than the calculation precision errors that are present in the calculated values of \( \rho_v(\vec{r}) \).

For reasons indicated in section 4.1, we do not have at our disposal experimental measurements that would permit us to evaluate the accuracy of the distribution of the valence electrons of the FCC 3d metals, as calculated using the TB-LMTO ESC program. However, the accuracy of the TB-LMTO ESC program in calculating electron distributions has been tested by others (see [77]). These tests convince us that the TB-LMTO ESC program can calculate the electron distribution of the valence electrons of the FCC 3d metals with sufficient accuracy to allow for a qualitative study of the evolution of these distributions as a LM-HM transition occurs in these metals.

Furthermore, in calculating the minimum total energy of a metal, the TB-LMTO ESC program calculates, as an intermediate step, the density of states function \( n_v(\epsilon) \) of the metal’s valence electrons (see section 2.2.2). To understand the significance of the \( n_v(\epsilon) \) function of a metal, it must be recalled that within the TB-LMTO ESC program, the kinetic energy of the electrons in a metal is calculated as follows (see equation 2.40):

\[
E_{e\text{kin}} = \sum_{i,\text{core}} \epsilon_i + \sum_{i,\text{valence}} \epsilon_i \\
- \left\{ - \int d\vec{r} \sum_i \frac{Q_i q}{|\vec{R}_i - \vec{r}|} \rho(\vec{r}) + \int d\vec{r} d\vec{r'} \frac{q^2}{|\vec{r} - \vec{r'}|} \rho(\vec{r})\rho(\vec{r'}) - \sum_s \int d\vec{r} V_{XC}(\vec{r},s) \rho_s(\vec{r}) \right\},
\]

(5.7)

where \( \epsilon_i \) is the energy of the \( i^{th} \) electron in the metal treated as an independent particle in a potential that is the result of its electrostatic interaction with all other electrons and atomic nuclei in the metal. The density of states function provides information about the single-electron energy values \( \epsilon_i \) of the valence electrons of a metal. Specifically, the product \( n_v(\epsilon) \, d\epsilon \) is the number of valence electrons in the metal that have energy within an infinitesimal interval \( d\epsilon \) of \( \epsilon \). We expect that as magnetic moments form within any FCC
3d metal, or as the lattice parameter of the metal is changed, the single-electron energy values of the metal's valence electrons will also change. This will cause the density of states function of the metal to change.

Before proceeding with a study of the \( n_v(\epsilon) \) functions of the FCC 3d metals, we must evaluate the accuracy and precision of these functions, as they are calculated using the TB-LMTO ESC program. To do so, we calculate the \( n_v(\epsilon) \) function of a FCC Cu solid with lattice parameter \( a = 6.69 \) Bohr radii (namely the zero-Kelvin lattice parameter of metallic Cu as predicted using the TB-LMTO ESC program and exchange-correlation functional EXC1). Metallic Cu is one of only two first-row transition metals that takes the FCC crystal structure at room temperature and ambient pressure. Also, measurements of the density of states function of metallic Cu are available [123,124]. This makes possible the evaluation of the accuracy of the \( n_v(\epsilon) \) function of FCC Cu, as calculated using the TB-LMTO ESC program.

Our results reveal that the calculated density of states function of FCC Cu is precise to \( \pm 0.001 \) electrons per Rydberg unit at all values of \( \epsilon \). In addition, we compare, in figure 5.12, our calculated \( n_v(\epsilon) \) function of FCC Cu to experimental measurements of this function. Specifically, we compare our calculations to measurements performed by W. E. Spicer [123] and by Krolikowski and Spicer [124]. These measurements are reproduced in figure 5.12 as they are reported in the Landolt-Börnstein data encyclopedia [125]. In this latter publication, calculations of the density of states function of FCC Cu are compared to both of these measurements. However, most calculations are more similar to the measurement of Spicer [123] than to that of Krolikowski and Spicer [124].

Like the calculations reported in the Landolt-Börnstein encyclopedia, our calculated \( n_v(\epsilon) \) function is more similar to the measurement of W. E. Spicer [123] than to that of Krolikowski and Spicer [124]. Our calculation is similar to the measurement of Spicer in that as \( \epsilon \) is decreased from the Fermi energy \( E_F \), both \( n_v(\epsilon) \) functions possess an initial sharply rising feature as well as a series of three seemingly corresponding peaks and troughs. (In the figure, the Fermi level is \( \epsilon = 0 \).) The features of our calculated \( n_v(\epsilon) \) function occur
at an energy approximately 0.05 Rydberg units larger than the energy at which seemingly corresponding features occur in the measurement of Spicer. The accuracy of our calculation is comparable to that of other calculated $n_v(\varepsilon)$ functions of metallic Cu that are reported in the Landolt-Börnstein encyclopedia [125]. We thus conclude that the TB-LMTO ESC program can calculate the $n_v(\varepsilon)$ functions of the first-row transition metals with sufficient accuracy to allow for a qualitative study of the evolution of these functions as the first-row transition metals undergo a LM-HM transition.
Figure 5.12: Calculated and measured density of states function $n_v(\epsilon)$ of FCC Cu. In both figures, the solid line denotes the density of states function of FCC Cu as calculated using the TB-LMTO ESC program. In the upper figure (lower figure), a dashed line denotes the measurement of Spicer [123] (of Krolikowski and Spicer [124]). Error bars denoting the precision of the calculated and measured values are omitted as they are smaller than the thickness of the plot lines.
We now examine the effect of the formation of magnetic moments on the valence electrons of the FCC 3d metals. In figures 5.13 and 5.14, we compare the \( n_v(\epsilon) \) and \( \rho_v(|\vec{r}|) \) functions of the NM FCC 3d metals and the HM FCC 3d metals. The HM magnetic moment configuration is the FM (or AFM) configuration if a given metal undergoes a LM-HM transition from the NM to the FM configuration (or from the NM to the AFM configuration), as indicated in table 5.2. Also, in all calculations, the metals adopt the lattice parameters \( a_{tx} \) reported in table 5.2. In both figures, solid lines (dashed lines) denote the \( n_v(\epsilon) \) functions or the \( \rho_v(|\vec{r}|) \) functions of the NM FCC 3d metals (HM FCC 3d metals). Finally, it should be noted that figure 5.13 is shown in two parts.

Figure 5.13 illustrates that the \( n_v(\epsilon) \) functions of the HM FCC 3d metals differ from those of the NM FCC 3d metals. For most metals, significant differences between these \( n_v(\epsilon) \) functions occur at energies in the range \( (E_F - 0.1) < \epsilon < E_F \) Rydberg units. This suggests that the electrons with \( \epsilon \) in the vicinity of the Fermi energy play an important role in the magnetic moment formation process in the FCC 3d metals. Significant differences in the \( n_v(\epsilon) \) functions also occur at energies greater than the Fermi energy. We consider these differences to be less important, as they concern single-electron energy states that are not occupied when the metal has a temperature of zero Kelvin.

In figure 5.14, we show the valence electron distributions \( \rho_v(|\vec{r}|) \) of the NM FCC 3d metals and the HM FCC 3d metals. More specifically, we show the radial components of \( \rho_v(|\vec{r}|) \), which we label \( \rho_v(|\vec{r}|) \), versus \( |\vec{r}| \). The figure illustrates that in all FCC 3d metals, \( \rho_v(|\vec{r}|) \) is essentially unchanged upon the formation of magnetic moments. We therefore conclude that any changes in \( \rho_v(|\vec{r}|) \) that accompany the formation of magnetic moments are strictly changes to the angular components of these distributions.
Figure 5.13: Calculated density of states functions $n_v(\varepsilon)$ of the FCC 3d metals Sc to Cr with lattice parameter $a_{tx}$. Solid lines (dashed lines) denote the $n_v(\varepsilon)$ functions of the NM FCC 3d metals (HM FCC 3d metals). When they possess magnetic moments, Sc takes the FM magnetic moment configuration while Ti, V and Cr take the AFM magnetic moment configuration. Error bars denoting the numerical precision of the calculated values are omitted as they are smaller than the thickness of the plot lines.
Figure 5.13: Calculated density of states functions $n_v(\varepsilon)$ of the FCC 3d metals Mn to Ni with lattice parameter $a_{tx}$. Solid lines (dashed lines) denote the $n_v(\varepsilon)$ functions of the NM FCC 3d metals (HM FCC 3d metals). When they possess magnetic moments, Co and Ni take the FM magnetic moment configuration while Mn and Fe take the AFM magnetic moment configuration. Error bars denoting the numerical precision of the calculated values are omitted as they are smaller than the thickness of the plot lines.
Figure 5.14: Calculated electron distributions of the NM and HM FCC 3d metals, $\rho_v(|\vec{r}|)$ versus $|\vec{r}|$. In all calculations the FCC 3d metals have lattice parameter $a_{tx}$. The electron distributions of the NM FCC 3d metals and of the HM FCC 3d metals are indistinguishable in the figure. When they possess magnetic moments, Sc, Co and Ni take the FM magnetic moment configuration while Ti, V, Cr, Mn and Fe take the AFM magnetic moment configuration. The thickness of each plot line is chosen to represent the numerical uncertainty of the calculated values.
In an effort to understand the conditions that must be met in order for magnetic moments to form in the FCC 3d metals, we now compare, in figures 5.15, 5.16 and 5.17, the calculated $n_v(\varepsilon)$ and $\rho_v(\vec{r})$ functions of the NM FCC 3d metals when they adopt their zero-Kelvin lattice parameters $a_0$, and when they adopt the lattice parameters $a_{tx}$ reported in table 5.2. In all three figures, a solid line (dashed line) denotes the $n_v(\varepsilon)$ function or the $\rho_v(\vec{r})$ function of a metal when its lattice parameter is $a_{tx}$ (is $a_0$).

In figure 5.15, the calculated $n_v(\varepsilon)$ functions of the FCC 3d metals are shown. Clearly, the calculated $n_v(\varepsilon)$ functions of Mn and Fe are similar at $a_0$ and at $a_{tx}$. This is not surprising as both Mn and Fe have $(a_{tx} - a_0) / a_0 < 5\%$. We thus expected that the $n_v(\varepsilon)$ functions of these metals would be similar at $a_0$ and at $a_{tx}$ because these lattice parameters are themselves similar. For all other metals, the $n_v(\varepsilon)$ function at $a_0$ is significantly different of that at $a_{tx}$. In most metals, the most significant differences occur at energy values within 0.1 Rydberg units of the Fermi energy $E_F$. Specifically, $n_v(E_F)|_{a=a_0} < n_v(E_F)|_{a=a_{tx}}$ for Sc to Cr while the opposite is true for Co and Ni. Recalling that $a_{tx} > a_0$ for Sc to Cr, that $a_{tx} \approx a_0$ for Mn and Fe, and that $a_{tx} < a_0$ for Co and Ni (see figure 5.7), figure 5.15 indicates that as the lattice parameter of a FCC 3d metal is increased, the width of the energy bands of its valence electrons is decreased. This is accompanied by an increase in the density of states of its valence electrons at $E_F$.

In figure 5.16, we show the calculated valence electron distributions $\rho_v(\vec{r})$ of the NM FCC 3d metals. Then, in figure 5.17, we show the calculated d-orbital components of these electron distributions, $\rho_{v,d}(\vec{r})$. More precisely, the figures show plots of the radial components of these distributions, which we label $\rho_v(|\vec{r}|)$ and $\rho_{v,d}(|\vec{r}|)$, versus $|\vec{r}|$. In analyzing the results of figures 5.16 and 5.17, it must again be recalled that for Sc to Fe, $a_{tx} > a_0$, while $a_{tx} < a_0$ for Co and Ni. Keeping this in mind, the results of figure 5.16 (in particular those for Sc, Ti, V and Cr) show that when the lattice parameters of the FCC 3d metals are increased, their valence electrons move further away from their atomic nuclei (which are located at $|\vec{r}| = 0$). This is sensible because when a metal has a larger lattice parameter, there is more space available between its atomic nuclei for its valence electrons to occupy. Interestingly, the results of figure 5.17 indicate that the distributions $\rho_{v,d}(|\vec{r}|)$
do not change significantly when the lattice parameters of the metals are changed. Thus, the changes in the electron distributions of the FCC 3d metals that are evident in figure 5.16 are almost exclusively changes in the s-orbital and the p-orbital components of these distributions.

That the distributions $\rho_{v,d}(|\vec{r}|)$ do not change very much when the lattice parameters of the FCC 3d metals are changed is surprising to us. It is known that the magnetic moments of the FCC 3d metals are mostly the result of the spin-polarization of their d-electrons. This means that the d-orbital distributions $\rho_{v,d}(\vec{r})$ are the distributions of those electrons that participate most meaningfully in the formation of magnetic moments in the FCC 3d metals. We expected that at lattice parameters smaller than $a_{tx}$, the distributions of these electrons would be non-conducive to the formation of magnetic moments, but that they would become conducive to the formation of magnetic moments as the lattice parameters of the FCC 3d metals were increased. We thus expected that the distributions $\rho_{v,d}(\vec{r})$ would change significantly as the lattice parameters of the FCC 3d metals were increased.

The results of figures 5.13 to 5.17 can be meaningfully interpreted in terms of the Stoner model of magnetic moment formation in metals [111,112]. According to the Stoner model, magnetic moments form in a metal when $I \times n_v(E_F)/2 > 1$, where the "Stoner parameter" $I$ is the reduction in electrostatic energy that accompanies the alignment of the spins of two of the metal's electrons, initially with counter-aligned spins. Typically, the electrostatic energy of a pair of electrons is lower when their spins are aligned because the exchange term of the electrostatic energy expression is more negative when this is the case (see section 2.1.2). The Stoner criterion is a very simple theory that cannot capture all the complexities of magnetic moment formation in real metals. Nonetheless, the essence of the Stoner criterion is that two conditions must simultaneously be met in order for magnetic moments to form in a metal. Specifically, $n_v(E_F)$ must be sufficiently large, and there must be a sufficiently large reduction in electrostatic energy when the spins of the electrons of the metal become aligned.

In light of this understanding, figures 5.13 and 5.15 suggest that at small lattice parame-
ters, the value of \( n_v(E_F) \) is too small for magnetic moments to form within the FCC 3d metals. Then, as the lattice parameters of the metals are increased to \( a_{tx} \), \( n_v(E_F) \) becomes sufficiently large to permit the formation of magnetic moments. The increase in \( n_v(E_F) \) is itself the result of the narrowing of the energy bands of the valence electrons of the FCC 3d metals, as illustrated in figure 5.13. This narrowing can be understood in terms of the tight-binding theory of energy band formation (for a good description of this theory, see [37,126]). It is generally understood that this theory is appropriate for modelling the formation of the energy bands of the d-electrons in the FCC 3d metals [37, p. 176]. Essentially, as the lattice parameters of the FCC 3d metals are increased, the d-electrons located on different atomic nuclei within the metals move further and further apart. As a result, the overlap of their orbitals becomes less and less significant, and this causes the energy bands of the FCC 3d metals to become narrower [126, p. 141].

That the d-electron distributions of the FCC 3d metals do not change significantly as the lattice parameters of the metals are changed, as illustrated in figure 5.17, suggests that magnetic moments do not form at lattice parameters smaller than \( a_{tx} \) exclusively because the value of \( n_v(E_F) \) is too small. However, figures 5.16 and 5.17 together suggest that the s- and p-orbital electrons may be impeding the formation of magnetic moments in the FCC 3d metals at lattice parameters smaller than \( a_{tx} \). Together, these figures indicate that a larger number of s- and p-electrons are located between the atomic nuclei and the d-electrons at small lattice parameters. The s- and p-electrons may be screening the electrostatic interaction of d-electrons located on different sides of the atomic nuclei, thus reducing the Stoner parameter \( I \). As the lattice parameters of the FCC 3d metals are increased, their s- and p-electrons move away from their atomic nuclei, thus allowing their d-electrons to interact more strongly.
Figure 5.15: Calculated density of states functions $n_v(\varepsilon)$ of the NM FCC 3d metals Sc to Cr. Solid lines (dashed lines) denote the $n_v(\varepsilon)$ functions of metals with lattice parameter $a_{tx}$ (with lattice parameter $a_0$). Error bars denoting the numerical precision of the calculated values are omitted as they are smaller than the thickness of the plot lines.
Figure 5.15: Calculated density of states functions $n_v(\epsilon)$ of the NM FCC 3d metals Mn to Ni. Solid lines (dashed lines) denote the $n_v(\epsilon)$ functions of metals with lattice parameter $a_{tx}$ (with lattice parameter $a_0$). Error bars denoting the numerical precision of the calculated values are omitted as they are smaller than the thickness of the plot lines.
Figure 5.16: Calculated electron distributions of the NM FCC 3d metals, $\rho_v(|\vec{r}|)$ versus $|\vec{r}|$. Generally, the electron distributions of metals with lattice parameter $a_{ts}$ and with lattice parameter $a_0$ are indistinguishable in the figure. When they are distinguishable, the $a_0$ electron distribution is identified with a text label. The thickness of each plot line is chosen to represent the numerical uncertainty of the calculated values.
Figure 5.17: Calculated d-orbital components of the electron distributions of the NM FCC 3d metals, $\rho_{v,d} (|\vec{r}|)$ versus $|\vec{r}|$. The d-electron distributions of metals with lattice parameter $a_{t\xi}$ and with lattice parameter $a_0$ are indistinguishable in the figure. The thickness of each plot line is chosen to represent the numerical uncertainty of the calculated values.
5.5 Summary and Future Work

We have shown that all FCC 3d metals from FCC Sc to FCC Ni undergo a volume-controlled LM-HM transition at some lattice parameter $a_{tx}$. In the metals FCC Sc to FCC Mn, $a_{tx}$ is much larger than the zero-Kelvin lattice parameter $a_0$ of the metal. As a result, the LM-HM transition does not affect the thermal properties of these metals. However, in FCC Fe, $a_{tx}$ is less than 2.5% larger than $a_0$. Because of this, the LM-HM transition in FCC Fe affects the thermal properties of the metal, even at zero pressure [11]. The properties of FCC-structured alloys containing Fe are also affected by this LM-HM transition (e.g. [9, 10]). Finally, $a_{tx}$ is smaller than $a_0$ in FCC Co and FCC Ni. The thermal properties of these metals at zero pressure is not affected by their LM-HM transitions. However, if these metals are subjected to sufficiently large pressures, their thermal properties may be affected by their LM-HM transition. We predict that this will occur for FCC Co if the metal is located at a depth between $\approx 1000$ km and $\approx 1100$ km below the surface of the Earth, in the Earth’s mantle. In contrast, we predict that FCC Ni should have large magnetic moments even if it is located at the center of the Earth. This latter result may have important implications in planetary science, as the common mineral constituents of iron meteorites, believed to have originated deep within the interiors of asteroids or planets, contain important quantities of nickel (see for example [127]).

We have also shown that the formation of magnetic moments in the FCC 3d metals brings about an increase in the kinetic energy of the metals’ electrons and a decrease in the electrostatic energy of the metals. We illustrated that magnetic moments appear in a FCC 3d metal when their formation brings about an increase in the kinetic energy of the metal’s electrons that is smaller than the corresponding decrease in the total electrostatic energy of the metal. This is consistent with published models of magnetic moment formation in metals [111, 112, 118–122]. Finally, we attempted to understand the conditions that must be met in order for magnetic moment formation to occur in the FCC 3d metals by studying the density of states functions $n_v (\epsilon)$ and the spatial distributions $\rho_v (\vec{r})$ of the valence electrons of the FCC 3d metals. We observed that when the lattice parameters of the FCC
3d metals are increased, the value of \( n_v(E_F) \) increases. We also observed that the s- and p-orbital electrons of the FCC 3d metals move away from their atomic nuclei as their lattice parameters are increased. We believe that this may allow the electrostatic interaction of the metals’ d-electrons to become more important, which should increase the reduction in electrostatic energy that accompanies the alignment of the spins of these electrons. At the lattice parameter \( a_{tx} \), both the latter reduction in electrostatic energy and the value of \( n_v(E_F) \) become sufficiently large to allow the formation of magnetic moments to occur.

It should be noted that the results highlighted in sections 5.2, 5.3 and 5.4 must be treated with some caution. As stated in section 5.1, the lattice parameters \( a_{tx} \) are obtained using the TB-LMTO ESC program in conjunction with exchange-correlation functional EXC1 (see table 2.1 of chapter 2). We expect that if the study of the FCC 3d metals conducted here were to be repeated using a different exchange-correlation functional, different values of the lattice parameters \( a_{tx} \) and \( a_0 \) would be obtained for all metals. In addition, recent theoretical studies of the magnetism of FCC Fe have revealed that this metal may possess magnetic moments arranged in non-collinear orientations at zero Kelvin (e.g. [128, 129]). We have made no attempt to study such non-collinear magnetic moment configurations in any of the FCC 3d metals. We expect that we would obtain different values of \( a_{tx} \) and \( a_0 \) for some of the FCC 3d metals if such non-collinear magnetic configurations were considered. Finally, the TB-LMTO ESC program calculates only the spherical average of the electron distribution of solids. We expect that an ESC program that is capable of calculating the angular components of the spatial distribution of a solid’s electrons would provide information about the magnetic moment formation process that the TB-LMTO ESC program cannot. Nonetheless, we believe that the results of sections 5.2, 5.3 and 5.4 illustrate the key features of a real phenomenon that occurs in the FCC 3d metals.

In future investigations of the volume-controlled LM-HM transition of the FCC 3d metals, the effect of both the valence electrons and the core electrons of these metals in the magnetic moment formation process should be clearly elucidated. In addition, studies of the LM-HM transition of the 3d metals assuming that they possess different crystal structures, and studies of the LM-HM transition of other materials, should be undertaken.
5.6 Calculated $E_{\text{tot}}(a)$ and $\mu(a)$ Curves of FCC Sc to Ni

We present here the calculated $E_{\text{tot}}(a)$ and $\mu(a)$ curves of FCC Sc to FCC Ni, with the exception of FCC Fe and FCC Co. The $E_{\text{tot}}(a)$ and $\mu(a)$ curves of FCC Fe are shown respectively in figures 5.3 and 5.4, while those of FCC Co are shown in figures 5.1 and 5.2. The error bars in the figures showing the calculated $E_{\text{tot}}(a)$ curves denote the SCE’s in the calculated values of these curves. These SCE’s are shown in table 5.1.
Figure 5.18: Minimum total energy versus lattice parameter curve $E_{tot}(a)$ of FCC Sc, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $E_{tot}(a)$ curve of NM FCC Sc only. The $E_{tot}(a)$ curves of AFM FCC Sc and of FM FCC Sc have been omitted as they are indistinguishable from that of NM FCC Sc on the scale of the figure. The lower figure shows the difference $\Delta E_{tot}(a) = AFM \ E_{tot}(a) - NM \ E_{tot}(a)$ (diamonds) and the difference $\Delta E_{tot}(a) = FM \ E_{tot}(a) - NM \ E_{tot}(a)$ (circles). Error bars indicate the SCE’s in the difference $\Delta E_{tot}(a) = AFM \ E_{tot}(a) - NM \ E_{tot}(a)$. The figure reveals that FCC Sc undergoes a LM-HM transition at a lattice parameter $a_{tx}$ between 11.24 and 11.25 Bohr radii.
Figure 5.19: Magnetic moment versus lattice parameter curve $\mu (a)$ of FCC Sc, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $\mu (a)$ curve of NM FCC Sc (squares), and of FM FCC Sc (circles). The $\mu (a)$ curve of AFM FCC Sc has been omitted as it is indistinguishable from that of NM FCC Sc on the scale of the figure. The lower figure shows, at a given lattice parameter, the magnetic moment of FCC Sc when it takes its lowest-energy magnetic configuration. Squares (circles) indicate that the magnetic moment is that of NM (FM) FCC Sc.
Figure 5.20: Minimum total energy versus lattice parameter curve $E_{tot}(a)$ of FCC Ti, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $E_{tot}(a)$ curve of NM FCC Ti only. The $E_{tot}(a)$ curves of FM FCC Ti and of AFM FCC Ti have been omitted as they are indistinguishable from that of NM FCC Ti on the scale of the figure. The lower figure shows the difference $\Delta E_{tot}(a) = AFM E_{tot}(a) - NM E_{tot}(a)$ (diamonds) and the difference $\Delta E_{tot}(a) = FM E_{tot}(a) - NM E_{tot}(a)$ (circles). Error bars indicate the SCE’s in the difference $\Delta E_{tot}(a) = AFM E_{tot}(a) - NM E_{tot}(a)$. The figure reveals that FCC Ti undergoes a LM-HM transition at a lattice parameter $a_{tx}$ between 9.26 and 9.27 Bohr radii.
Figure 5.21: Magnetic moment versus lattice parameter curve $\mu(a)$ of FCC Ti, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $\mu(a)$ curve of NM FCC Ti (squares), and of AFM FCC Ti (diamonds). The $\mu(a)$ curve of FM FCC Ti has been omitted as it is indistinguishable from that of NM FCC Ti on the scale of the figure. The lower figure shows, at a given lattice parameter, the magnetic moment of FCC Ti when it takes its lowest-energy magnetic configuration. Squares (diamonds) indicate that the magnetic moment is that of NM (AFM) FCC Ti.
Figure 5.22: Minimum total energy versus lattice parameter curve $E_{tot}(a)$ of FCC V, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $E_{tot}(a)$ curve of NM FCC V only. The $E_{tot}(a)$ curve of FM FCC V and of AFM FCC V have been omitted as they are indistinguishable from that of NM FCC V on the scale of the figure. The lower figure shows the difference $\Delta E_{tot}(a) = AFM E_{tot}(a) - NM E_{tot}(a)$ (diamonds) and the difference $\Delta E_{tot}(a) = FM E_{tot}(a) - NM E_{tot}(a)$ (circles). Error bars indicate the SCE’s in the difference $\Delta E_{tot}(a) = AFM E_{tot}(a) - NM E_{tot}(a)$. The figure reveals that FCC V undergoes a LM-HM transition at a lattice parameter $a_{ex}$ between 8.13 and 8.14 Bohr radii.
Figure 5.23: Magnetic moment versus lattice parameter curve $\mu(a)$ of FCC V, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $\mu(a)$ curve of NM FCC V (squares), and of AFM FCC V (diamonds). The $\mu(a)$ curve of FM FCC V has been omitted as it is indistinguishable from that of NM FCC V on the scale of the figure. The lower figure shows, at a given lattice parameter, the magnetic moment of FCC V when it takes its lowest-energy magnetic configuration. Squares (diamonds) indicate that the magnetic moment is that of NM (AFM) FCC V.
Figure 5.24: Minimum total energy versus lattice parameter curve \( E_{\text{tot}}(a) \) of FCC Cr, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the \( E_{\text{tot}}(a) \) curve of NM FCC Cr (squares), and of AFM FCC Cr (diamonds). The \( E_{\text{tot}}(a) \) curve of FM FCC Cr has been omitted as it is indistinguishable from that of NM FCC Cr on the scale of the figure. The lower figure shows the difference \( \Delta E_{\text{tot}}(a) = \text{AFM } E_{\text{tot}}(a) - \text{NM } E_{\text{tot}}(a) \) (diamonds) and the difference \( \Delta E_{\text{tot}}(a) = \text{FM } E_{\text{tot}}(a) - \text{NM } E_{\text{tot}}(a) \) (circles). The figure reveals that FCC Cr undergoes a LM-HM transition at a lattice parameter \( a_{lx} \) between 7.40 and 7.41 Bohr radii.
Figure 5.25: Magnetic moment versus lattice parameter curve $\mu (a)$ of FCC Cr, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $\mu (a)$ curve of NM FCC Cr (squares), and of AFM FCC Cr (diamonds). The $\mu (a)$ curve of FM FCC Cr has been omitted as it is indistinguishable from that of NM FCC Cr on the scale of the figure. The lower figure shows, at a given lattice parameter, the magnetic moment of FCC Cr when it takes its lowest-energy magnetic configuration. Squares (diamonds) indicate that the magnetic moment is that of NM (AFM) FCC Cr.
Figure 5.26: Minimum total energy versus lattice parameter curve $E_{\text{tot}} (a)$ of FCC Mn, calculated using the TB-LMTO-ESCA program as described in section 5.1. The upper figure shows the $E_{\text{tot}} (a)$ curve of NM FCC Mn (squares), and of AFM FCC Mn (diamonds). The $E_{\text{tot}} (a)$ curve of FM FCC Mn has been omitted as it is indistinguishable from that of NM FCC Mn on the scale of the figure. The lower figure shows the difference $\Delta E_{\text{tot}} (a) = \text{AFM } E_{\text{tot}} (a) - \text{NM } E_{\text{tot}} (a)$ (diamonds) and the difference $\Delta E_{\text{tot}} (a) = \text{FM } E_{\text{tot}} (a) - \text{NM } E_{\text{tot}} (a)$ (circles). Error bars indicate the SCE’s in the difference $\Delta E_{\text{tot}} (a) = \text{AFM } E_{\text{tot}} (a) - \text{NM } E_{\text{tot}} (a)$. The figure reveals that FCC Mn undergoes a LM-HM transition at a lattice parameter $a_{\text{tx}}$ between 6.74 and 6.75 Bohr radii.
Figure 5.27: Magnetic moment versus lattice parameter curve $\mu(a)$ of FCC Mn, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $\mu(a)$ curve of NM FCC Mn (squares), and of AFM FCC Mn (diamonds). The $\mu(a)$ curve of FM FCC Mn has been omitted as it is indistinguishable from that of NM FCC Mn on the scale of the figure. The lower figure shows, at a given lattice parameter, the magnetic moment of FCC Mn when it takes its lowest-energy magnetic configuration. Squares (diamonds) indicate that the magnetic moment is that of NM (AFM) FCC Mn.
Figure 5.28: Minimum total energy versus lattice parameter curve $E_{\text{tot}}(a)$ of FCC Ni, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $E_{\text{tot}}(a)$ curve of NM FCC Ni only. The $E_{\text{tot}}(a)$ curve of FM FCC Ni and of AFM FCC Ni have been omitted as they are indistinguishable from that of NM FCC Ni on the scale of the figure. The lower figure shows the difference $\Delta E_{\text{tot}}(a) = \text{AFM } E_{\text{tot}}(a) - \text{NM } E_{\text{tot}}(a)$ (diamonds) and the difference $\Delta E_{\text{tot}}(a) = \text{FM } E_{\text{tot}}(a) - \text{NM } E_{\text{tot}}(a)$ (circles). Error bars indicate the SCE's in the difference $\Delta E_{\text{tot}}(a) = \text{AFM } E_{\text{tot}}(a) - \text{NM } E_{\text{tot}}(a)$. The figure reveals that FCC Ni undergoes a LM-HM transition at a lattice parameter $a_{\text{tx}}$ between 6.57 and 6.58 Bohr radii.
Figure 5.29: Magnetic moment versus lattice parameter curve $\mu (a)$ of FCC Ni, calculated using the TB-LMTO ESC program as described in section 5.1. The upper figure shows the $\mu (a)$ curve of NM FCC Ni (squares), and of FM FCC Ni (circles). The $\mu (a)$ curve of AFM FCC Ni has been omitted as it is indistinguishable from that of NM FCC Ni on the scale of the figure. The lower figure shows, at a given lattice parameter, the magnetic moment of FCC Ni when it takes its lowest-energy magnetic configuration. Squares (circles) indicate that the magnetic moment is that of NM (FM) FCC Ni.
Chapter 6

A Theoretical Method for Calculating the Helmholtz’ Free Energy of Crystalline Solids

Having studied a number of the zero-Kelvin properties of the first-row transition metals, we begin, in this chapter, the development of a method for calculating the thermal properties of these metals. More specifically, we present here a method for calculating the Helmholtz’ free energy as a function of atomic volume and temperature of an infinitely large (bulk), non-magnetic, crystalline solid consisting of one single atomic species. Knowledge of the Helmholtz’ free energy function of a solid allows for the calculation of its non-zero temperature properties, like its equilibrium volume as a function of its temperature [76].

We intend that the method presented here be a first step in the development of a method for calculating the Helmholtz’ free energy of complex magnetic materials, like metallic Fe and its alloys. Metallic Fe and some of its alloys, like the Invar and anti-Invar alloys, possess unconventional thermal properties and unconventional magnetic properties [9, 10, 102, 130-136]. We also intend that this method be useful for calculating the Helmholtz’ free energy of materials under conditions of high pressure and temperature.
The method assumes only that an inter-atomic interaction potential $E_{a-a}(x)$ can be derived from the minimum total energy versus lattice parameter curve $E_{tot}(a)$ of a solid, and that this potential $E_{a-a}(x)$ can accurately reproduce the energy increase that occurs when the atomic nuclei of the solid move away from their mean equilibrium positions as they undergo small amplitude thermal oscillations. The method is entirely theoretical, as it makes use of the results of Chen, Chen and Wei [137] in deriving the potential $E_{a-a}(x)$ from the minimum total energy versus lattice parameter curve $E_{tot}(a)$ of a solid. (We shall discuss this in greater detail in sections 6.2 and 6.3.)

We thus begin, in section 6.1, with a brief discussion of the theoretical calculation of the Helmholtz' free energy of solids and the use of the Helmholtz' free energy of a solid to calculate its thermal properties. Then, in section 6.2, we provide a detailed description of a method for calculating the Helmholtz' free energy of a solid. In section 6.3, we discuss the major assumptions of the method, as well as the novelty of the method. Finally, in section 6.4, we discuss the validation of the method, which is the focus of the remainder of this thesis. Section 6.5 is a mathematical appendix to section 6.2.

### 6.1 Calculating the Thermal Properties of a Solid - General Considerations

Consider an infinitely large crystalline solid\(^1\) consisting of one single chemical species in thermal equilibrium with its environment. Exchanges of energy, but not of material, are possible between the solid and its environment. Thus, the solid is in the "canonical situation" [76, p. 255]. In addition, because the solid under consideration is infinitely large, it consists of an infinity of atoms and electrons. It can therefore be said that this solid is a physical system in the "thermodynamic limit" [76, p. 280]. The solid in question, even though the number of its constituent atoms and its volume are infinite, has a finite

---

\(^1\)We use the term "crystalline solid" to refer to a solid that has atoms with average positions defined by vectors $\langle \vec{R}_I \rangle$ which also define points on a crystal lattice.
atomic volume \( v = \frac{V}{N} \), where \( N \) is the number of atoms in the solid and \( V \) is the volume of the solid. (If a solid’s crystal structure can be specified using a single lattice parameter (ie. cubic solids), then \( v \) is uniquely defined in terms of this single lattice parameter. In contrast, more than one lattice parameter is needed to specify the crystal structure of some solids (ie. hexagonal solids). The atomic volume \( v \) of these solids is a function of all its lattice parameters.)

We wish to calculate the average value of some observable property \( A \) of the solid over a long period of time during which the solid is in thermal equilibrium with its environment at temperature \( T \), and during which the solid has a constant atomic volume \( v \). To do so, we must calculate [76, p. 29]:

\[
(A(v,T)) = \lim_{t_0 \to -\infty} \frac{1}{t_0} \int_{t_0}^t A(v,T,t) \, dt,
\]

where \( \langle A(v,T) \rangle \) represents the time-averaged value of a property \( A \) of a solid that has temperature \( T \) and atomic volume \( v \). In equation 6.1, the integral is evaluated over a time interval of breadth \( t_0 \), and \( A(v,T,t) \) is the value of the property \( A \) at time \( t \) when the solid has temperature \( T \) and atomic volume \( v \). The property \( A \) changes with time as a result of the energy exchanged between the solid and its environment.

Because the time-variation of \( A(v,T,t) \) can be described as a stationary statistical process, we can replace the time average of equation 6.1 with an average over the ensemble of quantum states that the solid can possess [76, p. 30], commonly termed the ensemble of "accessible microstates" of the solid [76, p. 12].\(^2\) This is known as the "ergodic approximation" [76, p. 32]. Thus, the average value of the property \( A \) when the solid has temperature \( T \) and atomic volume \( v \) can be expressed as [76, p. 31]:

\[
\langle A(v,T) \rangle = \sum_i A_i P_i(v,T),
\]

where the sum is over all accessible microstates of the solid when it has volume \( v \), \( A_i \) is the value of property \( A \) when the solid is in microstate \( i \), and \( P_i(v,T) \) is the probability that the solid is in microstate \( i \) when it has temperature \( T \) and atomic volume \( v \).

\(^2\)Diu et. al use the term "état microscopique" to designate a "microstate" [76, p.12].
In order to evaluate the average value of the property $A$ using equation 6.2, the probabilities $P_i(v, T)$ must be known. These probabilities can be expressed as [76, p. 259]:

$$P_i(v, T) = \frac{1}{Z(v, T)} e^{-\frac{E_i}{k_B T}}, \tag{6.3}$$

where $E_i$ is the energy of the solid when it is in microstate $i$, $k_B$ is Boltzmann’s constant [76, p. 9], $T$ is the temperature of the solid, and $Z(v, T)$ is termed the "partition function" of the solid [76, p. 260]. The partition function is simply the normalization factor of the probabilities $P_i(v, T)$. It is defined as [76, p. 260]:

$$Z(v, T) = \sum_i e^{-\frac{E_i}{k_B T}}, \tag{6.4}$$

where the summation runs over all accessible microstates of the solid when it has atomic volume $v$. The partition function of a solid is a function of its atomic volume $v$ because the accessible microstates of a solid are different when it has different atomic volumes.

Knowing the partition function of the solid, the solid’s Helmholtz’ free energy function $F(v, T)$ can be defined as [76, p. 268]:

$$F(v, T) = -k_B T \ln (Z(v, T)). \tag{6.5}$$

In equation 6.5, $\ln$ represents a natural logarithm and all other symbols are as in equation 6.3. Knowledge of the Helmholtz’ free energy function of a solid makes possible the calculation of the atomic volume of the solid when it is in thermal equilibrium at temperature $T$ and when its volume is unconstrained. The pressure that must be applied to a solid to maintain its atomic volume at a value $v_0$ is [76, p. 273]:

$$p(v_0, T) = -\frac{1}{N} \frac{\delta}{\delta v} F(v, T) \bigg|_{v=v_0}, \tag{6.6}$$

where $\frac{\delta}{\delta v} F(v, T) \bigg|_{v=v_0}$ denotes the partial derivative of the function $F(v, T)$ with respect to the atomic volume $v$, evaluated at $v = v_0$.\(^3\) When a solid’s volume is unconstrained,\(^3\)

\(^3\)Equation 6.6 is a general equation for an isotropic pressure applied to a solid possessing any crystal structure as long as the differential $\delta v$ represents an infinitesimal change in the volume of the solid under an applied isotropic pressure. This is so if $\delta v = 3a^2 \delta a$ when the solid has the simple cubic structure, if $\delta v = \frac{3}{2} a^2 \delta a$ when the solid has the FCC structure, and if $\delta v = 2ab \delta a + a^2 \delta b$ when the solid has a rectangular structure.
the pressure that is applied to the solid is \( p(v, T) = 0 \). Therefore, to calculate the atomic volume \( v \) of a free solid in thermal equilibrium with its environment at temperature \( T \), we must calculate the atomic volume \( v \) at which its Helmholtz' free energy function \( F(v, T) \) is minimised.

### 6.2 Calculating the Helmholtz' Free Energy of a Crystalline Solid

We now describe a method for calculating the Helmholtz' free energy function \( F(v, T) \) of an infinitely large (bulk), non-magnetic, crystalline solid consisting of an infinite number of atoms of a single chemical species. This requires that we first identify the accessible microstates of the solid and calculate their energy. Then, we must calculate the partition function of the solid and evaluate its Helmholtz' free energy \( F(v, T) \) as per equations 6.4 and 6.5.

#### 6.2.1 The Microstates of a Solid and Their Energy

Each microstate of a solid is a quantum state of the solid [76, p. 12]. Thus, all microstates of the solid are eigenstates of the solid's Hamiltonian, which can be expressed as:

\[
H_{\text{tot}} = \sum_I \frac{\vec{P}_I^2}{2M_I} + \sum_i \frac{\vec{p}_i^2}{2m} + U \left( (\ldots), \vec{R}_I, (\ldots), \vec{r}_i, (\ldots) \right). \tag{6.7}
\]

In equation 6.7, the summation over \( I \) runs over all atomic nuclei in the solid, while the summation over \( i \) runs over all electrons in the solid. In addition, the first term of the equation is the operator giving the total kinetic energy of the solid's atomic nuclei, the second term is the operator giving the total kinetic energy of the solid's electrons, and the potential \( U \left( (\ldots), \vec{R}_I, (\ldots), \vec{r}_i, (\ldots) \right) \) is the result of the electrostatic interaction between each pair of electrons in the solid, between each pair of atomic nuclei in the solid, and between each electron and each atomic nucleus in the solid. This potential is a function of
only the positions of the solid’s atomic nuclei, specified by vectors \( \vec{R}_i \), and the positions of the solid’s electrons, specified by vectors \( \vec{r}_i \). The Hamiltonian \( H_{tot} \) is discussed in greater detail in section 2.1.1 of chapter 2.

The process of finding the eigenstates of the Hamiltonian of a crystalline solid can be simplified by considering the physical processes occurring within such a solid. In a crystalline solid, the majority of the atomic nuclei remain in the vicinity of their mean positions, specified by vectors \( \langle \vec{R}_i \rangle \) [37,78]. The vectors \( \langle \vec{R}_i \rangle \) define points on a Bravais lattice [37,78]. In addition, when the solid is in thermal equilibrium at temperature \( T \), energy can be transferred between the solid’s environment and the solid’s atomic nuclei and electrons. Because they are fermions, the state of the solid’s electrons is only minutely affected by the energy that is transferred between the solid and its environment [37,78]. Most of the energy that is transferred to and from the solid is transferred to and from the solid’s atomic nuclei in the form of kinetic energy [138, p. 646]. As a result, the solid’s atomic nuclei oscillate about their mean positions.

We therefore find the eigenstates of \( H_{tot} \) by expressing it as follows:

\[
H_{tot} = H_{vib} + H'_{tot}, \tag{6.8}
\]

where:

\[
H'_{tot} = \sum_i \frac{\vec{p}_i^2}{2m} + U \left( \ldots, \langle \vec{R}_I \rangle, \ldots, \vec{r}_i, \ldots \right) \tag{6.9}
\]

and:

\[
H_{vib} = \sum_I \frac{\vec{p}_I^2}{2M_I} + U_{vib} \left( \ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, \ldots \right) \tag{6.10}
\]

The Hamiltonian \( H'_{tot} \) gives the total energy of the solid when its atomic nuclei remain stationary at their mean positions, defined by vectors \( \langle \vec{R}_i \rangle \). We use \( H'_{tot} \) to calculate the eigenstates \( |\Psi (v)\rangle \) of the solid’s electrons. The potential \( U \left( \ldots, \langle \vec{R}_I \rangle, \ldots, \vec{r}_i, \ldots \right) \) appearing in \( H'_{tot} \) is the result of the electrostatic interaction between each pair of electrons in the solid, between each pair of atomic nuclei in the solid, and between each electron and each atomic nucleus in the solid when these atomic nuclei remain stationary at their
mean positions \( \langle \vec{R}_I \rangle \). \( H_{\text{vib}} \) gives the energy of the solid’s atomic nuclei as they oscillate about their mean positions \( \langle \vec{R}_I \rangle \) in a "vibration potential" \( U_{\text{vib}} \left( \ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, \ldots \right) \). We shall discuss the vibration potential in greater detail later. We use \( H_{\text{vib}} \) to calculate the eigenstates \( | \Theta (v) \rangle \) of the solid’s atomic nuclei. Each eigenstate \( | \Phi (v) \rangle \) of \( H_{\text{tot}} \) can thus be expressed as:

\[
| \Phi (v) \rangle = | \Psi (v) \rangle \otimes | \Theta (v) \rangle ,
\]

where \( \otimes \) denotes a tensor product. The eigenstates and eigenvalues of the Hamiltonian \( H_{\text{tot}} \) can be expressed as functions of the solid’s atomic volume \( v \) because the vectors \( \langle \vec{R}_I \rangle \) appearing in the Hamiltonians \( H'_{\text{tot}} \) and \( H_{\text{vib}} \) are defined for a solid possessing a specific atomic volume.

The process of finding the eigenstates \( | \Psi (v) \rangle \) of \( H'_{\text{tot}} \) is discussed in detail in chapter 2 of this thesis. In this latter chapter, we indicate that an electronic structure calculation (ESC) program can be used to calculate the lowest energy eigenstate and smallest eigenvalue of the Hamiltonian \( H'_{\text{tot}} \). We propose that all accessible eigenstates of \( H_{\text{tot}} \) can be expressed as:

\[
| \Phi (v) \rangle = | \Psi_{\text{min}} (v) \rangle \otimes | \Theta (v) \rangle ,
\]

where \( | \Psi_{\text{min}} (v) \rangle \) is the lowest-energy eigenstate of the Hamiltonian \( H'_{\text{tot}} \). In doing so, we implicitly assume that, when a solid is in thermal equilibrium with its environment, all the energy that is transferred between the solid and its environment is transferred to and from the solid’s atomic nuclei only. As this occurs, the solid’s electrons remain configured, on average, as though the solid’s atomic nuclei remain stationary at their mean positions \( \langle \vec{R}_I \rangle \), in the lowest energy configuration that is available to them under these circumstances. We shall discuss this assumption in greater detail in section 6.3.

To find the eigenstates \( | \Theta (v) \rangle \) of the solid’s atomic nuclei, we must have a clear definition of the vibration potential \( U_{\text{vib}} \left( \ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, \ldots \right) \). We define the vibration potential as:

\[
U_{\text{vib}} \left( \ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, \ldots \right) = E_{\text{tot}} \left( \ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, \ldots \right) - E_{\text{tot}} \left( \ldots, \langle \vec{R}_I \rangle, \ldots \right) ,
\]

(6.13)
where \( E_{\text{tot}} \left( \ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, \ldots \right) \) is the minimum total energy of a solid when its atomic nuclei are stationary at positions \( \vec{R}_I = \langle \vec{R}_I \rangle + \Delta \vec{R}_I \), and \( E_{\text{tot}} \left( \ldots, \langle \vec{R}_I \rangle, \ldots \right) \) is the minimum total energy of the solid when its atomic nuclei remain stationary at their mean positions \( \langle \vec{R}_I \rangle \). \( U_{\text{vib}} \left( \ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, \ldots \right) \) is therefore the increase in energy that occurs when all of the atomic nuclei in the solid are located a small displacement \( \Delta \vec{R}_I \) away from their mean positions \( \langle \vec{R}_I \rangle \). This energy increase is the combined result of:

1. any changes in the electrostatic interaction of the atomic nuclei of the solid that occur when its atomic nuclei are displaced from their mean positions \( \langle \vec{R}_I \rangle \),

2. any changes in the electrostatic interaction of the electrons of the solid that occur when its atomic nuclei are displaced from their mean positions \( \langle \vec{R}_I \rangle \),

3. any changes in the electrostatic interaction between the atomic nuclei and the electrons of the solid that occur when its atomic nuclei are displaced from their mean positions \( \langle \vec{R}_I \rangle \), and

4. any changes in the kinetic energy of the electrons of the solid that occur when its atomic nuclei are displaced from their mean positions \( \langle \vec{R}_I \rangle \).

We indicated in the introduction of this chapter that the method presented here assumes that an inter-atomic interaction potential \( E_{a-a} (x) \) can be derived from the minimum total energy versus lattice parameter curve \( E_{\text{tot}} (a) \) of a solid and that this potential \( E_{a-a} (x) \) can accurately reproduce the energy increase that occurs when the atomic nuclei of the solid move away from their mean equilibrium positions as they undergo small amplitude thermal oscillations. By this, we mean that \( U_{\text{vib}} \left( \ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, \ldots \right) \) can be accurately expressed in terms of an inter-atomic interaction potential \( E_{a-a} (x) \) that can be derived from the \( E_{\text{tot}} (a) \) curve of a solid using the results of Chen, Chen and Wei [137]. To do so, we first consider a solid which has atomic volume \( v \) and which has \( I^{th} \) and \( J^{th} \) atomic nuclei respectively located at their mean positions \( \langle \vec{R}_I \rangle \) and \( \langle \vec{R}_J \rangle \). We express the minimum total energy of the solid when its atomic nuclei remain stationary at their mean
positions, $E_{tot}((...), \langle \vec{R}_I \rangle, (....))$, in terms of $E_{a-a}(x)$ as follows:\(^4\)

$$E_{tot}((...), \langle \vec{R}_I \rangle, (....)) = \frac{1}{2} \sum_i \sum_{j \neq i} E_{a-a}(\| \langle \vec{R}_I \rangle - \langle \vec{R}_J \rangle \|). \quad (6.14)$$

The implicit assumptions that are made in expressing $E_{tot}((...), \langle \vec{R}_I \rangle, (....))$ in terms of $E_{a-a}(x)$ shall be discussed in section 6.3. For now, it must simply be recalled that $E_{tot}((...), \langle \vec{R}_I \rangle, (....))$ is the smallest eigenvalue of the Hamiltonian $H'_{tot}$ given in equation 6.9, and that it can be calculated using an ESC program. Consider now the same solid but with $I^{th}$ and $J^{th}$ atomic nuclei still stationary but located at positions defined by the vectors $\vec{R}_I = \langle \vec{R}_I \rangle + \Delta \vec{R}_I$ and $\vec{R}_J = \langle \vec{R}_J \rangle + \Delta \vec{R}_J$. We express the energy of the solid under these conditions as:

$$E_{tot}((...), \langle \vec{R}_I \rangle + \Delta \vec{R}_I, (....)) = \frac{1}{2} \sum_i \sum_{j \neq i} E_{a-a}(\| \langle \vec{R}_I \rangle + \Delta \vec{R}_I - \langle \vec{R}_J \rangle - \Delta \vec{R}_J \|). \quad (6.15)$$

The potential $U_{vib}((...), \langle \vec{R}_I \rangle + \Delta \vec{R}_I, (....))$, as defined in equation 6.13, is simply the difference of equations 6.15 and 6.14, namely:

$$U_{vib}((...), \langle \vec{R}_I \rangle + \Delta \vec{R}_I, (....)) = \frac{1}{2} \sum_i \sum_{j \neq i} E_{a-a}(\| \langle \vec{R}_I \rangle + \Delta \vec{R}_I - \langle \vec{R}_J \rangle - \Delta \vec{R}_J \|)$$

$$- \frac{1}{2} \sum_i \sum_{j \neq i} E_{a-a}(\| \langle \vec{R}_I \rangle - \langle \vec{R}_J \rangle \|). \quad (6.16)$$

The inter-atomic interaction potential $E_{a-a}(x)$ can be obtained from the minimum total energy versus lattice parameter curve $E_{tot}(a)$ of the solid [137], which itself can be calculated using an ESC program. Specifically, the minimum total energy versus lattice parameter curve of a crystalline solid can be expressed as [137]:

$$E_{tot}(a) = \frac{N}{2} \sum_{n=1}^{\infty} r [n] E_{a-a} (b [n] a). \quad (6.17)$$

\(^4\)In the paper of Chen, Chen and Wei [137], it is the cohesive energy $E_{coh}(a)$ of a solid, and not its total energy $E_{tot}(a)$, that is expressed in terms of a pair-wise inter-atomic interaction potential $E_{a-a}(x)$. Because $E_{coh}(a) = E_{tot}(a) - N E_{atom}$, where $N$ is the number of atoms in the solid and $E_{atom}$ is the energy of one of the solid’s atoms when it is in its free state, it can be shown that a potential $E_{a-a}(x)$ constructed using $E_{coh}(a)$ has the same functional form as a potential $E_{a-a}(x)$ constructed using $E_{tot}(a)$, only shifted vertically by a constant proportional to $E_{atom}$. 
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To understand equation 6.17, it must be understood that it is simply an alternative form of equation 6.14. In equation 6.17, \( x \) is the smallest distance separating any pair of atomic nuclei in the solid. In crystalline solids, there is a straightforward relationship between \( x \) and the solid’s lattice parameter \( a \). Thus, \( b \[1\] x = x \) is the distance between a specific atomic nucleus, termed a "reference atom", and its nearest neighbouring atomic nuclei. Similarly, \( b \[n\] x \) is the distance separating the reference atom from its \( n^{th} \) nearest neighbours. Finally, \( r \[n\] \) is the number of atomic nuclei located a distance \( b \[n\] x \) away from the reference atom. Having understood that the minimum total energy of the solid can be expressed in this way, the inter-atomic interaction potential \( E_{a-a} (x) \) can be expressed as [137]:

\[
E_{a-a} (x) = \frac{2}{N} \sum_{n=1}^{\infty} I [n] \left( E_{\text{tot}} \left( b \[n\] x \right) \right),
\]

where the coefficients \( I [n] \) can be expressed as a function of the quantities \( r \[n\] \) and \( b \[n\] \) appearing in equation 6.17 [137].

The process of finding the eigenstates \( |\Theta (v)\rangle \) of \( H_{\text{vib}} \) can be simplified by constructing the Taylor expansion of \( U_{\text{vib}} \left( \ldots, \left< \vec{R}_I \right>, \Delta \vec{R}_I, \left( \ldots \right) \right) \), treating it as a function of the components \( \Delta R_{Ix}, \Delta R_{Iy}, \) and \( \Delta R_{Iz} \) of all vectors \( \Delta \vec{R}_I \). The zeroth-order, first-order and second-order terms of this Taylor expansion are given in section 6.5 of this chapter. All terms of the Taylor expansion of \( U_{\text{vib}} \left( \ldots, \left< \vec{R}_I \right>, \Delta \vec{R}_I, \left( \ldots \right) \right) \) are defined in terms of only the mean positions of the solid’s atomic nuclei, specified by the vectors \( \left< \vec{R}_I \right> \), and the potential \( E_{a-a} (x) \) and its derivatives. Because the minimum total energy versus lattice parameter curve of a solid can be calculated from first principles using an ESC program, the inter-atomic interaction potential \( E_{a-a} (x) \) can be obtained entirely theoretically via equation 6.18. Thus, all terms of the Taylor expansion of the potential \( U_{\text{vib}} \left( \ldots, \left< \vec{R}_I \right>, \Delta \vec{R}_I, \left( \ldots \right) \right) \) can be obtained theoretically.

Having defined the vibration potential \( U_{\text{vib}} \left( \ldots, \left< \vec{R}_I \right>, \Delta \vec{R}_I, \left( \ldots \right) \right) \), we now present two methods for finding the eigenstates \( |\Theta (v)\rangle \) of the Hamiltonian \( H_{\text{vib}} \) and for calculating the Helmholtz' free energy function \( F (v, T) \) of a solid.
6.2.2 \( F(v, T) \) Curve of a Solid - Mean-Field Potential Method

The simplest method for finding the eigenstates \( |\Theta(v)\rangle \) of \( H_{\text{vib}} \) requires that we take the spherical average of the vibration potential \( U_{\text{vib}} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right) \). As shown in section 6.2.1, \( U_{\text{vib}} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right) \) is a complex function of the displacements \( \Delta \vec{R}_I \) of the solid’s atomic nuclei from their mean positions. A simpler expression for \( U_{\text{vib}} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right) \) can be obtained by taking the spherical average of all displacements \( \Delta \vec{R}_I \). To do so, we must evaluate:

\[
\left\langle U_{\text{vib}} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right) \right\rangle_{\ldots, \theta_I, \phi_I, \ldots} =
\left( \ldots \right) \int_{\theta_I=0}^{2\pi} \int_{\phi_I=0}^{\pi} \frac{\sin(\phi_I) d\theta_I d\phi_I}{4\pi} \left( \ldots \right) U_{\text{vib}} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right),
\]

where the angles \( \theta_I \) and \( \phi_I \) are the angles defining the direction of the vector \( \Delta \vec{R}_I \) in spherical coordinates. We label \( \left\langle U_{\text{vib}} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right) \right\rangle_{\ldots, \theta_I, \phi_I, \ldots} \) the potential \( U_{\text{vib}} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right) \) when all displacements \( \Delta \vec{R}_I \) are spherically averaged.

When the spherical average defined in equation 6.19 is performed on the first-order and second-order terms of the Taylor expansion of the potential \( U_{\text{vib}} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right) \), one obtains:

\[
\left\langle U_{\text{vib}} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right) \right\rangle_{\ldots, \theta_I, \phi_I, \ldots} =
\sum_I \left\{ \sum_{J \neq I} \left[ E_{a-a}^{(2)} \left( \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right) + \frac{2E_{a-a}^{(1)} \left( \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right)}{\left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle} \right] \right\}
\times \left\{ \frac{\left\{ \Delta R_{Ix}^2 + \Delta R_{Iy}^2 + \Delta R_{Iz}^2 \right\}^2}{6} \right\},
\]

In equation 6.20, \( E_{a-a}^{(n)} \left( \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right) \) must be understood as the \( n^{th} \) derivative of the inter-atomic interaction potential \( E_{a-a} (x) \) with respect to its complete argument \( x \), and evaluated at \( x = \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \). For each atomic nucleus in the solid, the potential \( \left\langle U_{\text{vib}} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right) \right\rangle_{\ldots, \theta_I, \phi_I, \ldots} \) describes a three-dimensional harmonic potential that is defined in terms of only the mean positions of the solid’s atomic nuclei. For this reason, we term this potential a "mean-field potential" [76, p. 379].
If the potential $U_{vib}(\ldots, \langle \mathbf{R}_I \rangle + \Delta \mathbf{R}_I, (\ldots))$ in the Hamiltonian $H_{vib}$ is replaced with the potential $\left\langle U_{vib}(\ldots, (\langle \mathbf{R}_I \rangle + \Delta \mathbf{R}_I, (\ldots)) \right\rangle_{\langle \Theta, \phi_I, (\ldots) \rangle}$ defined in equation 6.20, then $H_{vib}$ becomes the Hamiltonian of a series of $N$ uncoupled harmonic oscillators [139, p. 814], the oscillators in question being the solid’s atomic nuclei. The frequency of oscillation of the solid’s $I^{th}$ atomic nucleus is [139, p. 814]:

$$\omega(v) = \sqrt{\frac{1}{3M_I} \sum_{J \neq I} \left\{ E^{(2)}_{a-a} \left( \left| \langle \mathbf{R}_I \rangle - \langle \mathbf{R}_J \rangle \right| \right) + \frac{2E^{(1)}_{a-a} \left( \left| \langle \mathbf{R}_I \rangle - \langle \mathbf{R}_J \rangle \right| \right)}{\left| \langle \mathbf{R}_I \rangle - \langle \mathbf{R}_J \rangle \right|} \right\}, \quad (6.21)$$

where $M_I$ is the mass of the atomic nucleus. It must be noted that the frequency $\omega(v)$ is dependent upon the atomic volume of the solid via the average positions of the solid’s atomic nuclei, $\langle \mathbf{R}_I \rangle$.

When the solid is modelled in this manner, the vibrational Helmholtz’ free energy of all of its atomic nuclei is [76, p. 381]:

$$F_{vib}(v, T) = N \times \left\{ \frac{3}{2} h \omega(v) + 3k_B T \ln \left( 1 - e^{-\frac{h\omega(v)}{k_BT}} \right) \right\}, \quad (6.22)$$

where $k_B$ is Boltzmann’s constant, $T$ is the solid’s temperature, $h$ is Planck’s constant divided by $2\pi$, and $\omega(v)$ is as given in equation 6.21.

Once the vibrational Helmholtz’ free energy of the solid is known, the total Helmholtz’ free energy of the solid is simply:

$$F(v, T) = E_{tot}(v) + F_{vib}(v, T), \quad (6.23)$$

where $E_{tot}(v)$ is the smallest eigenvalue of the Hamiltonian $H_{tot}$, as defined for a solid with atomic volume $v$.

### 6.2.3 $F(v, T)$ Curve of a Solid - Phonon Spectrum Method

A second method for calculating the eigenstates $|\Theta(v)\rangle$ of the Hamiltonian $H_{vib}$ can be developed by considering without spherical averaging the zeroth-, first- and second-order terms of the Taylor expansion of $U_{vib}(\ldots, \langle \mathbf{R}_I \rangle + \Delta \mathbf{R}_I, (\ldots))$. This results in a more
A complete description of the physics of solids than that of the method presented in section 6.2.2 because some of the Taylor expansion terms of $U_{\text{vib}}\left(\ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, (\ldots)\right)$ (see section 6.5) are proportional to components of displacement vectors $\Delta \vec{R}_I$ and $\Delta \vec{R}_J$ describing the positions of two of the solid's atomic nuclei. These terms couple the motion of the solid's atomic nuclei, and are lost when $U_{\text{vib}}\left(\ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, (\ldots)\right)$ is spherically averaged. Because they are coupled, the atomic nuclei of a solid do not oscillate independently about their mean positions. Rather, they oscillate collectively, in normal modes of oscillation [76,139]. A collective oscillation of all atomic nuclei in a solid is termed a phonon [139, p.586]. All eigenstates $|\Theta (\nu)\rangle$ of the Hamiltonian $H_{\text{vib}}$, when $U_{\text{vib}}\left(\ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, (\ldots)\right)$ is considered to second-order in the components of the vectors $\Delta \vec{R}_I$ without spherical averaging, are states where all atomic nuclei in the solid are oscillating about their mean positions in a single phonon mode.

When the atomic nuclei in a solid are oscillating in a single phonon mode, the $I^{th}$ atomic nucleus oscillates about its mean position $\langle \vec{R}_I \rangle$. Its displacement relative to its mean position as a function of time is [76,139]:

$$\Delta \vec{R}_I (t) = \vec{u} \times \cos \left( \vec{k} \cdot \langle \vec{R}_I \rangle - \Omega \left( \vec{k}, \nu \right) t \right),$$  

(6.24)  

where $\vec{u}$ is a vector in the direction of the oscillation, $\vec{k}$ is an inverse-space vector in the solid's first Brillouin zone (see the text of Ashcroft and Mermin for a description of a solid's first Brillouin zone [37, p. 89]), $\Omega \left( \vec{k}, \nu \right)$ is the frequency of oscillation of the nucleus, and $t$ is time. In a three-dimensional solid consisting of only one chemical species, there are three phonon modes for every vector $\vec{k}$ in the solid's first Brillouin zone [76, p. 389].

The frequency of oscillation of the phonon modes of a solid can be found by calculating the force on its $I^{th}$ atomic nucleus as it oscillates in the potential $U_{\text{vib}}\left(\ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, (\ldots)\right)$ [139, p. 586]. This force is equal to:

$$M_I \frac{d^2}{dt^2} \Delta \vec{R}_I \left( t \right) = -M_I \Omega^2 \left( \vec{k}, \nu \right) \Delta \vec{R}_I \left( t \right)$$

$$= -\vec{v}_I U_{\text{vib}}\left(\ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, (\ldots)\right),$$  

(6.25)
where \( \nabla \) is the gradient operator \( \hat{x} \frac{d}{d \Delta \vec{R}_{ix}} + \hat{y} \frac{d}{d \Delta \vec{R}_{iy}} + \hat{z} \frac{d}{d \Delta \vec{R}_{iz}} \). Equation 6.25 is a vectorial equation. It defines a set of three coupled linear equations that can be solved for the components of the vector \( \vec{u} \) defining the direction of oscillation of the atomic nucleus. The characteristic polynomial of this set of coupled linear equations is a third-order polynomial that can be solved for the frequencies \( \Omega (\vec{k}, \nu) \) of the three phonon modes associated to each vector \( \vec{k} \) in the solid's first Brillouin zone. It must be noted that the frequencies \( \Omega (\vec{k}, \nu) \) are dependent upon the solid's atomic volume because the potential \( U_{\text{vib}} (\ldots), (\vec{R}_i) + \Delta \vec{R}_i, (\ldots) \) is dependent upon the atomic volume of the solid via the vectors \( \langle \vec{R}_i \rangle \).

Once the phonon frequencies \( \Omega (\vec{k}, \nu) \) are known, the vibrational Helmholtz' free energy of the solid's atomic nuclei can be calculated as follows [76, p. 389]:

\[
F_{\text{vib}} (\nu, T) = N \times \left\{ \frac{1}{2} \sum_{\lambda=1}^{3} \frac{v}{(2\pi)^3} \int_{BZ} \hbar \Omega_{\lambda} (\vec{k}, \nu) \, d\vec{k} \right. \\
+ \left. k_B T \sum_{\lambda=1}^{3} \frac{v}{(2\pi)^3} \int_{BZ} \ln \left\{ 1 - e^{-\frac{\hbar \Omega_{\lambda}(\vec{k}, \nu)}{k_B T}} \right\} \, d\vec{k} \right\}. \tag{6.26}
\]

In equation 6.26, the integrals over \( d\vec{k} \) are restricted to the first Brillouin zone of the solid, and the summations over \( \lambda \) run over all three frequencies \( \Omega (\vec{k}, \nu) \) associated to each vector \( \vec{k} \) in the solid's first Brillouin zone.

Again, once the vibrational Helmholtz' free energy of the solid is known, the total Helmholtz' free energy of the solid is simply:

\[
F (\nu, T) = E_{\text{tot}} (\nu) + F_{\text{vib}} (\nu, T), \tag{6.27}
\]

where \( E_{\text{tot}} (\nu) \) is the smallest eigenvalue of the Hamiltonian \( H'_{\text{tot}} \) as defined for a solid with atomic volume \( \nu \).

### 6.3 Major Assumptions of and Novelty of the Method

In deriving the method for calculating the Helmholtz' free energy of solids presented in section 6.2, we have made four important assumptions.
Firstly, our method assumes that the atomic nuclei of a solid remain in the vicinity of well-defined mean positions at all temperatures below the solid's melting point. For many crystalline solids, this is a valid assumption. Nonetheless, in making this assumption, we fail to describe within our method a number of phenomena known to occur in real solids, like vacancy formation and atomic diffusion processes [5, 37, 78, 140]. However, these phenomena are of minute importance to the calculation of the Helmholtz' free energy of large solids, as the thermal properties of such solids are mostly the result of the thermal oscillation of their atomic nuclei [5, 37, 78].

Secondly, we have explicitly expressed the accessible microstates of a solid as per equation 6.12, where the eigenstate $|\Psi_{\text{min}}(v)\rangle$ is the lowest energy eigenstate of the Hamiltonian $H'_\text{tot}$ given in equation 6.9. In doing so, we implicitly assume that the energy that is transferred between the solid and its environment is transferred exclusively to the solid's atomic nuclei. In reality, energy can be transferred directly between a solid's electrons and its environment. However, it is generally accepted that the core electrons of a solid do not change their state as a result of such energy transfers because they always remain in the vicinity of a single atomic nucleus, in well-defined atomic orbitals, at all temperatures below the solid’s melting point. In contrast, a solid’s valence electrons can change their state as a result of energy transferred between them and the solid’s environment. This phenomenon is most significant in metallic solids. However, a metal’s valence electrons can be modelled as a plasma with Fermi temperature much higher than the melting point of the metal [37, 78]. Thus, the state of a metal’s valence electrons is also essentially the same at all temperatures below its melting point. Therefore, it is defensible to assume, even for a metallic solid, that no energy is directly transferred between the solid’s valence electrons and its environment.

The thermal excitation of electrons is ignored in many previous attempts to calculate the thermal properties of a metal (e.g. [141–143]). However, the thermal excitation of a metal’s valence electrons is considered in some previously published papers (e.g. [144–147]).
these papers, the Helmholtz' free energy of a metal's valence electrons is calculated as:

\[ F_{el}(v, T) = \int_{-\infty}^{\infty} n_v(\epsilon, v) f(\epsilon) \epsilon \, d\epsilon - \int_{-\infty}^{E_F} n_v(\epsilon, v) \epsilon \, d\epsilon - k_B T \int_{-\infty}^{\infty} n_v(\epsilon, v) \{ f(\epsilon) \ln(f(\epsilon)) + (1 - f(\epsilon)) \ln(1 - f(\epsilon)) \} \, d\epsilon, \]  

(6.28)

where \( n_v(v, T) \) is the density of states of the metal's valence electrons when the metal has atomic volume \( v \) (see section 2.2.2 of chapter 2), \( E_F \) is the metal's Fermi energy [37, p. 142], \( f(\epsilon) \) is the Fermi distribution [76, p. 774], and \( k_B \) is Boltzman's constant. In chapter 7, we shall calculate \( F_{el}(v, T) \) and compare it to the remainder of the Helmholtz' free energy of a metal, as obtained using the methods presented in sections 6.2.2 and 6.2.3. Of course, the electrons of any solid are perturbed by the thermal oscillation of its atomic nuclei. In the method presented in this chapter, this is captured in the inter-atomic interaction potential \( E_{a-a}(x) \) (more on this below).

Thirdly, in the method for calculating the Helmholtz' free energy of a crystalline solid presented in this chapter, the vibration potential \( U_{vib}(\ldots, \left\langle \tilde{R}_I \right\rangle + \Delta \tilde{R}_I, \ldots) \) is only considered to second-order in the components of the vectors \( \Delta \tilde{R}_I \). In doing so, we recognize that \( U_{vib}(\ldots, \left\langle \tilde{R}_I \right\rangle + \Delta \tilde{R}_I, \ldots) \) is dependent on the average positions \( \left\langle \tilde{R}_I \right\rangle \) of the atomic nuclei of the solid, and thus, the terms of its Taylor expansion are dependent on the lattice parameter of the solid. This is termed a "quasi-harmonic approximation". A number of authors have argued that the effect of the quasi-harmonic approximation on the accuracy of the calculation of the thermal properties of solids can be significant (see for example [148, 149]). Thus, the effect of neglecting the higher order terms of the Taylor expansion of \( U_{vib}(\ldots, \left\langle \tilde{R}_I \right\rangle + \Delta \tilde{R}_I, \ldots) \) on the accuracy of the calculated Helmholtz' free energy of a solid should be verified. We shall discuss this matter further in chapter 7.

Fourthly, the method presented in this chapter makes use of an inter-atomic interaction potential \( E_{a-a}(x) \) to model the chemical cohesion of solids. Changing the lattice parameter of a solid amounts to changing the mean positions of its atomic nuclei. Changing the mean position of all atomic nuclei in a solid produces:
1. changes in the electrostatic interaction of the atomic nuclei of the solid,

2. changes in the electrostatic interaction of the electrons of the solid,

3. changes in the electrostatic interaction between the atomic nuclei and the electrons of the solid, and

4. changes in the kinetic energy of the electrons of the solid.

The $E_{\text{tot}}(a)$ curve of a solid captures the change in the solid’s minimum total energy that occurs as a result of all of the changes enumerated above. And so, by expressing the $E_{\text{tot}}(a)$ curve of a solid in terms of an inter-atomic interaction potential $E_{a-a}(x)$ (as per equation 6.14), we are implicitly assuming that $E_{a-a}(x)$ is an accurate model of the changes in the electrostatic interaction of the atomic nuclei of the solid, of the changes in the electrostatic interaction of the electrons of the solid, of the changes in the electrostatic interaction between the atomic nuclei and the electrons of the solid, and of the changes in the kinetic energy of the electrons of the solid that occur when its lattice parameter is changed.

We derive the inter-atomic interaction potential $E_{a-a}(x)$ from knowledge of the $E_{\text{tot}}(a)$ curve of a solid using the results of Chen, Chen and Wei [137]. The $E_{\text{tot}}(a)$ curve of a solid can be calculated theoretically using an ESC program, and the results of Chen, Chen and Wei [137] provide a rigorous mathematical formula for constructing an inter-atomic interaction potential $E_{a-a}(x)$ once the $E_{\text{tot}}(a)$ curve is known. The potential $E_{a-a}(x)$ thus obtained is unique, and accurately reproduces the value of the $E_{\text{tot}}(a)$ curve at any lattice parameter. For this reason, we believe that the results of Chen, Chen and Wei [137] provide a means for producing a potential $E_{a-a}(x)$ that is an accurate model of the changes in the electrostatic interaction of the atomic nuclei of a solid, of the changes in the electrostatic interaction of the electrons of a solid, of the changes in the electrostatic interaction between the atomic nuclei and the electrons of a solid, and of the changes in the kinetic energy of the electrons of a solid that occur when its lattice parameter is changed. (These are precisely the changes enumerated in the previous paragraph.)
Having so constructed the inter-atomic interaction potential $E_{a-a}(x)$, we then assume that the vibration potential $U_{vib}(\ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, \ldots)$ can be accurately expressed in terms of the potential $E_{a-a}(x)$ (equation 6.16). In doing so, we implicitly assume that when the atoms of a solid are displaced from their mean positions as they undergo small amplitude thermal oscillations, the resulting increase in the total energy of the solid (excluding the kinetic energy of the atomic nuclei) can be modelled using the same inter-atomic interaction potential $E_{a-a}(x)$ that models the increase in the total energy of the solid when its lattice parameter is changed. Some may be skeptical of the validity of this assumption because atomic nuclei change their spatial symmetry as they undergo thermal oscillations. Previously published research suggests that inter-atomic interaction potentials fail to accurately predict the properties of solids that involve changes of the spatial symmetry of their atomic nuclei, like a solid's elastic constants [150]. In spite of this, we believe that the assumption is valid because thermal oscillations do not induce a macroscopically observable change in the spatial symmetry of the atomic nuclei of a solid (as does the application of a symmetry breaking stress to the solid). Rather, thermal oscillations only cause the atomic nuclei of solids to be displaced slightly from their mean positions, which themselves typically maintain the same spatial symmetry over a broad range of temperatures. We believe that the assumption is valid as long as the inter-atomic interaction potential $E_{a-a}(x)$ is used only to model the thermal oscillations of the atoms of a solid possessing a specific crystal structure, namely the crystal structure that the solid was assumed to possess when calculating the $E_{tot}(\alpha)$ curve used to derive the potential $E_{a-a}(x)$. We shall discuss this matter further in chapter 7.

The results of Chen, Chen and Wei [137] are very powerful. For instance, they shed new light on the use of inter-atomic interaction potentials in the calculation of solid properties. It is now generally accepted that the chemical cohesion of the atomic nuclei of real solids, especially metallic solids, cannot rigorously be modelled as the result of independent, pair-wise inter-atomic interactions (see for example [150,151]). As a result, some researchers have suggested that a pair-wise inter-atomic interaction potential is entirely incapable of accurately modelling the properties of any solid. However, it appears that an
inter-atomic model of chemical bonding fails most importantly in the prediction of solid properties involving a change of the spatial symmetry of its atomic nuclei, like a solid's elastic constants [150]. The results of Chen, Chen and Wei [137] indicate that an inter-atomic interaction potential can only be defined for a solid possessing a specific chemical composition and a specific crystal structure. Thus, to calculate the properties of two solids, both consisting of the same elements but each possessing a different crystal structure, two different inter-atomic interaction potentials must be defined. The results of Chen, Chen and Wei [137] can be used to define both of these potentials. In addition, the calculation of solid properties involving a change of the spatial symmetry of its atomic nuclei requires the calculation of a number of appropriate inter-atomic interaction potentials, all of which can again be constructed using the results of Chen, Chen and Wei [137].

In addition, the results of Chen, Chen and Wei provide an entirely theoretical method for constructing an inter-atomic interaction potential $E_{a-a}(x)$ [137]. This is so because the $E_{tot}(a)$ curve that is required to construct the potential $E_{a-a}(x)$ using the results of Chen, Chen and Wei can be calculated using an ESC program based entirely on first principles. Thus, to calculate the thermal properties of a solid using the method presented in this chapter, all that is required is knowledge of the average positions of the atomic nuclei in a solid, specified by vectors $\langle \vec{R}_i \rangle$. In contrast, a number of popular methods for constructing inter-atomic potentials, like the embedded atom method (EAM) [151], are empirical or semi-empirical methods. They provide a theoretical basis for deriving appropriate functional forms for inter-atomic interaction potentials which are then adjusted to reproduce the measured properties of materials of interest [151]. The potentials thus obtained appear to be generally applicable to the modelling of a number of material properties, as they have successfully been used to model defect formation, surface adsorption and other phenomena occurring in solids (see for example [151–153]). Using the results of Chen, Chen and Wei, we obtain an inter-atomic potential that is less generally applicable (in the sense that it is only useful for constructing the vibration potential $U_{vb}(\ldots, \langle \vec{R}_i \rangle + \Delta \vec{R}_i, \ldots)$ of atomic nuclei in a specific solid), but that can be calculated entirely theoretically.

Finally, the results of Chen, Chen and Wei provide an exact procedure for constructing a
potential \( E_{a-a}(x) \) that reproduces the \( E_{\text{tot}}(a) \) curve of a solid without artificially imposing any restrictions on the range of action of \( E_{a-a}(x) \). Prior to the publication of the results of Chen, Chen and Wei, the method of Carlsson, Gelatt and Ehrenreich [154,155], or slightly modified versions of this method (e.g. [156–160]), was often used to construct inter-atomic interaction potentials. This so-called "Carlsson-Gelatt method" [154] provides an exact expression for a potential \( E_{a-a}(x) \) in terms of the \( E_{\text{tot}}(a) \) curve of a solid as long as \( E_{a-a}(x) \) acts only between a given atomic nucleus in the solid and its first nearest neighbours. If the range of \( E_{a-a}(x) \) is longer, the Carlsson-Gelatt method provides only an approximate procedure for constructing it. The results of Chen, Chen and Wei do not suffer from this limitation.

Since the publication of the results of Chen, Chen and Wei, they have been used to calculate inter-atomic interaction potentials for the purpose of studying a number of complex materials. For instance, they have been used in the study of complex alloys (e.g. [161–194]), and of small material clusters (e.g. [193, 195–197]). They have also been used in a study of the adsorption of atoms on material surfaces [198]. We have not found any publications discussing the use of the results of Chen, Chen and Wei in a method for calculating the Helmholtz' free energy of bulk materials consisting of a single chemical species, like the method presented in this chapter. We thus believe that the theoretical method that we present here is novel.

### 6.4 Validation of the Method

We next wish to evaluate the performance of the method presented in this chapter in calculating the \( F(v, T) \) curve of a real solid. The remainder of this thesis discusses the calculation of the \( F(v, T) \) curve of metallic Cu. More specifically, in the next chapter, we calculate the \( F(v, T) \) curve of metallic Cu and use it to calculate the lattice parameter versus temperature curve \( a(T) \) curve of metallic Cu. We also compare the calculated \( a(T) \) curve of metallic Cu to the measured \( a(T) \) curve of this metal [80]. This amounts to an
indirect evaluation of the accuracy of the \( F(v, T) \) curve of metallic Cu, as calculated using the theoretical method presented in this chapter. We also use this information to evaluate the validity of the assumptions that were made in deriving the method presented in this chapter.

6.5 Appendix: Taylor Expansion of the Potential

\[ U_{\text{vib}} \left( (\ldots), \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, (\ldots) \right) \]

It is possible to express the function \( U_{\text{vib}} \left( (\ldots), \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, (\ldots) \right) \), as defined in equation 6.16, as a \( 3N \)-dimensional Taylor expansion [199]. The independent variables of this Taylor expansion are the components of the vectors \( \Delta \vec{R}_I \), namely \( \Delta R_{Ix}, \Delta R_{Iy}, \) and \( \Delta R_{Iz} \).

The zeroth-order term of this Taylor expansion is simply:

\[
U_{\text{vib}} \left( (\ldots), \left\langle \vec{R}_I \right\rangle, (\ldots) \right) = \frac{1}{2} \sum_i \sum_{j \neq i} E_{a-a} \left( \left| \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right| \right) - E_{\text{tot}} (v) = 0 \quad (6.29)
\]

The first-order terms of the Taylor expansion are of the form:

\[
\sum_{j \neq I} E_{a-a}^{(1)} \left( \left| \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right| \right) \times \left\{ \frac{\left\langle R_{Iq} \right\rangle - \left\langle R_{Jq} \right\rangle}{\left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle} \right\} \times \Delta R_{Iq}, \quad (6.30)
\]

where the summation over \( J \) runs over every atom in the solid, and \( \langle R_{Iq} \rangle \) is the \( q \)-component of the vector \( \left\langle \vec{R}_I \right\rangle \). It must be recalled that the vector \( \left\langle \vec{R}_I \right\rangle \) is the average position of the solid's \( I^{th} \) atomic nucleus. Also, \( E_{a-a}^{(n)} \left( \left| \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right| \right) \) must be understood as the \( n^{th} \)-derivative of the inter-atomic interaction potential \( E_{a-a} (x) \) with respect to its full argument \( x \), evaluated at \( x = \left| \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right| \). There are three Taylor expansion terms of the form given in equation 6.30 for every atomic nucleus in the solid, one proportional to \( \Delta R_{Ix} \), to \( \Delta R_{Iy} \) and to \( \Delta R_{Iz} \). Equation 6.30 shows a term associated with the \( I^{th} \) atomic nucleus.
The second-order terms of the Taylor expansion are more numerous. Firstly, there are $3N$ terms of the form:

$$
\frac{1}{2} \sum_{J \neq I} \left\{ E_{a-a}^{(2)} \left( \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right) \times \left\{ \frac{\left\langle R_{1q} \right\rangle - \left\langle R_{Jq} \right\rangle}{\left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle} \right\}^2 \right\} 
$$

(6.31)

$$
+ E_{a-a}^{(1)} \left( \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right) \times \left\{ \frac{\left\langle \left( \vec{R}_I \right) - \left( \vec{R}_J \right) \right\rangle^2 - \left\{ \left\langle R_{1q} \right\rangle - \left\langle R_{Jq} \right\rangle \right\}^2}{\left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle} \right\} \times \left\{ \Delta R_{1q} \right\}^2,
$$
one proportional to $\left\{ \Delta R_{1z} \right\}^2$, to $\left\{ \Delta R_{1y} \right\}^2$ and to $\left\{ \Delta R_{1z} \right\}^2$ for each atom in the solid.

Secondly, there are $3N$ terms of the form:

$$
\sum_{J \neq I} \left\{ E_{a-a}^{(2)} \left( \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right) \times \left\{ \frac{\left\langle \left\langle R_{1q} \right\rangle - \left\langle R_{Jq} \right\rangle \right\rangle \left\langle \left\langle R_{1p} \right\rangle - \left\langle R_{Jp} \right\rangle \right\rangle}{\left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle} \right\} \right\} 
$$

(6.32)

$$
- E_{a-a}^{(1)} \left( \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right) \times \left\{ \frac{\left\langle \left( \vec{R}_I \right) - \left( \vec{R}_J \right) \right\rangle^2 - \left\{ \left\langle R_{1q} \right\rangle - \left\langle R_{Jq} \right\rangle \right\}^2}{\left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle} \right\} \times \left\{ \Delta R_{1q} \right\} \left\{ \Delta R_{1p} \right\},
$$
one proportional to $\left\{ \Delta R_{1z} \right\} \left\{ \Delta R_{1y} \right\}$, to $\left\{ \Delta R_{1z} \right\} \left\{ \Delta R_{1z} \right\}$ and to $\left\{ \Delta R_{1y} \right\} \left\{ \Delta R_{1z} \right\}$ for each atom in the solid.

Thirdly, there are $\frac{3}{2} (N)(N - 1)$ terms of the form:

$$
- \left\{ E_{a-a}^{(2)} \left( \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right) \times \left\{ \frac{\left\langle \left\langle R_{1q} \right\rangle - \left\langle R_{Jq} \right\rangle \right\rangle^2}{\left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle} \right\} \right\} 
$$

(6.33)

$$
+ E_{a-a}^{(1)} \left( \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right) \times \left\{ \frac{\left\langle \left( \vec{R}_I \right) - \left( \vec{R}_J \right) \right\rangle^2 - \left\{ \left\langle R_{1q} \right\rangle - \left\langle R_{Jq} \right\rangle \right\}^2}{\left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle} \right\} \times \left\{ \Delta R_{1q} \right\} \left\{ \Delta R_{1q} \right\},
$$
one proportional to $\left\{ \Delta R_{1x} \right\} \left\{ \Delta R_{1x} \right\}$, to $\left\{ \Delta R_{1y} \right\} \left\{ \Delta R_{1y} \right\}$ and to $\left\{ \Delta R_{1z} \right\} \left\{ \Delta R_{1z} \right\}$ for each pair of atoms in the solid.

Finally, there are $3(N)(N - 1)$ terms of the form:

$$
- \left\{ E_{a-a}^{(2)} \left( \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right) \times \left\{ \frac{\left\langle \left\langle R_{1q} \right\rangle - \left\langle R_{Jq} \right\rangle \right\rangle \left\langle \left\langle R_{1p} \right\rangle - \left\langle R_{Jp} \right\rangle \right\rangle}{\left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle} \right\} \right\} 
$$

(6.34)

$$
- E_{a-a}^{(1)} \left( \left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle \right) \times \left\{ \frac{\left\langle \left( \vec{R}_I \right) - \left( \vec{R}_J \right) \right\rangle^2 - \left\{ \left\langle R_{1q} \right\rangle - \left\langle R_{Jq} \right\rangle \right\}^2}{\left\langle \vec{R}_I \right\rangle - \left\langle \vec{R}_J \right\rangle} \right\} \times \left\{ \Delta R_{1q} \right\} \left\{ \Delta R_{1p} \right\},
$$
one proportional to $\left\{ \Delta R_{1z} \right\} \left\{ \Delta R_{1y} \right\}$, to $\left\{ \Delta R_{1z} \right\} \left\{ \Delta R_{1z} \right\}$, to $\left\{ \Delta R_{1y} \right\} \left\{ \Delta R_{1z} \right\}$, to $\left\{ \Delta R_{1y} \right\} \left\{ \Delta R_{1z} \right\}$, to $\left\{ \Delta R_{1z} \right\} \left\{ \Delta R_{1z} \right\}$ and to $\left\{ \Delta R_{1z} \right\} \left\{ \Delta R_{1y} \right\}$ for each pair of atoms in the solid.

The sum of the expressions given in equations 6.29 to 6.34 is the Taylor expansion of the potential $U_{vib} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right)$, given in equation 6.16, to second-order in the
variables $\Delta R_{Iz}$, $\Delta R_{Iy}$ and $\Delta R_{Iz}$. All terms of this Taylor expansion are defined in terms of only the vectors $\langle \vec{R}_I \rangle$, and the inter-atomic interaction potential $E_{a-a}(x)$ and its derivatives.
Chapter 7

Calculation of the Thermal Expansion of Metallic Copper

In this chapter, we study theoretically the thermal expansion of metallic Cu. More specifically, we calculate the lattice parameter versus temperature curve \( a(T) \) of metallic Cu, and evaluate its accuracy by comparing it to published measurements of this curve. The \( a(T) \) curve of metallic Cu gives the lattice parameter of a bulk metallic Cu solid in thermal equilibrium with its environment at temperature \( T \). It can be constructed from the Helmholtz' free energy function \( F(a,T) \) of metallic Cu by finding the value of the lattice parameter \( a \) at which the partial derivative \( \frac{\delta}{\delta a} F(a,T) = 0 \), as a function of the temperature \( T \).

We wish to calculate the \( a(T) \) curve of metallic Cu for two reasons. Firstly, the accurate calculation of the \( a(T) \) curve of solids is itself a topic of current interest in materials science (e.g. [141–147, 200]). Secondly, because we calculate the \( a(T) \) curve of metallic Cu using its \( F(a,T) \) curve, the evaluation of the accuracy of the former curve is in fact an indirect evaluation of the accuracy of the latter. We wish to evaluate the accuracy of the \( F(a,T) \) curve of solids, as calculated using the theoretical method presented in chapter 6.

To calculate the \( F(a,T) \) curve of metallic Cu using the method of chapter 6, we must
calculate the minimum total energy versus lattice parameter curve $E_{\text{tot}}(a)$ of FCC Cu. We discuss the calculation of three such $E_{\text{tot}}(a)$ curves in section 7.1. We also discuss, in this latter section, the construction of the inter-atomic interaction potential $E_{a-a}(x)$ using the $E_{\text{tot}}(a)$ curves and the results of Chen, Chen and Wei [137]. In section 7.2, we describe the calculation of the $F(a,T)$ curve of metallic Cu using the mean-field potential method and the phonon spectrum method, presented respectively in sections 6.2.2 and 6.2.3 of chapter 6. In section 7.3, we use these $F(a,T)$ curves to calculate $a(T)$ curves of metallic Cu. We also evaluate the accuracy of these curves. Finally, in section 7.4, we summarise the results of sections 7.2 and 7.3, and discuss the information that these results provide about the theoretical method for calculating the Helmholtz' free energy of solids presented in chapter 6.

7.1 The $E_{\text{tot}}(a)$ Curve and the Potential $E_{a-a}(x)$ of FCC Cu

The first step in calculating the $a(T)$ curve of metallic Cu using the theoretical method presented in chapter 6 is the calculation of the minimum total energy versus lattice parameter curve $E_{\text{tot}}(a)$ of FCC Cu. We calculate two such curves using the TB-LMTO ESC program [28] and two of the exchange-correlation functionals that are available within the program. We specifically calculate the $E_{\text{tot}}(a)$ curve of FCC Cu because the atoms of real metallic Cu are arranged in the FCC crystal structure at all temperatures smaller than the metal's melting point [1].

We calculate the first $E_{\text{tot}}(a)$ curve of FCC Cu, which we label the "EXC2 $E_{\text{tot}}(a)$ curve", using exchange-correlation functional EXC2 (see table 2.1 of chapter 2). It is shown in chapter 4 that the TB-LMTO ESC program [28] most accurately predicts the crystal structure, the lattice parameters and the magnitude of the magnetic moments of the first-row transition metals at zero Kelvin when it is used in conjunction with this exchange-correlation functional. We calculate the EXC2 $E_{\text{tot}}(a)$ curve of FCC Cu assuming that this solid always possesses no magnetic moments (NM configuration) regardless of its lattice
parameter. (Real metallic Cu possesses no spontaneous magnetization (i.e. remains diamagnetic) at all temperatures below its melting point [1,2]. However, it is expected that metallic Cu will become magnetic if its lattice parameter is increased sufficiently, for reasons discussed in chapter 5 and noted by Moruzzi [83].) The EXC2 $E_{tot}(a)$ curve is shown in figure 7.1. In the range $5.0 \leq a \leq 10.0$ Bohr radii, we calculate the value of the EXC2 $E_{tot}(a)$ curve at 51 lattice parameter values, all uniformly separated by an interval of 0.1 Bohr radii. In the range $10.0 < a \leq 50.0$ Bohr radii, we calculate the value of the curve at 80 lattice parameter values, all uniformly separated by an interval of 0.5 Bohr radii.

We calculate the second $E_{tot}(a)$ curve of FCC Cu, which we label the "EXC4 $E_{tot}(a)$ curve", using the TB-LMTO ESC program [28] and exchange-correlation functional EXC4 (again see table 2.1 of chapter 2). In chapter 4, it is shown that EXC4 is different from the three other exchange-correlation functionals that are available in the TB-LMTO ESC program in that the program overestimates most of the zero-Kelvin lattice parameters of the first-row transition metals when used in conjunction with EXC4. In contrast, these lattice parameters are underestimated by the program when it is used in conjunction with any of the three other available exchange-correlation functionals. In addition, the bulk modulus of the first-row transition metals is more accurately calculated using EXC4. We calculate the EXC4 $E_{tot}(a)$ curve of FCC Cu assuming that the metal always possesses no magnetic moments (NM configuration), regardless of the value of its lattice parameter. This $E_{tot}(a)$ curve is also shown in figure 7.1. In the range $5.0 \leq a \leq 12.0$ Bohr radii, we calculate the value of the EXC4 $E_{tot}(a)$ curve at 71 lattice parameter values, all uniformly separated by an interval of 0.1 Bohr radii. In the range $12.0 < a \leq 50.0$ Bohr radii, we calculate the value of the curve at 76 lattice parameter values, all uniformly separated by an interval of 0.5 Bohr radii.

All values of both $E_{tot}(a)$ curves are calculated with first BZ discretization integers set to $L = M = N = 16$. The value of the convergence tolerances are set to different values in different lattice parameter ranges, as shown in table 7.1. This is because, as the lattice parameter of FCC Cu is increased, the TB-LMTO ESC program converges with greater and greater difficulty. Thus, it is necessary to relax the program’s convergence tolerances
as the lattice parameter of FCC Cu is increased. In all calculations, the electron density convergence tolerance and the total energy convergence tolerance are assigned identical values (ie. $1.0 \times 10^{-3}$ Rydberg units for the total energy convergence tolerance and $1.0 \times 10^{-3}$ electrons per cubic Bohr radii for the electron density convergence tolerance). Finally, the single-electron wave functions of the metals' valence electrons are expressed as a linear combination of s-, p- and d-orbitals only.

### Table 7.1: Convergence tolerances for calculating the $E_{\text{tot}}(a)$ curve of FCC Cu

<table>
<thead>
<tr>
<th>Value of convergence tolerances</th>
<th>Lattice par. range when calculating using EXC2</th>
<th>Lattice par. range when calculating using EXC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.0 \times 10^{-5}$</td>
<td>$5.0 \leq a \leq 21.0$ Bohr radii</td>
<td>$5.0 \leq a \leq 20.0$ Bohr radii</td>
</tr>
<tr>
<td>$1.0 \times 10^{-4}$</td>
<td>$21.5 \leq a \leq 32.0$ Bohr radii</td>
<td>$20.5 \leq a \leq 28.0$ Bohr radii and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$29.0 \leq a \leq 50.0$ Bohr radii</td>
</tr>
<tr>
<td>$1.0 \times 10^{-3}$</td>
<td>$32.5 \leq a \leq 50.0$ Bohr radii</td>
<td>$a = 28.5$ Bohr radii</td>
</tr>
</tbody>
</table>

The total energy convergence tolerance has Rydberg units, while the electron density convergence tolerance has units of electrons per cubic Bohr radii.

The EXC2 and EXC4 $E_{\text{tot}}(a)$ curves are both shown in figure 7.1. The EXC4 $E_{\text{tot}}(a)$ curve is shown translated upward by approximately 3.395 Rydberg units in the figure. This makes the smallest calculated value of this curve approximately equal to that of the EXC2 $E_{\text{tot}}(a)$ curve, thus facilitating the comparison of the two curves. The figure shows only the portion of each curve that lies between 2.5 and 27.5 Bohr radii even though we calculate both curves between 5.0 and 50.0 Bohr radii. This represents no significant loss of information, as both curves are essentially constant at all lattice parameters greater than
a \approx 25.0 \text{ Bohr radii}. Figure 7.1 makes clear that the shape of the two \( E_{\text{tot}} (a) \) curves is different. To more clearly emphasize some of the differences between the EXC2 and the EXC4 \( E_{\text{tot}} (a) \) curves, we show, in figure 7.2, the calculated values of these curves in the vicinity of their global minima. The EXC4 \( E_{\text{tot}} (a) \) curve is shown translated upward by approximately 3.395 Rydberg units in this latter figure as well. It is clearly apparent in figure 7.2 that the global minimum value of the EXC2 and the EXC4 curves occur at different lattice parameters. Also, though this is not immediately evident when observing figure 7.1 or figure 7.2, the curve obtained with EXC2 has a local maximum while that obtained with EXC4 does not. (The local maximum of the EXC2 \( E_{\text{tot}} (a) \) curve is visible in figure B.6 of appendix B.) Table 7.2 highlights other notable features of the two \( E_{\text{tot}} (a) \) curves and indicates the lattice parameters at which these features occur.

Table 7.2: Notable features of the calculated \( E_{\text{tot}} (a) \) curves of FCC Cu

<table>
<thead>
<tr>
<th>Feature</th>
<th>Location of feature in EXC2 curve</th>
<th>Location of feature in EXC4 curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>global minimum</td>
<td>( a = 6.8 \pm 0.1 \text{ Bohr radii} )</td>
<td>( a = 7.0 \pm 0.1 \text{ Bohr radii} )</td>
</tr>
<tr>
<td>1st inflection point</td>
<td>( a = 8.1 \pm 0.1 \text{ Bohr radii} )</td>
<td>( a = 8.4 \pm 0.1 \text{ Bohr radii} )</td>
</tr>
<tr>
<td>local maximum</td>
<td>( a = 18.0 \pm 0.5 \text{ Bohr radii} )</td>
<td>-</td>
</tr>
<tr>
<td>2nd inflection point</td>
<td>( a = 19.5 \pm 0.5 \text{ Bohr radii} )</td>
<td>-</td>
</tr>
</tbody>
</table>

In addition to the EXC2 and the EXC4 \( E_{\text{tot}} (a) \) curves, we show in figure 7.2 a curve that we label the “EXC4’ \( E_{\text{tot}} (a) \) curve”. This curve is constructed by translating leftward by 0.2 Bohr radii the EXC4 \( E_{\text{tot}} (a) \) curve. By shifting leftward the EXC4 \( E_{\text{tot}} (a) \) curve in this manner, the smallest calculated value of this curve is aligned with the smallest calculated value of the EXC2 \( E_{\text{tot}} (a) \) curve. Like the EXC4 \( E_{\text{tot}} (a) \) curve, the EXC4’ \( E_{\text{tot}} (a) \) curve is shown translated upward by approximately 3.395 Rydberg units in figure 7.2. Examining the EXC2 and the EXC4’ \( E_{\text{tot}} (a) \) curves, it is clear that the curvature of these curves in the vicinity of their global minima is different. We shall later use the EXC2 and the EXC4’ \( E_{\text{tot}} (a) \) curves to demonstrate that the curvature of the \( E_{\text{tot}} (a) \) curve of FCC Cu significantly affects the shape of the calculated \( a (T) \) curve of metallic Cu.
Finally, in order to calculate the $a(T)$ curve of metallic Cu using the method of chapter 6, it must be possible to obtain the value of the $E_{\text{tot}}(a)$ curve of FCC Cu, and of the first- and second-derivatives of this curve, at almost any value of lattice parameter $a$. To make this possible, we parametrize the EXC2 and the EXC4 $E_{\text{tot}}(a)$ curves of FCC Cu using appropriate model functions. This is described in appendix B of this thesis. In this appendix, we also estimate the numerical precision of the calculated $E_{\text{tot}}(a)$ curves, as well as that of their first- and second-derivatives. In sections 7.2 and 7.3, we use this information to evaluate the numerical precision of the $F(a,T)$ curves and $a(T)$ curves that we calculate.
Figure 7.1: Calculated $E_{\text{tot}}(a)$ curve of FCC Cu obtained using the TB-LMTO ESC program. Squares (diamonds) denote the EXC2 (EXC4) $E_{\text{tot}}(a)$ curve. Data symbols indicate actual calculated values of the two curves. To maintain the clarity of the figure, some calculated values are not denoted. Also, to facilitate the comparison of the two curves, the EXC4 $E_{\text{tot}}(a)$ curve is shown translated upward by 3.39462 Rydberg units. Error bars denoting the numerical uncertainty of the calculated values are omitted as they are smaller than the data symbols.
Figure 7.2: Calculated $E_{tot}(a)$ curve of FCC Cu in the vicinity of its global minimum value. Squares (open diamonds) denote the EXC2 (EXC4) $E_{tot}(a)$ curve. Filled diamonds denote the EXC4' $E_{tot}(a)$ curve, which is constructed by translating leftward by 0.2 Bohr radii the EXC4 $E_{tot}(a)$ curve. To facilitate the comparison of the curves, the EXC4 and EXC4' $E_{tot}(a)$ curves are shown translated upward by 3.39462 Rydberg units. Data symbols indicate actual calculated values of the curves. Error bars denoting the numerical uncertainty of the calculated values are omitted as they are smaller than the data symbols.
Having calculated the EXC2, EXC4 and EXC4' $E_{tot}(a)$ curves of FCC Cu, we now define three inter-atomic interaction potentials $E_{a-a}(x)$, which we respectively label the EXC2, EXC4 and EXC4' $E_{a-a}(x)$ potential. The inter-atomic interaction potentials that we define act between each pair of atomic nuclei in the metallic Cu solid, and are dependent only upon the separation $x$ of the pair of atomic nuclei. We assume that the minimum total energy versus lattice parameter curve of the FCC Cu solid can be expressed in terms of a potential $E_{a-a}(x)$ as follows (see equation 6.17) [137]:

$$E_{tot}(a) = \frac{1}{2} \sum_{n=1}^{\infty} r[n] E_{a-a} \left( \frac{b[n] a}{\sqrt{2}} \right)$$

(7.1)

Under this assumption, the inter-atomic interaction potential $E_{a-a}(x)$ of FCC Cu can be expressed in terms of the $E_{tot}(a)$ curve of FCC Cu as follows (see equation 6.18) [137]:

$$E_{a-a}(x) = 2 \sum_{n=1}^{\infty} I[n] \left( E_{tot} \left( \sqrt{2}b[n] x \right) \right).$$

(7.2)

Because equations 7.1 and 7.2 specifically apply to a solid possessing the FCC crystal structure, the constants $r[n], b[n]$ and $I[n]$ appearing in the equations are as given in table 7.3. These constants are originally reported, albeit with some errors, in the paper by Chen, Chen and Wei [137]. They are reported without errors in table 7.3. It is also because equations 7.1 and 7.2 apply specifically to a solid possessing the FCC crystal structure that the argument of the $E_{a-a}(x)$ potential appearing on the right hand side of equation 7.1 is proportional to $\frac{a}{\sqrt{2}}$, and that the argument of the $E_{tot}(a)$ curve appearing on the right hand side of equation 7.2 is proportional to $\sqrt{2}x$. If in a FCC solid, the shortest distance between any pair of atoms is $x$, then the lattice parameter of the solid is $a = \sqrt{2}x$.

Prior to calculating the Helmholtz' free energy curve $F(a, T)$ and the lattice parameter versus temperature curve $a(T)$ of FCC Cu, we illustrate, in figure 7.3, some of the inter-atomic interaction potentials $E_{a-a}(x)$ that we construct using the method of Chen, Chen and Wei. Specifically, figure 7.3 shows four potentials, two obtained using the EXC2 $E_{tot}(a)$ curve, and two obtained using the EXC4 $E_{tot}(a)$ curve. Two of these potentials have range of action restricted to the distance separating any atom in a FCC Cu solid from its first nearest neighbours. We label these potentials the 1NN EXC2 $E_{a-a}(x)$ potential and
Table 7.3: Constants \( r[n] \), \( b[n] \) and \( I[n] \) for the FCC crystal structure

<table>
<thead>
<tr>
<th>( n )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r[n] )</td>
<td>12</td>
<td>6</td>
<td>24</td>
<td>12</td>
<td>24</td>
<td>8</td>
<td>48</td>
<td>6</td>
</tr>
<tr>
<td>( b[n] )</td>
<td>1</td>
<td>( \sqrt{2} )</td>
<td>( \sqrt{3} )</td>
<td>2</td>
<td>( \sqrt{5} )</td>
<td>( \sqrt{6} )</td>
<td>( \sqrt{7} )</td>
<td>( \sqrt{8} )</td>
</tr>
<tr>
<td>( I[n] )</td>
<td>( \frac{1}{12} )</td>
<td>( -\frac{1}{24} )</td>
<td>( \frac{-1}{6} )</td>
<td>( \frac{-1}{16} )</td>
<td>( \frac{-1}{6} )</td>
<td>( \frac{1}{9} )</td>
<td>( \frac{-1}{3} )</td>
<td>( \frac{1}{32} )</td>
</tr>
<tr>
<td>( n )</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>( r[n] )</td>
<td>36</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>72</td>
<td>0</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td>( b[n] )</td>
<td>3</td>
<td>( \sqrt{10} )</td>
<td>( \sqrt{11} )</td>
<td>( \sqrt{12} )</td>
<td>( \sqrt{13} )</td>
<td>( \sqrt{14} )</td>
<td>( \sqrt{15} )</td>
<td></td>
</tr>
<tr>
<td>( I[n] )</td>
<td>( \frac{1}{12} )</td>
<td>0</td>
<td>( \frac{-1}{6} )</td>
<td>( \frac{7}{72} )</td>
<td>( \frac{-1}{2} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{3} )</td>
<td></td>
</tr>
</tbody>
</table>

All constants are unitless.

the 1NN EXC4 \( E_{a-a}(x) \) potential. The other two potentials have range of action restricted to the distance separating any atom in a FCC Cu solid from its seventh nearest neighbours. We label these potentials the 7NN EXC2 \( E_{a-a}(x) \) potential and the 7NN EXC4 \( E_{a-a}(x) \) potential. Figure 7.3 shows only a short segment of the aforementioned potentials. We did not calculate the entirety of these potentials because we only require knowledge of them over a restricted range of inter-atomic separations \( x \) in order to calculate the lattice parameter versus temperature curve of metallic Cu using the method of chapter 6.

We also include, in figure 7.3, the inter-atomic interaction potential for FCC Cu published by Carlsson, Gelatt and Ehrenreich [154]. Carlsson, Gelatt and Ehrenreich constructed an inter-atomic interaction potential for FCC Cu and used it to calculate some of the elastic properties of metallic Cu, with moderate success. However, as we indicated in chapter 6, a potential \( E_{a-a}(x) \) that acts between a given atomic nucleus and its first nearest neighbours can be constructed exactly using the "Carlsson-Gelatt method" [154]. The Carlsson-Gelatt method provides only an approximate procedure for constructing inter-atomic interaction potentials that have a longer range.
In order to meaningfully compare our $E_{a-a}(x)$ potential to that of Carlsson, Gelatt and Ehrenreich, we subtracted the value $\lim_{a \to \infty} E_{\text{tot}}(a)$ from the calculated $E_{\text{tot}}(a)$ curves before computing the values of $E_{a-a}(x)$ shown in figure 7.3. We do so because Carlsson, Gelatt and Ehrenreich constructed their $E_{a-a}(x)$ potential using a cohesive energy curve $E_{\text{coh}}(a)$. The cohesive energy of a solid can be expressed as $E_{\text{coh}}(a) = E_{\text{tot}}(a) - \lim_{a \to \infty} E_{\text{tot}}(a)$. To construct $E_{\text{coh}}(a)$ curves using our calculated $E_{\text{tot}}(a)$ curves, we evaluated the limit $\lim_{a \to \infty} E_{\text{tot}}(a)$ using the parametrization of the 15NNandmore range of our $E_{\text{tot}}(a)$ curves (see appendix B).

It is clear, in figure 7.3, that our inter-atomic interaction potentials are significantly different of that of Carlsson, Gelatt and Ehrenreich. We believe that this is due to two factors. Firstly, Carlsson, Gelatt and Ehrenreich derived their inter-atomic interaction potential from a cohesive energy versus lattice parameter curve of FCC Cu calculated using a local exchange-correlation functional [154]. We derive our potentials using $E_{\text{tot}}(a)$ curves of FCC Cu obtained using non-local exchange-correlation functionals. We have shown in chapter 4 that the $E_{\text{tot}}(a)$ curves of the first-row transition metals calculated using local exchange-correlation functionals are significantly different of the same curves but calculated using a non-local exchange-correlation functional. Secondly, the method used by Carlsson, Gelatt and Ehrenreich to construct their inter-atomic interaction potential differs from the method that we used to derive ours, namely the method of Chen, Chen and Wei [137].

In addition, figure 7.3 illustrates that the EXC2 $E_{a-a}(x)$ potentials are significantly different of the EXC4 $E_{a-a}(x)$ potentials. This is expected, as the EXC2 and EXC4 $E_{\text{tot}}(a)$ curves of FCC Cu have significantly different functional forms. We shall return to this later.
Figure 7.3: Calculated $E_{a-a}(x)$ potentials of FCC Cu obtained using the method of Chen, Chen and Wei. The upper (lower) figure shows 1NN (7NN) potentials. Squares (diamonds) denote the EXC2 (EXC4) $E_{a-a}(x)$ potential. Circles denote the potential of Carlsson, Gelatt and Ehrenreich [154]. Error bars denoting the numerical uncertainty of the calculated values are omitted as they are smaller than the data symbols.
7.2 Calculation of the $F(a, T)$ Curve of Metallic Cu

Having completed the first step in the calculation of the $a(T)$ curve of metallic Cu, namely the calculation and parametrization of the $E_{\text{tot}}(a)$ curve of FCC Cu, we now calculate the $F(a, T)$ curve of metallic Cu using the method presented in chapter 6. We here describe how to do so using both the mean-field potential method and the phonon spectrum method, described respectively in sections 6.2.2 and 6.2.3 of chapter 6.

7.2.1 $F(a, T)$ Curve Using the Mean-Field Potential Method

Within the mean-field potential method, the Helmholtz' free energy of a metallic Cu solid, as a function of its lattice parameter $a$ and its temperature $T$, is:

$$F(a, T) = E_{\text{tot}}(a) + \frac{3}{2} \hbar \omega(a) + 3k_B T \ln \left\{ 1 - e^{-\frac{\hbar \omega(a)}{k_B T}} \right\}. \quad (7.3)$$

Equation 7.3 is derived from equation 6.23 and gives the Helmholtz' free energy per atom of the metallic Cu solid. In the equation, $E_{\text{tot}}(a)$ is the minimum total energy versus lattice parameter curve of FCC Cu. Also, $\hbar$ is Planck's constant divided by $2\pi$, $k_B$ is Boltzman's constant, $\ln$ denotes a natural logarithm, and $\omega(a)$ is the frequency of oscillation of the atomic nuclei of the metallic Cu solid.

Within the mean-field potential method, the atomic nuclei of the metallic Cu solid are modelled as a collection of independent harmonic oscillators oscillating about their mean positions. They oscillate with frequency $\omega(a)$ defined as follows:

$$\omega(a) = \sqrt{\frac{1}{3M} \sum_{n=1}^{\infty} \left\{ r[n] E^{(2)}_{a-a} \left( b[n] \frac{a}{\sqrt{2}} \right) + \frac{2r[n] E^{(1)}_{a-a} \left( b[n] \frac{a}{\sqrt{2}} \right)}{b[n] \frac{a}{\sqrt{2}}} \right\}}. \quad (7.4)$$

Equation 7.4 is derived from equation 6.21. In the equation, $M$ is the mass of a Cu atom, and $E^{(1)}_{a-a} \left( b[n] \frac{a}{\sqrt{2}} \right)$ and $E^{(2)}_{a-a} \left( b[n] \frac{a}{\sqrt{2}} \right)$ denote respectively the first- and second-derivative of an inter-atomic interaction potential $E_{a-a}(x)$, with respect to its full argument $x$, evaluated at $x = b[n] \frac{a}{\sqrt{2}}$. In calculating the oscillation frequencies $\omega(a)$, we do
not construct the potential $E_{a-a}(x)$ and then evaluate its derivatives. Rather, we calculate the derivatives of the potential $E_{a-a}(x)$ using the derivatives of the $E_{tot}(a)$ curve and the definition of $E_{a-a}(x)$ provided in section 7.1 of this chapter. $E_{a-a}(x)$ is constructed using the $E_{tot}(a)$ curve of FCC Cu as per equation 7.2. Because equations 7.2 and 7.4 specifically apply to a solid possessing the FCC crystal structure, the constants $r[n], b[n]$ and $I[n]$ appearing in these equations are as given in table 7.3.

Equations 7.2, 7.3 and 7.4 are the basis of the calculation of the $F(a,T)$ curve of metallic Cu using the mean-field potential method presented in chapter 6. Using this method, we calculate the value of the $F(a,T)$ curve of metallic Cu at 1296 $(a,T)$-couples, where $T$ takes one of the temperatures at which we have access to an experimental measurement of the lattice parameter of metallic Cu (these temperatures are shown in table 7.4) [80], and where $a$ takes one of 81 values lying in the interval $6.7 \leq a \leq 7.5$ Bohr radii, all uniformly separated by an interval of 0.01 Bohr radii. We sequentially calculate these 1296 values of the $F(a,T)$ curve of metallic Cu using two “while loops”. The first loop runs over the 81 previously described lattice parameter values in the range $6.7 \leq a \leq 7.5$ Bohr radii. This first loop is embedded into a second while loop that runs over all temperatures shown in table 7.4. For each value of lattice parameter $a$, a frequency $\omega(a)$ is calculated as per equation 7.4. This frequency is then used to calculate the Helmholtz' free energy $F(a,T)$ as per equation 7.3. Values of the Helmholtz' free energy for all $(a,T)$-couples thus defined are stored for later analysis.

We realize that it would have been more efficient to embed the temperature loop into the lattice parameter loop rather than embedding the lattice parameter loop into the temperature loop as we have done. This is because the oscillation frequencies $\omega(a)$ are independent of temperature. Our implementation of the calculation of the $F(a,T)$ curve of FCC Cu entails multiple calculations of the same frequencies $\omega(a)$. This has not been problematic, as even our calculation could be performed rapidly. Nonetheless, we do intend to implement the more efficient calculation scheme in the future.

When calculating the $F(a,T)$ curve of metallic Cu, we must specify the range of action
of the potential $E_{a-a}(x)$. To do so, we simply restrict the summations in equations 7.4 and 7.2 to some maximum value $n = i$. This effectively restricts the range of action of $E_{a-a}(x)$ to the distance separating a given atomic nucleus in the metallic Cu solid from its $i^{th}$ nearest neighbours. We shall show, in sections 7.2.3 and 7.3, that the range of action of $E_{a-a}(x)$ can significantly affect the accuracy of the calculated $F(a,T)$ curve and of the calculated $a(T)$ curve of metallic Cu. We also require knowledge of the $E_{tot}(a)$ curve of FCC Cu in order to construct the $F(a,T)$ curve of metallic Cu as per equation 7.3, and to calculate the potential $E_{a-a}(x)$ as per equation 7.2. We run each calculation using one of the EXC2, the EXC4 or the EXC4' $E_{tot}(a)$ curve of FCC Cu, as calculated and parametrized in section 7.1.

In addition, we use the numerical precision of the calculated $E_{tot}(a)$ curve of FCC Cu, as well as the numerical precision of its first- and second-derivatives $E_{tot}^{(1)}(a)$ and $E_{tot}^{(2)}(a)$, to estimate the numerical precision of the calculated $F(a,T)$ curve of metallic Cu. The numerical precision of $E_{tot}(a)$, $E_{tot}^{(1)}(a)$ and $E_{tot}^{(2)}(a)$ must be understood as an estimate of the standard deviation of the distribution of the calculation precision errors (CPE’s) in the values of these functions (see chapter 3). We estimate the numerical precision of the calculated values of the $F(a,T)$ curve of metallic Cu by propagating the uncertainties of the values of $E_{tot}(a)$, $E_{tot}^{(1)}(a)$ and $E_{tot}^{(2)}(a)$. We do so by treating the uncertainty of a function as a first-order correction of the value of the function. Thus, we take the value of a function $f(x)$, evaluated at $x = x_0 \pm \Delta x_0$, to be:

$$f(x_0 \pm \Delta x_0) = f(x_0) \pm \frac{d}{dx} f(x) \bigg|_{x=x_0} \Delta x_0,$$

(7.5)

where $\frac{d}{dx} f(x) \bigg|_{x=x_0}$ is the derivative of $f(x)$ with respect to its full argument $x$, evaluated at $x = x_0$.

Finally, all physical constants required to calculate the $F(a,T)$ curve of metallic Cu are taken from the web-site of the National Institute of Science and Technology of the United States of America [201], and the mass of a Cu atomic nucleus is taken as reported in the WebElements™ Periodic Table [202].
7.2.2 \( F(a, T) \) Curve Using the Phonon Spectrum Method

Within the phonon spectrum method, the Helmholtz' free energy of a metallic Cu solid, as a function of its lattice parameter \( a \) and its temperature \( T \), is:

\[
F(a, T) = E_{\text{tot}}(a) + \frac{1}{2} \sum_{\lambda=1}^{3} \frac{a^3}{4 \cdot (2\pi)^3} \int_{BZ} \hbar \Omega_{\lambda}(\vec{k}, a)\, d\vec{k} \\
+ k_B T \sum_{\lambda=1}^{3} \frac{a^3}{4 \cdot (2\pi)^3} \int_{BZ} \ln \left\{ 1 - e^{-\frac{\hbar \Omega_{\lambda}(\vec{k}, a)}{k_B T}} \right\} d\vec{k}. \tag{7.6}
\]
Equation 7.6 is derived from equation 6.27 and gives the free energy per atom of the metallic Cu solid. In equation 7.6, $E_{\text{tot}} (a)$ is the minimum total energy versus lattice parameter curve of FCC Cu. Also, $\hbar$ is Planck's constant divided by $2\pi$, $k_B$ is Boltzman's constant, $\ln$ denotes a natural logarithm, and $\Omega_x (\vec{k}, a)$ is the frequency of oscillation of the atomic nuclei of the metallic Cu solid when they oscillate in a phonon mode with wave vector $\vec{k}$. Finally, the summations over $\lambda$ run over all three phonon modes associated to wave vector $\vec{k}$, and the integrals run over the first Brillouin zone (BZ) of the metallic Cu solid.\(^1\)

Within the phonon spectrum method, the atomic nuclei of a metallic Cu solid are treated as coupled harmonic oscillators. Thus, they oscillate collectively in well-defined modes of oscillation termed "phonon modes". All phonon modes are associated to a wave vector $\vec{k}$ in the first BZ of the metallic Cu solid. There are in fact three phonon modes associated to each vector $\vec{k}$ in the solid's first BZ. To calculate the frequency of oscillation $\Omega (\vec{k}, a)$ of the atomic nuclei of a metallic Cu solid when they oscillate in a phonon mode associated to a specific vector $\vec{k}$, we must define the characteristic polynomial of the following equation (see equation 6.25):

$$-M \Omega^2 (\vec{k}, a) \Delta \vec{R}_I (t) = -\vec{\nabla}_I U_{\text{vib}} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I (t), \ldots \right), \quad (7.7)$$

where $M$ is the mass of a Cu atom, and $\Delta \vec{R}_I (t)$ is the displacement as a function of time of the $I^{th}$ atomic nucleus of the metallic Cu solid, relative to its mean position, as it oscillates in a phonon mode with wave vector $\vec{k}$ (see equation 6.24). Also, $\vec{\nabla}_I$ is the gradient operator $\hat{x} \frac{d}{d\Delta R_{Iz}} + \hat{y} \frac{d}{d\Delta R_{Iy}} + \hat{z} \frac{d}{d\Delta R_{Ix}}$ and $U_{\text{vib}} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I (t), \ldots \right)$ is the vibration potential of the atomic nuclei of a metallic Cu solid with lattice parameter $a$. We evaluate the gradient of this vibration potential using the Taylor expansion presented in section 6.5 of chapter 6. Because we specifically require the vibration potential of the atomic nuclei of a metallic Cu solid with lattice parameter $a$, all vectors $\left\langle \vec{R}_I \right\rangle$ in the expression for $U_{\text{vib}} \left( \ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I (t), \ldots \right)$ describe the average position of one of the atomic nuclei of the metallic Cu solid when it has lattice parameter $a$. In addition, the Taylor expansion

\(^1\)As previously indicated, the atomic nuclei of metallic Cu are arranged in the FCC crystal structure at all temperatures below its melting point [1]. The geometry of the first BZ of a FCC solid is described in detail in the text of Bradley and Cracknell [203].
of $U_{\text{vib}} ((\ldots), (\langle \vec{R}_I \rangle + \Delta \vec{R}_I (t), (\ldots))$ is defined in terms of the first- and second-derivative of an inter-atomic interaction potential $E_{a-a} (x)$, itself defined as per equation 7.2. In calculating the gradient $\vec{\nabla}_I U_{\text{vib}} ((\ldots), (\langle \vec{R}_I \rangle + \Delta \vec{R}_I (t), (\ldots))$, we do not construct the potential $E_{a-a} (x)$ and then evaluate its derivatives. Rather, we calculate the derivatives of the potential $E_{a-a} (x)$ using the derivatives of the $E_{\text{tot}} (a)$ curve and the definition of $E_{a-a} (x)$ provided in section 7.1. Because $E_{a-a} (x)$ is an inter-atomic interaction potential acting between the atomic nuclei of a FCC solid, the constants $b [n]$ and $I [n]$ appearing in equation 7.2 are as given in table 7.3. The characteristic polynomial of equation 7.7 is a third-order polynomial in $\Omega^2 (\vec{k}, a)$. The roots of this polynomial are the squares of the three frequencies $\Omega (\vec{k}, a)$ associated to each of the three phonon modes with wave vector $\vec{k}$.

Equations 7.2, 7.6 and 7.7 are the basis of the calculation of the $F (a, T)$ curve of metallic Cu using the phonon spectrum method. Using this method, we calculate the value of the $F (a, T)$ curve of metallic Cu at 1296 $(a, T)$-couples, where $T$ takes one of the temperatures at which we have access to an experimental measurement of the lattice parameter of metallic Cu (see table 7.4) [80], and where $a$ takes one of 81 values lying in the interval $6.7 \leq a \leq 7.5$ Bohr radii, all uniformly separated by an interval of 0.01 Bohr radii. We sequentially calculate these 1296 values of the $F (a, T)$ curve of metallic Cu using two “while loops”. The first loop runs over the 81 previously described lattice parameter values in the range $6.7 \leq a \leq 7.5$ Bohr radii. This first loop is embedded into a second while loop that runs over all temperatures shown in table 7.4. For each value of lattice parameter $a$, we calculate a phonon spectrum for the FCC Cu solid. To do so, we use the characteristic polynomial of equation 7.7 to calculate the three phonon frequencies $\Omega (\vec{k}, a)$ associated to each of approximately 37000 $\vec{k}$-vectors, all located in a volume equal to one $48^{th}$ of the total volume of the first BZ of metallic Cu. Although knowledge of $\Omega (\vec{k}, a)$ is required throughout the entire first BZ of the metallic Cu solid, it is sufficient to calculate values of $\Omega (\vec{k}, a)$ in only one $48^{th}$ of this volume because of the geometric symmetry of the first BZ of FCC solids [203]. For each vector $\vec{k}$ just described, we use equation 7.7 to define a third-order polynomial in $\Omega^2 (\vec{k}, a)$. We use a bisection method to find the first root of this polynomial. We then use long division to factor the polynomial, and obtain its
two remaining roots using the quadratic formula. Having completed the calculation of
the phonon spectrum, we use equation 7.6 to calculate \( F(a, T) \). We evaluate the integrals
in equation 7.6 using the calculated phonon frequencies \( \Omega(\vec{k}, a) \) in a Riemann sum [74].
We ascertained that when they are evaluated using \( \approx 37000 \vec{k} \)-vectors, the numerical es-
timates of the integrals of equation 7.6 contain systematic calculation errors (SCE’s) that
are sufficiently small to allow for a meaningful comparison of the \( F(a, T) \) curve of FCC
Cu as obtained using the phonon spectrum method and as obtained using the mean-field
potential method. Values of the Helmholtz’ free energy at all \((a, T)\)-couples are stored for
later analysis.

As in the mean-field potential method, we realize that it would have been more efficient
to embed the temperature loop into the lattice parameter loop rather than embedding
the lattice parameter loop into the temperature loop as we have done. This is because
the phonon frequencies \( \Omega(\vec{k}, a) \) are independent of temperature. Our implementation of
the calculation of the \( F(a, T) \) curve of FCC Cu entails multiple calculations of the same
frequencies \( \Omega(\vec{k}, a) \). This is time consuming, and we shall therefore implement the more
efficient calculation scheme in the future.

When using the phonon spectrum method, we must specify the range of the potential
\( E_{a-a}(x) \). To do so, we restrict the summation in equation 7.2 to some maximum value
\( n = i \). This effectively restricts the range of action of \( E_{a-a}(x) \) to the distance separating a
given atomic nucleus in the metallic Cu solid from its \( i^{th} \) nearest neighbours. Importantly,
when the range of \( E_{a-a}(x) \) is restricted in this manner, the gradient appearing in equation
7.7 must reflect this reality. This is accomplished by including only atomic nuclei within
the \( i^{th} \) nearest atomic coordination shell of the \( I^{th} \) atomic nucleus of the metallic Cu solid
when constructing the expression for \( U_{\text{vib}}\left(\ldots, \left\langle \vec{R}_j \right\rangle + \Delta \vec{R}_j(t), \ldots\right) \). We shall show, in
sections 7.2.3 and 7.3, that the range of action of \( E_{a-a}(x) \) can significantly affect the accu-
rcacy of the calculated \( F(a, T) \) curve and of the calculated \( a(T) \) curve of metallic Cu. When
using the phonon spectrum method, we also require knowledge of the \( E_{\text{tot}}(a) \) curve of
FCC Cu in order to construct the \( F(a, T) \) curve of metallic Cu as per equation 7.6, and to
construct the potential \( E_{a-a}(x) \) as per equation 7.2. For this purpose, we use one of the
EXC2, the EXC4 or the EXC4' $E_{tot}(a)$ curves of FCC Cu, as calculated and parametrized in section 7.1.

In addition, we use the estimated numerical precision of the calculated $E_{tot}(a)$ curves of FCC Cu, as well as the estimated numerical precision of their first- and second-derivatives $E_{tot}^{(1)}(a)$ and $E_{tot}^{(2)}(a)$, to estimate the numerical precision of the calculated $F(a, T)$ curve of metallic Cu. We do so by propagating the numerical uncertainties of the values of $E_{tot}(a)$, $E_{tot}^{(1)}(a)$ and $E_{tot}^{(2)}(a)$, treating them as first-order corrections to the value of a function as per equation 7.5.

Finally, all physical constants required to calculate the $F(a, T)$ curve of metallic Cu are taken from the web-site of the National Institute of Science and Technology of the United States of America [201], and the mass of a Cu atomic nucleus is taken as reported in the WebElements™ Periodic Table [202].

### 7.2.3 A Typical Calculated $F(a, T)$ Curve

We show here some calculated $F(a, T)$ curves of metallic Cu. We show these curves for the purpose of illustrating a typical calculated $F(a, T)$ curve of metallic Cu, and for bringing to the reader’s attention some matters of importance to the evaluation of the accuracy of such curves.

Firstly, we show, in figures 7.4 and 7.5, the 1NN EXC2 $F(a, T)$ curve of metallic Cu as obtained using the mean-field potential method and the phonon spectrum method. The curves are shown at $T = 293$ Kelvin and $T = 1300$ Kelvin in figures 7.4 and 7.5 respectively. The $F(a, T)$ curves in question are calculated using the EXC2 $E_{tot}(a)$ curve of FCC Cu. They are also calculated using an inter-atomic interaction potential $E_{a-a}(x)$ with range of action extending only to the distance separating a given atomic nucleus in the metallic Cu solid from its first nearest neighbours. It is for these reasons that we label these curves "1NN EXC2 $F(a, T)$ curves".
It is immediately evident, when observing figures 7.4 and 7.5, that the numerical precision of the $F(a, T)$ curve obtained using the mean-field potential method is greater than that of the curve obtained using the phonon spectrum method. This is due to the fact that we can more precisely evaluate the last two terms of equation 7.3 than the two integrals of equation 7.6. In addition, the numerical precision of both calculated $F(a, T)$ curves is greater at lower temperatures. This is because the numerical precision of the last term of equation 7.3 and of equation 7.6 is higher at lower temperatures.

Also, both calculated $F(a, T)$ curves have $\frac{\delta}{\delta a} F(a, T) = 0$ at a larger value of lattice parameter when $T$ is larger. This is expected, as the equilibrium lattice parameter of metallic Cu is larger at larger temperatures as a result of the metal's thermal expansion. More importantly, the calculated values of the $F(a, T)$ curve obtained using the phonon spectrum method are significantly smaller than those of the $F(a, T)$ curve obtained using the mean-field potential method in both figures 7.4 and 7.5. This is not due to roundoff errors, nor is it due to the presence of SCE's in the numerical estimates of the integrals that must be evaluated when calculating the $F(a, T)$ curve of metallic Cu using the phonon spectrum method. We thus expect that one of these $F(a, T)$ curves is more accurate, in the sense that it is more similar to the $F(a, T)$ curve of real metallic Cu. We do not here evaluate the accuracy of these $F(a, T)$ curves, but we shall revisit this matter in the following sections of this chapter.

In figure 7.6, we show the EXC2 $F(a, T)$ curve of metallic Cu, as obtained using the mean-field potential method and inter-atomic interaction potentials $E_{a-a}(x)$ with different ranges of action. Specifically, we show the 1NN, the 3NN, the 7NN and the 15NN EXC2 $F(a, T)$ curves of metallic Cu, as obtained using the mean-field potential method. The figure clearly shows that the 1NN and 3NN curves are both significantly different of all other curves while the 7NN and 15NN curves are not significantly different of each other. This indicates that the choice of the range of action of the inter-atomic interaction potential $E_{a-a}(x)$ significantly affects the accuracy of the calculated $F(a, T)$ curve of metallic Cu. We shall revisit this matter in the following sections of this chapter as well.
Figure 7.4: 1NN EXC2 $F(a, T)$ curve of metallic Cu at $T = 293$ Kelvin. Leftward-pointing triangles (rightward-pointing triangles) show the curve as obtained using the mean-field potential method (phonon spectrum method). Data symbols denote actual calculated values of the 1NN EXC2 $F(a, T)$ curve. Error bars denote the numerical uncertainty of the calculated values of the curve. No error bars are added to the curve obtained using the mean-field potential method as they are approximately as large as the data symbols.
Figure 7.5: 1NN EXC2 $F(a, T)$ curve of metallic Cu at $T = 1300$ Kelvin. Leftward-pointing triangles (rightward-pointing triangles) show the curve as obtained using the mean-field potential method (phonon spectrum method). Data symbols denote actual calculated values of the 1NN EXC2 $F(a, T)$ curve. Error bars denote the numerical uncertainty of the calculated values of the curve. No error bars are added to the curve obtained using the mean-field potential method as they are approximately as large as the data symbols.
Figure 7.6: EXC2 $F(a,T)$ curve of metallic Cu at $T = 293$ Kelvin, calculated using the mean-field potential method. The figure shows the calculated 1NN (squares), 3NN (diamonds), 7NN (upward-pointing triangles), and 15NN (downward-pointing triangles) EXC2 $F(a,T)$ curves. Data symbols denote actual calculated values of the curves. Error bars denote the numerical uncertainty of the calculated values. They are omitted if they are smaller than the data symbols.
7.3 Calculation of the a (T) Curve of Metallic Cu

We now calculate the lattice parameter versus temperature curve a (T) of metallic Cu. As per section 6.1 of chapter 6, the lattice parameter of a bulk metallic Cu solid in thermal equilibrium with its environment at temperature T is that at which \( \delta a_F (a, T) = 0 \). We here calculate the a (T) curve of metallic Cu using F (a, T) curves calculated as described in section 7.2. We calculate a (T) curves using both the mean-field potential method and the phonon spectrum method.

7.3.1 a (T) Curve of Metallic Cu Using the Mean-Field Potential Method

To calculate the a (T) curve of metallic Cu using the mean-field potential method, we first calculate the F (a, T) curve of metallic Cu as described in section 7.2.1. Of course, this requires that we specify the range of action of the inter-atomic interaction potential E_{a-a} (x), and that we use one of the EXC2, the EXC4 or the EXC4' E_{tot} (a) curves described in section 7.1. To identify a specific calculated a (T) curve, we use a nomenclature similar to that used to designate the calculated F (a, T) curves described in section 7.2. For instance, we label the a (T) curve obtained from the 1NN EXC2 F (a, T) curve the "1NN EXC2 a (T) curve". This a (T) curve is calculated using the EXC2 E_{tot} (a) curve and an inter-atomic interaction potential E_{a-a} (x) with range of action restricted to the distance separating a given atomic nucleus in the metallic Cu solid from its first nearest neighbours.

Consider now the calculation of the 1NN EXC2 a (T) curve of metallic Cu. We calculate a value of this curve at each temperature reported in table 7.4. To calculate a value of the curve at a specific temperature T, we begin with the 81 values of the 1NN EXC2 F (a, T) curve of metallic Cu associated to temperature T and calculated as reported in section 7.2.1. We then identify the smallest of these 81 values of the 1NN EXC2 F (a, T) curve, as well as the lattice parameter a_{min} at which it occurs. We then calculate 201 new values of the 1NN EXC2 F (a, T) curve, all at temperature T, but each at one of 201 lattice parameters lying in the interval a_{min} - 0.5 ≤ a ≤ a_{min} + 0.5 Bohr radii. These latter lattice
parameters are uniformly separated by an interval of 0.005 Bohr radii. We then fit these 201 new values with a fourth-order polynomial using a standard non-linear least-squares algorithm [204]. We evaluate a one - $\sigma$ confidence interval for the coefficients of this polynomial using the estimated numerical uncertainty of the calculated values of the 1NN EXC2 $F(a, T)$ curve [204]. Using a bisection method [74], we find the lattice parameter at which the first-derivative of this polynomial is null. This is the value of the 1NN EXC2 $a(T)$ curve of metallic Cu at temperature $T$. We then evaluate the numerical precision of this lattice parameter using the confidence intervals of the coefficients of the fourth-order polynomial as described in the subsection entitled “Second Approach” in section B.1 of appendix B.

Figure 7.7 shows the calculated $a(T)$ curve of metallic Cu as obtained using the mean-field potential method. The upper part of the figure shows the 1NN, 3NN, 7NN and 15NN EXC2 $a(T)$ curves, while the lower part of the figure shows the same curves as obtained using the EXC4 $E_{tot}(a)$ curve. (The 2NN, 4NN, 5NN, 6NN, and the 8NN to the 14NN $a(T)$ curves are omitted to maintain the clarity of the figure.) For both EXC2 and EXC4, the 1NN and 3NN curves are significantly different of all other curves, while the 7NN and 15NN $a(T)$ curves do not differ significantly of each other. The upper part of figure 7.7 also shows the measured $a(T)$ curve of metallic Cu [80]. This curve does not appear in the lower part of figure 7.7 because it does not lie within the range of lattice parameters highlighted in this figure. It is clear, in figure 7.7, that all calculated EXC2 $a(T)$ curves significantly underestimate the measured $a(T)$ curve of metallic Cu. In contrast, all calculated EXC4 $a(T)$ curves overestimate even more importantly the measured $a(T)$ curve of metallic Cu. This is not surprising to us, as we observed in chapter 4 that the zero-Kelvin lattice parameters of the first-row transition metals are generally underestimated when calculated using exchange-correlation functional EXC2, and more importantly overestimated when calculated using exchange-correlation functional EXC4. In addition, the figure illustrates that the 1NN EXC2 $a(T)$ curve is most similar to the measured $a(T)$ curve of metallic Cu, and that the 1NN EXC4 $a(T)$ curve most significantly overestimates the measured $a(T)$ curve of metallic Cu. Thus, the thermal expansion of metallic Cu (ie.
the expansion of the lattice parameter of metallic Cu relative to its zero-Kelvin lattice parameter, as a function of temperature) is largest when it is calculated using the 1NN $a(T)$ curves. Also, when obtained from the 1NN $a(T)$ curves, the calculated thermal expansion of metallic Cu is most similar to the measured thermal expansion of metallic Cu.

Interestingly, it appears, in figure 7.7, that as the range of action of the inter-atomic interaction potential $E_{a-a}(x)$ is increased, the calculated $a(T)$ curve of metallic Cu converges towards a well-defined limit function. We expect the potential $E_{a-a}(x)$ to naturally possess a maximum range of action. By this, we mean that if two atomic nuclei are separated by a distance $x$ that is sufficiently large, they do not interact significantly via the potential $E_{a-a}(x)$. The convergence observed in figure 7.7 suggests that the range of the potential $E_{a-a}(x)$ extends only to the distance separating a given atomic nucleus in the metallic Cu solid from its seventh nearest-neighbour coordination shell. This assertion is further supported by the fact that a similar convergence is observed in figure 7.6. However, it is dangerous to conclude this without further study. The fact that the 1NN $a(T)$ curves more accurately predict the thermal expansion of metallic Cu suggests that the vibration potential $U_{vib}(\ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, \ldots)$ of the atomic nuclei of FCC Cu is more accurately reconstructed using an inter-atomic interaction potential with range of action restricted to the distance separating a given atomic nucleus in the metallic Cu solid from its first nearest neighbours. This seems physically reasonable, as it is likely that the chemical bonds surrounding one atomic nucleus in a metallic Cu solid are most significantly perturbed by changes in the position of the atomic nuclei in the immediate vicinity of this atomic nucleus than by changes in the position of more distant atomic nuclei. This matter requires further study, and will be further discussed in section 7.4.

In figure 7.8, we show the 1NN and 7NN EXC2 and EXC4' $a(T)$ curves calculated using the mean-field potential method. We specifically show the 1NN $a(T)$ curves because the thermal expansion of metallic Cu is most accurately calculated using these curves. We also show the 7NN $a(T)$ curves as $a(T)$ curves obtained using an inter-atomic interaction potential with a larger range of action do not differ significantly from this curve. It is clear in the figure that the 1NN EXC4' $a(T)$ curve is most similar to the measured $a(T)$ curve.
of metallic Cu.

That the EXC4' \( a(T) \) curves are more like the measured \( a(T) \) curve of metallic Cu than are the EXC2 \( a(T) \) curves makes clear that the accuracy of the calculated \( a(T) \) curve of metallic Cu is dependent upon the functional form of the calculated \( E_{\text{tot}}(a) \) curve of FCC Cu. This is so because, as shown in figure 7.2 and discussed in section 7.1, the EXC2 and EXC4' \( E_{\text{tot}}(a) \) curves of FCC Cu have a global minimum value at almost identical lattice parameters, but differ significantly in their functional form. This point is unacknowledged in a number of publications reporting methods for calculating the \( a(T) \) curve of a solid using its \( E_{\text{tot}}(a) \) curve (e.g. [142,144–147]). In some of these publications, the theoretical method that is used to calculate the solid’s \( a(T) \) curve contains adjustable parameters (e.g. [146]). These parameters are adjusted to improve the results of the method, but the effect of the shape of the solid’s \( E_{\text{tot}}(a) \) curve on the accuracy of the method is not considered.

Because the EXC4' \( a(T) \) curves are more accurate than the EXC2 \( a(T) \) curves, it may be tempting to conclude that the \( F(a,T) \) curve of real metallic Cu is more similar to the EXC4' \( F(a,T) \) curves than to the EXC2 \( F(a,T) \) curves. However, this may not be the case. As indicated in section 6.3 of chapter 6, a number of assumptions and approximations are made in deriving the method for calculating the Helmholtz' free energy of solids, which we use to calculate the \( F(a,T) \) and \( a(T) \) curves of metallic Cu. Each of these assumptions and approximations can introduce inaccuracies in the calculated \( F(a,T) \) curve of metallic Cu, and therefore in the calculated \( a(T) \) curve of metallic Cu. Some of these inaccuracies may be partially cancelled when the \( a(T) \) curve of metallic Cu is calculated using the EXC4' \( E_{\text{tot}}(a) \) curve, but not when the EXC2 \( E_{\text{tot}}(a) \) curve is used. We shall revisit this matter in section 7.4.
Figure 7.7: Calculated $a(T)$ curve of metallic Cu obtained using the mean-field potential method. The figure shows the calculated 1NN (squares), 3NN (diamonds), 7NN (upward-pointing triangles), and 15NN (downward-pointing triangles) $a(T)$ curves. The upper (lower) figure shows calculated EXC2 (EXC4) $a(T)$ curves. Circles denote the measured $a(T)$ curve of metallic Cu. Data symbols denote actual calculated or measured values of a given $a(T)$ curve. Error bars indicate the numerical uncertainty of these values. They are omitted if they are smaller than the data symbols.
Figure 7.8: Calculated $a(T)$ curve of metallic Cu obtained using the mean-field potential method. The figure shows calculated EXC2 (squares) and EXC4' (filled diamonds) $a(T)$ curves. The upper (lower) figure shows calculated 1NN (7NN) $a(T)$ curves. Circles denote the measured $a(T)$ curve of metallic Cu. Data symbols denote actual calculated or measured values of a given $a(T)$ curve. Error bars indicate the numerical uncertainty of these values. They are omitted because they are smaller than the data symbols in the upper figure, and approximately as large as the data symbols in the lower figure.
7.3.2  a (T) Curve of Metallic Cu Using the Phonon Spectrum Method

Having calculated the $a (T)$ curve of metallic Cu using the mean-field potential method, we now calculate this curve using the phonon spectrum method. To do so, we first calculate the $F (a, T)$ curve of metallic Cu as described in section 7.2.2. Again, this requires that we specify the range of action of the inter-atomic interaction potential $E_{a-a} (x)$, and that we use one of the EXC2, the EXC4 or the EXC4' $E_{tot} (a)$ curves described in section 7.1. To identify a specific calculated $a (T)$ curve, we use a nomenclature similar to that described in section 7.3.1. We also calculate the $a (T)$ curve of metallic Cu as described in the first paragraphs of section 7.3.1, only using $F (a, T)$ curves calculated using the phonon spectrum method (as per section 7.2.2) instead of the mean-field potential method.

Figure 7.9 shows the calculated 1NN, 3NN and 7NN $a (T)$ curve of metallic Cu as obtained using the phonon spectrum method. (The 2NN, 4NN, 5NN and 6NN $a (T)$ curves are omitted to maintain the clarity of the figure.) The upper part of the figure shows EXC2 $a (T)$ curves, while the bottom part of the figure shows EXC4 $a (T)$ curves. These curves are similar to those obtained using the mean-field potential method (figure 7.7). Figure 7.9 illustrates that the 1NN EXC2 $a (T)$ curve is significantly different of the 3NN and the 7NN EXC2 curves, at least at temperatures greater than 600 Kelvin. Also, the 3NN and 7NN EXC2 $a (T)$ curves do not differ significantly of each other. In contrast, none of the EXC4 $a (T)$ curves are significantly different of each other. Furthermore, the EXC2 $a (T)$ curves significantly underestimate the measured lattice parameter of metallic Cu at all temperatures below its melting point, while the EXC4 $a (T)$ curves even more importantly overestimate the measured lattice parameter of metallic Cu. Figure 7.9 also illustrates that the 1NN EXC2 $a (T)$ curve is most similar to the measured $a (T)$ curve of metallic Cu, and that the 1NN EXC4 $a (T)$ curve most significantly overestimates the measured $a (T)$ curve of metallic Cu. Thus, the thermal expansion of metallic Cu is largest when it is calculated using the 1NN $a (T)$ curves. Also, when obtained from the 1NN $a (T)$ curves, the calculated thermal expansion of metallic Cu is most similar to the measured thermal expansion of metallic Cu.
In figures 7.10 and 7.11, we compare directly $a(T)$ curves obtained using the mean-field potential method and using the phonon spectrum method. We compare EXC2 $a(T)$ curves and EXC4' $a(T)$ curves in figure 7.10 and figure 7.11 respectively. In both figures, the $a(T)$ curves obtained with the mean-field potential method and with the phonon spectrum method are not significantly different. This is surprising to us, because the $F(a, T)$ curve of metallic Cu obtained using the phonon spectrum method is significantly different of the $F(a, T)$ curve of metallic Cu obtained using the mean-field potential method (see figures 7.4 and 7.5). The most important difference between the $a(T)$ curves obtained using the mean-field potential method and those obtained using the phonon spectrum method is that the numerical precision of the former curves is greater than that of the latter. This is clearly evident if figure 7.9 is compared to figure 7.7, and is due to the fact that the $F(a, T)$ curves obtained using the mean-field potential method are more precise than those obtained using the phonon spectrum method.
Figure 7.9: Calculated $a(T)$ curve of metallic Cu obtained using the phonon spectrum method. The figure shows the 1NN (squares), 3NN (diamonds), and 7NN (upward-pointing triangles) $a(T)$ curves. Circles denote the measured $a(T)$ curve of metallic Cu. The upper (lower) figure shows EXC2 (EXC4) $a(T)$ curves. Data symbols denote actual calculated or measured values of a given $a(T)$ curve. Error bars indicate the numerical uncertainty of these values. They are omitted if they are smaller than the data symbols.
Figure 7.10: Calculated EXC2 $a(T)$ curve of metallic Cu. Leftward-pointing triangles (rightward-pointing triangles) denote curves obtained using the mean-field potential method (phonon spectrum method). Circles denote the measured $a(T)$ curve of metallic Cu. The upper (lower) figure shows 1NN (7NN) $a(T)$ curves. Data symbols denote actual calculated or measured values of a given $a(T)$ curve. Error bars indicate the numerical uncertainty of these values. They are omitted if they are smaller than the data symbols.
Figure 7.11: Calculated EXC4' $a(T)$ curve of metallic Cu. Leftward-pointing triangles (rightward-pointing triangles) denote curves obtained using the mean-field potential method (phonon spectrum method). Circles denote the measured $a(T)$ curve of metallic Cu. The upper (lower) figure shows 1NN (7NN) $a(T)$ curves. Data symbols denote actual calculated or measured values of a given $a(T)$ curve. Error bars indicate the numerical uncertainty of these values. They are omitted if they are smaller than the data symbols.
7.4 Calculated \(a(T)\) Curve of Metallic Cu - Summary and Discussion

As indicated in the introduction of this chapter, we calculate here the \(a(T)\) curve of metallic Cu for two reasons. The first is that the theoretical calculation of the \(a(T)\) curve of solids is a topic of current interest in the field of materials physics. We therefore wish to test the accuracy of the theoretical method for calculating the Helmholtz' free energy of solids presented in chapter 6 when it is used to calculate the \(a(T)\) curve of a solid. Secondly, by evaluating the accuracy of the calculated \(a(T)\) curve of metallic Cu, we indirectly evaluate the accuracy of the calculated \(F(a,T)\) curve of metallic Cu. We wish to evaluate the accuracy of the \(F(a,T)\) curve of solids, as calculated using the method of chapter 6. We summarise here the observations that we can make about these matters in light of the results of sections 7.2 and 7.3. But prior to doing so, we discuss the implications of the assumptions and approximations that are made in deriving the method of chapter 6 on the calculations conducted in this chapter.

7.4.1 Implications of the Assumptions Made in Deriving the Method of Chapter 6

The main assumptions made in deriving this method are summarised in section 6.3 of chapter 6. We here address them one by one.

Firstly, it is pointed out, in section 6.3 of chapter 6, that the method presented in this latter chapter specifically allows for the calculation of the \(F(a,T)\) curve, and therefore the calculation of the \(a(T)\) curve, of a perfectly crystalline, bulk solid. Therefore, we have calculated in this chapter the \(a(T)\) curve of a perfectly crystalline bulk metallic Cu solid. It is therefore important that we compare this curve to the measured \(a(T)\) curve of a perfectly crystalline bulk metallic Cu solid. But, real metallic Cu solids are never perfectly crystalline, as real solids are always finite-sized, and contain atomic vacancies.
[140]. Thus, the measured $a(T)$ curve of metallic Cu presented by Touloukian et al. [80] includes the effect of vacancy formation processes in the thermal expansion of metallic Cu. We do not have information about the significance of vacancy formation processes in the thermal expansion of metallic Cu. We simply know that, as the temperature of any solid is increased, additional atomic vacancies form within it, and this causes the thermal expansion of the solid to be greater than it would be if no additional vacancies formed within it [140]. In addition, we know that in metallic aluminium solids, vacancy formation can increase the lattice parameter of the solid by an additional 0.1% of its zero-Kelvin value at temperatures near its melting point [140, p. 112]. Assuming that vacancy formation in metallic Cu has a similar effect on its thermal expansion, we conclude that the measured $a(T)$ curve of metallic Cu reported by Touloukian et al. may be 0.007 Bohr radii larger than the $a(T)$ curve of a vacancy-free metallic Cu solid at temperatures near its melting point. This quantity is small and has no bearing on the observations that we arrived at in sections 7.2 and 7.3.

Secondly, in deriving the method of chapter 6, we assumed that the thermal excitation of the solid’s electrons can be neglected when calculating its $F(a, T)$ curve. To test the validity of this assumption, we calculate the Helmholtz’ free energy of the valence electrons of a metallic Cu solid as follows (see equation 6.28 of chapter 6):

$$F_{el}(a, T) = \int_{-\infty}^{\infty} n_v(\epsilon, a) f(\epsilon) \epsilon d\epsilon - \int_{-\infty}^{E_F} n_v(\epsilon, a) \epsilon d\epsilon$$

$$- k_BT \int_{-\infty}^{\infty} n_v(\epsilon, a) \{f(\epsilon) \ln f(\epsilon) + (1 - f(\epsilon)) \ln (1 - f(\epsilon))\} d\epsilon,$$

where $f(\epsilon)$ is the Fermi distribution [76, p. 774], and $n_v(\epsilon, a)$ is the density of states of the Cu metal’s valence electrons when the metal has lattice parameter $a$. To calculate $F_{el}(a, T)$, we first calculate, using the TB-LMTO ESC program and exchange-correlation functional EXC2, the density of states functions $n_v(\epsilon, a)$ of the valence electrons of a number of FCC Cu solids with lattice parameters between 6.69 $\leq a \leq 6.82$ Bohr radii. Using these density of states functions, we find that $F_{el}(a, T)$ is of the order of $-1.0 \times 10^{-6}$ Rydberg per atom at $T = 293$ Kelvin, and of the order of $1.0 \times 10^{-4}$ Rydberg per atom at $T = 1300$ Kelvin, regardless of the lattice parameter of the metallic Cu solid. At both $T = 293$ and $T = 1300$
Kelvin, $F_{el}(a,T)$ is of the order of the numerical precision of the calculated values of the $F(a,T)$ curve of metallic Cu, obtained using the mean-field potential method. Thus, the $F(a,T)$ curve of metallic Cu obtained when neglecting $F_{el}(a,T)$ is insignificantly different of the $F(a,T)$ curve of metallic Cu that includes $F_{el}(a,T)$. We also find that, when $F_{el}(a,T)$ is included in the calculation of the $a(T)$ curve of metallic Cu, the difference between this $a(T)$ curve and the $a(T)$ curve obtained without $F_{el}(a,T)$ is no greater than 0.001 Bohr radii at any temperature below the melting point of metallic Cu. Thus, that $F_{el}(a,T)$ is not considered in the calculation of the $F(a,T)$ curves and $a(T)$ curves of sections 7.2 and 7.3 does not invalidate the observations and conclusions that we arrived at in these sections.

Thirdly, we assume in chapter 6 that the Helmholtz' free energy of a solid can be accurately calculated in a quasi-harmonic approximation, using only the first- and second-order terms of the vibration potential $U_{vib}\left(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right)$ of its atomic nuclei. Some of the second-order terms of this potential couple the motion of the atomic nuclei of the solid. For instance, in a FCC Cu solid with lattice parameter $a$, the atomic nucleus located on average at $\left\langle \vec{R}_I \right\rangle = \vec{0}$ is coupled to the atomic nucleus located on average at $\left\langle \vec{R}_J \right\rangle = \frac{a}{2} \hat{x} + \frac{a}{2} \hat{y}$ via nine of the second-order terms of $U_{vib}\left(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right)$, one of which is as follows (see equation 6.33 of chapter 6):

$$-\left\{ E_{a-a}^{(2)} \left( \frac{a}{\sqrt{2}} \right) \times \left\{ \frac{1}{2} \right\} + E_{a-a}^{(1)} \left( \frac{a}{\sqrt{2}} \right) \times \left\{ \frac{1}{\sqrt{2}a} \right\} \right\} \times \{ \Delta R_{Iz} \} \{ \Delta R_{Jz} \}.$$  \hspace{1cm} (7.9)

If the Cu solid has lattice parameter $a = 6.79146$ Bohr radii (ie. the lattice parameter of metallic Cu at 1 Kelvin, as per the 1NN EXC2 $a(T)$ curve of the metal), and if the derivatives $E_{a-a}^{(2)} \left( \frac{a}{\sqrt{2}} \right)$ and $E_{a-a}^{(1)} \left( \frac{a}{\sqrt{2}} \right)$ are those of the 1NN EXC2 $E_{a-a}(x)$ potential evaluated at $x = \frac{a}{\sqrt{2}^2}$ then the Taylor term of equation 7.9 is approximately equal to $-0.0144 \times \{ \Delta R_{Iz} \} \{ \Delta R_{Jz} \}$ Rydberg units. The next Taylor terms of $U_{vib}\left(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right)$ that are non-null are the fourth-order terms, and they couple the motion of the atoms at

---

\(^2\)The "1NN EXC2 $E_{a-a}(x)$ potential" has range of action restricted to the distance separating a given atomic nucleus in the metallic Cu solid from its first nearest neighbours, and is constructed using the EXC2 $E_{tot}(a)$ curve of FCC Cu.
\[ \langle \vec{R}_I \rangle \text{ and } \langle \vec{R}_J \rangle \text{ as follows:} \]

\[
\left\{ \left( \frac{1}{2} \right) \times E_{a-a}^{(4)} \left( \frac{a}{\sqrt{2}} \right) + \left\{ \frac{3}{2a^2} \right\} \times E_{a-a}^{(3)} \left( \frac{a}{\sqrt{2}} \right) - \left\{ \frac{9}{2a^3} \right\} \times E_{a-a}^{(2)} \left( \frac{a}{\sqrt{2}} \right) \right. \\
+ \left\{ \frac{9}{\sqrt{2a^3}} \right\} \times E_{a-a}^{(1)} \left( \frac{a}{\sqrt{2}} \right) \right\} \times \left\{ \frac{1}{4} \right\} \times \{ \Delta R_{Ix} \}^2 \{ \Delta R_{Jx} \}^2. \tag{7.10} \]

If again the Cu solid has lattice parameter \( a = 6.79146 \) Bohr radii, and if the derivatives \( E_{a-a}^{(4)} \left( \frac{a}{\sqrt{2}} \right) \), \( E_{a-a}^{(3)} \left( \frac{a}{\sqrt{2}} \right) \), \( E_{a-a}^{(2)} \left( \frac{a}{\sqrt{2}} \right) \) and \( E_{a-a}^{(1)} \left( \frac{a}{\sqrt{2}} \right) \) are again those of the 1NN EXC2 \( E_{a-a} (x) \) potential evaluated at \( x = \frac{a}{\sqrt{2}} \), then the Taylor term of equation 7.10 is approximately equal to \( 0.0132 \times \{ \Delta R_{Ix} \}^2 \{ \Delta R_{Jx} \}^2 \) Rydberg units. As a result of the thermal oscillations of the atomic nuclei of the FCC Cu solid, we expect that at maximum, \( \Delta R_{Ix} \approx 0.05 \times a \). As a result, the fourth-order term of equation 7.10 will be approximately 10 times smaller than the second-order term of equation 7.9 for typical displacements of the atomic nuclei of the FCC Cu solid. Thus, neglecting the terms of \( U_{vib} \left( \ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, \ldots \right) \) of order greater than two may have a significant effect on the accuracy of the calculated Helmholtz' free energy function \( F (a, T) \) of FCC Cu. This must be examined in greater detail.

Fourthly, we highlighted, in section 6.3 of chapter 6, the importance of the fact that our theoretical method for calculating the Helmholtz’ free energy of a solid makes use of an inter-atomic interaction potential. We explained that we construct this potential theoretically using the results of Chen, Chen and Wei [137], starting from a first-principles calculation of the \( E_{\text{tot}} (a) \) curve of a solid. We also indicated that we assume that this potential is capable of accurately reproducing the vibration potential \( U_{vib} \left( \ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, \ldots \right) \) of the atomic nuclei of a solid, which gives the increase in energy that occurs when a solid’s atomic nuclei are displaced from their equilibrium positions as they undergo small amplitude thermal oscillations. We now discuss the results of sections 7.2 and 7.3, and highlight the insights that they provide us about the implications of this assumption.
7.4.2 Accuracy of the Calculated $a(T)$ and $F(a, T)$ Curve of Metallic Cu

As indicated in section 7.3, the accuracy of the $a(T)$ curve of metallic Cu, as calculated using the method of chapter 6, is sensitive to the range of action of the inter-atomic interaction potential $E_{a-a}(x)$ that appears in the method. We observed, in section 7.3, that the thermal expansion of metallic Cu (i.e., the expansion of the lattice parameter of metallic Cu, as a function of temperature, relative to its zero-Kelvin lattice parameter) is most accurately calculated when the range of $E_{a-a}(x)$ is restricted to the distance separating a given atomic nucleus in the metallic Cu solid from its first nearest neighbours. We observed, in addition, that $a(T)$ curves do not differ significantly when they are calculated using an inter-atomic interaction potential $E_{a-a}(x)$ with range of action extending as far as or beyond the distance separating a given atomic nucleus in the metallic Cu solid from its seventh nearest neighbours. We shall discuss this matter in greater detail in section 7.4.3.

Secondly, to calculate the $a(T)$ curve of metallic Cu using the method of chapter 6, we require knowledge of the $E_{tot}(a)$ curve of FCC Cu. That the $a(T)$ curve of metallic Cu is most accurately calculated using the EXC4' $E_{tot}(a)$ curve, even though the global minimum value of both the EXC2 and the EXC4' $E_{tot}(a)$ curves occur at essentially the same lattice parameter. These two $E_{tot}(a)$ curves differ significantly in their functional form. Therefore, we conclude that the accuracy of the calculated $a(T)$ curve of metallic Cu is sensitive to the shape of the calculated $E_{tot}(a)$ curve of FCC Cu. This point is important and entirely unacknowledged in other publications reporting methods for calculating the $a(T)$ curve of a solid (e.g., [142,144-147]). We shall discuss this matter in greater detail in section 7.4.3 as well.

Thirdly, we observed in section 7.3 that the $a(T)$ curve of metallic Cu calculated using the mean-field potential method is insignificantly different of the $a(T)$ curve of metallic Cu calculated using the phonon spectrum method. This is surprising to us, as the phonon spectrum method is based on a more complete model of the vibration potential $U_{vib} \left( \ldots, \langle \vec{R}_I \rangle + \Delta \vec{R}_I, \ldots \right)$ of the atomic nuclei of a solid than is the mean-field poten-
tial method. Specifically, that the atomic nuclei of a solid are coupled is taken into account within the phonon spectrum method, but not within the mean-field potential method. These results lead us to believe that, in order to calculate the $a(T)$ curve of a solid, it is acceptable to neglect the coupling of the solid's constituent atomic nuclei, and to model them as independent oscillators.

In light of the three previous observations, we believe that we have identified a practical and accurate method for calculating the $a(T)$ curve of non-magnetic first-row transition metals using the theoretical method presented in chapter 6 and the TB-LMTO ESC program [28]. To do so, the TB-LMTO ESC program should first be used in conjunction with exchange-correlation functional EXC2 to identify the zero-Kelvin lattice parameter of a metal of interest. The zero-Kelvin lattice parameter of a first-row transition metal, as calculated using the TB-LMTO ESC program in conjunction with EXC2, is typically 1% to 5% smaller than the measured zero-Kelvin lattice parameter of the metal (see chapter 4). Secondly, the $E_{\text{tot}}(a)$ curve of the metal should be calculated using the TB-LMTO ESC program in conjunction with exchange-correlation functional EXC4. This $E_{\text{tot}}(a)$ curve must then be shifted leftward until its global minimum value occurs at the zero-Kelvin lattice parameter of the metal, as it was identified using the TB-LMTO ESC program and EXC2. Thirdly, the $a(T)$ curve of the metal should be calculated using the mean-field potential method in conjunction with the shifted version of the EXC4 $E_{\text{tot}}(a)$ curve of the metal. During this calculation, the range of action of the inter-atomic interaction potential $E_{a-a}(x)$ should be restricted to the distance separating a given atomic nucleus of the metal from its first nearest neighbours. We expect that the $a(T)$ curve thus obtained should be no more than 5% smaller than the measured $a(T)$ curve of the metal at all temperatures below the metal's melting point. In the future, this approach should be used to calculate the $a(T)$ curve of more first-row transition metals in order to further evaluate its accuracy.

Because the 1NN EXC4' $a(T)$ curve is most similar to the measured $a(T)$ curve of metallic Cu, it is tempting to conclude that the 1NN EXC4' $F(a,T)$ curve is also most like the $F(a,T)$ curve of real metallic Cu. However, the results of sections 7.2 and 7.3 make clear that there are limits to the indirect evaluation of the accuracy of the calculated $F(a,T)$
curve of metallic Cu via the evaluation of the accuracy of its calculated $a (T)$ curve. Specifically, we observed in section 7.3 that the $a (T)$ curve of metallic Cu, calculated using the mean-field potential method, is numerically indistinguishable of the $a (T)$ curve of metallic Cu calculated using the phonon spectrum method. In contrast, figures 7.4 and 7.5 clearly indicate that the $F (a, T)$ curve of metallic Cu, calculated using the mean-field potential method, is significantly different of the $F (a, T)$ curve of metallic Cu calculated using the phonon spectrum method. Therefore, by evaluating the accuracy of the calculated $a (T)$ curve of metallic Cu, we cannot ascertain whether the $F (a, T)$ curve of metallic Cu is more accurate when calculated using the phonon spectrum method or when calculated using the mean-field potential method.

The $a (T)$ curve of metallic Cu is not the only measurable property of metallic Cu that can be calculated using the $F (a, T)$ curve of the metal. For instance, the bulk modulus as a function of temperature of metallic Cu can be calculated from its $F (v, T)$ curve as [76]:

$$B (T) = v (T) \frac{\delta^2}{\delta v^2} F (v, T) \bigg|_{v=v(T)} ,$$  \hspace{1cm} (7.11)

where $\frac{\delta^2}{\delta v^2} F (v, T) \bigg|_{v=v(T)}$ is the second-derivative of the $F (v, T)$ curve of metallic Cu evaluated at $v = v (T)$, and $v (T)$ is the equilibrium volume of metallic Cu at temperature $T$. (It should be recalled that $v (T) = \frac{a(T)^3}{4}$.). Calculating and evaluating the accuracy of the bulk modulus of metallic Cu as a function of temperature would give us information about the accuracy of the curvature of its calculated $F (a, T)$ curve. In addition, the cohesive energy of metallic Cu can be calculated from its $F (a, T)$ curve as [79]:

$$E_{coh} (T) = \lim_{a \to \infty} E_{tot} (a) - F (a (T), T) ,$$  \hspace{1cm} (7.12)

where $a (T)$ is the equilibrium lattice parameter of metallic Cu at temperature $T$. Calculating and evaluating the cohesive energy of metallic Cu amounts to a more direct evaluation of the accuracy of its $F (a, T)$ curve than we have conducted in this chapter. This research should be pursued in the future.
7.4.3 Conclusions Concerning the Potential $E_{a-a}(x)$

In light of the three observations provided at the beginning of section 7.4.2, it is tempting to come to a number of conclusions about the inter-atomic interaction potential $E_{a-a}(x)$ that we use to calculate the $F(a, T)$ curve of metallic Cu.

First of all, it is tempting to conclude that the vibration potential of the atomic nuclei of a metallic Cu solid, $U_{vib}(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots)$, is most accurately reproduced by the inter-atomic interaction potential $E_{a-a}(x)$ when its range of action is restricted to the distance separating the atomic nuclei of the FCC Cu solid from their first nearest neighbours. Physically, this seems sensical, as the chemical bonds surrounding one atomic nucleus in a metallic Cu solid are likely to be most significantly perturbed by changes in the position of the atomic nuclei in its immediate vicinity than by changes in the position of more distant atomic nuclei. However, the results of sections 7.2 and 7.3 are consistent with our intuition that the potential $E_{a-a}(x)$ naturally possesses a maximum range of action, beyond which atomic nuclei do not interact significantly. Rigorously, the results of sections 7.2 and 7.3 do not permit us to ascertain the range of the potential $E_{a-a}(x)$ that most accurately reproduces the vibration potential $U_{vib}(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots)$. The $a(T)$ curve of metallic Cu may be more accurately calculated when $E_{a-a}(x)$ is short-ranged because this short ranged potential better cancels the errors introduced in our calculation of the $a(T)$ curve as a result of inaccuracies in the calculated $E_{tot}(a)$ curve of FCC Cu, or as a result of the neglect of the fourth-order terms of the Taylor expansion of $U_{vib}(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots)$ (see section 7.4.1). In addition, our calculated $E_{tot}(a)$ curves of FCC Cu are less accurate at larger values of lattice parameter. Because of the way the potential $E_{a-a}(x)$ is constructed, the decreasing accuracy of the $E_{tot}(a)$ curves at larger lattice parameters causes the longer ranged potentials $E_{a-a}(x)$ to be less accurate.

We also expect that the vibration potential $U_{vib}(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots)$ of the atomic nuclei of metallic Cu will be more accurately reproduced if the $E_{tot}(a)$ curve of FCC Cu is accurately calculated. In light of the results of sections 7.2 and 7.3, we are tempted to conclude that $U_{vib}(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots)$ is more accurately reproduced using the
EXC4' $E_{\text{tot}}(a)$ curve, and that this $E_{\text{tot}}(a)$ curve is more accurate than the EXC2 and the EXC4 $E_{\text{tot}}(a)$ curve. However, we are reluctant to make this conclusion given that we showed in chapter 4 that the TB-LMTO ESC program [28] most accurately predicts the zero-Kelvin lattice parameter, crystal structure and magnetic moment magnitudes of the first-row transition metals when it is used in conjunction with exchange-correlation functional EXC2. In addition, the $a(T)$ curve of metallic Cu may here again be more accurately calculated using the EXC4' $E_{\text{tot}}(a)$ curve because this $E_{\text{tot}}(a)$ curve better cancels the errors introduced in our calculation of the $a(T)$ curve as a result of the incorrect selection of the range of the inter-atomic interaction potential $E_{a-a}(x)$, or as a result of the neglect of the fourth-order terms of the Taylor expansion of $U_{\text{vib}}\left(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right)$.

Even though we cannot rigorously confirm it using the results of section 7.2 and 7.3, our intuition is that $U_{\text{vib}}\left(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right)$ is more accurately reproduced using the EXC4' $E_{\text{tot}}(a)$ curve, and with an inter-atomic interaction potential $E_{a-a}(x)$ with range of action restricted to first nearest neighbour atomic nuclei within the metal. We believe this because, in our opinion, the displacement of an atomic nucleus in a metallic Cu solid from its equilibrium position will not perturb the distribution of the solid's electrons over a very long distance, as the effect of the displacement of the atomic nucleus will be screened by its first nearest neighbours. In addition, we believe that the curvature of the $E_{\text{tot}}(a)$ curve of real metallic Cu is more like that of the EXC4' $E_{\text{tot}}(a)$ curve because this curve has a global minimum at essentially the same lattice parameter as the EXC2 $E_{\text{tot}}(a)$ curve and has the same curvature as the EXC4 $E_{\text{tot}}(a)$ curve. The TB-LMTO ESC program more accurately calculates the zero-Kelvin lattice parameters of the first-row transition metals using EXC2 (see section 4.2.3), but more accurately calculates the bulk moduli of the majority of the first-row transition metals using EXC4 (see section 4.2.4). To further substantiate our belief, we report here the bulk modulus of metallic Cu at zero Kelvin as calculated using the EXC2, EXC4 and EXC4' $E_{\text{tot}}(a)$ curves. These bulk modulus values are shown in table 7.5, along with the lattice parameter at which the bulk modulus values are calculated. The experimental value of the bulk modulus of metallic Cu at room temperature, reported by Kittel [78, p. 57], is also provided in the table. These results reveal that the bulk modulus
of metallic Cu obtained using the EXC4' $E_{tot}(a)$ curve is most similar to the measured value. Thus, the results of table 7.5 substantiate the view that the curvature of the EXC4' $E_{tot}(a)$ curve is most like that of the $E_{tot}(a)$ curve of real metallic Cu.

Table 7.5: Calculated and measured bulk modulus of metallic Cu

<table>
<thead>
<tr>
<th></th>
<th>Lattice par. (Bohr radii)</th>
<th>Bulk modulus (mRy per cubic Bohr radii)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXC2</td>
<td>6.78</td>
<td>11.50 ± 0.05</td>
</tr>
<tr>
<td>EXC4</td>
<td>7.00</td>
<td>8.52 ± 0.05</td>
</tr>
<tr>
<td>EXC4'</td>
<td>6.80</td>
<td>9.39 ± 0.05</td>
</tr>
<tr>
<td>meas.*</td>
<td>6.82</td>
<td>9.31 ± 0.07</td>
</tr>
</tbody>
</table>

* Measurements taken at 293 Kelvin [78].

Further study is required in order to rigorously gauge the accuracy of the vibration potential $U_{vib}\left(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right)$ as constructed using an inter-atomic interaction potential obtained via the results of Chen, Chen and Wei [137]. First of all, it should be possible to study, using an ESC program, the sensitivity of the distribution of the electrons surrounding a given atomic nucleus in a metallic Cu solid to changes in the position of atomic nuclei in its various nearest neighbour coordination shells. The range of $E_{a-a}(x)$ could be chosen according to the results of such a study. Having ascertained the range of $E_{a-a}(x)$ in this manner, super-cell calculations could be conducted in order to obtain $U_{vib}\left(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right)$ for a number of physically reasonable displacements of the atomic nuclei of the metallic Cu solid as they undergo small amplitude thermal oscillations. Then, $U_{vib}\left(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right)$ could be constructed as per the method of chapter 6 and compared to the results of the super-cell calculations. This would represent a direct test of our assumption that $U_{vib}\left(\ldots, \left\langle \vec{R}_I \right\rangle + \Delta \vec{R}_I, \ldots \right)$ can be constructed using an inter-atomic interaction potential obtained via the results of Chen, Chen and Wei [137].

Future research should also seek to understand how the curvature of the $E_{tot}(a)$ curve of
a solid influences the shape of the inter-atomic interaction potential of the solid. How the curvature of the $E_{\text{tot}}(a)$ curve influences the lattice parameter dependence of the oscillation frequency $\omega(a)$ of the atoms in the mean-field potential model (see section 7.2.1), or the phonon spectrum $\Omega(\vec{k}, a)$ of the atoms (see section 7.2.2) should also be examined. Comparing the calculated phonon spectrum of the atoms in a solid to measurements of this spectrum as a function of temperature may be yet another useful way of gauging the accuracy of the method for calculating the Helmholtz' free energy of solids that we presented in chapter 6.

Of course, this research must be conducted with an accurate ESC program in order to produce meaningful results.
In undertaking the research presented in this thesis, we set out to develop an entirely theoretical method for calculating the Helmholtz' free energy of complex magnetic solids like metallic Fe. We can now report that we have made much headway in this undertaking. Specifically, we developed a method for calculating the Helmholtz' free energy of bulk, non-magnetic metals based on an inter-atomic interaction potential (chapter 6). We also evaluated the accuracy of the method by using it to study the thermal expansion of metallic Cu (chapter 7).

The method of chapter 6 assumes only that an inter-atomic interaction potential $E_{a-a}(x)$ can be derived from the minimum total energy versus lattice parameter curve $E_{\text{tot}}(a)$ of a solid, and that this potential $E_{a-a}(x)$ can accurately reproduce the energy increase that occurs when the atomic nuclei of the solid move away from their equilibrium positions as they undergo small amplitude thermal oscillations. The inter-atomic interaction potential is constructed using the results of Chen, Chen and Wei [137], and the $E_{\text{tot}}(a)$ curve of the solid is calculated using a first principles ESC program.

When using the method of chapter 6 to study the thermal expansion of metallic Cu, we calculated the $E_{\text{tot}}(a)$ curve of FCC Cu using an ESC program [28] based on the tight-binding linear muffin-tin orbitals (TB-LMTO) theory [29–32]. In chapter 2, we described
the mathematical implementation of this TB-LMTO ESC program [28]. We also explained that the program can calculate the minimum total energy and the lowest energy electron distribution of a bulk, crystalline solid possessing a specific lattice parameter, and that this information can be used to calculate the properties of solids at zero Kelvin.

In chapter 3, we evaluated the numerical precision of the TB-LMTO ESC program [28]. We did so acknowledging that the minimum total energy of a solid, and the lowest-energy electron distribution of a solid, is not calculated exactly using the TB-LMTO ESC program. Rather, as a result of some algorithmic processes implemented within the TB-LMTO ESC program, the minimum total energy of a solid, as calculated using the program, contains a statistical calculation precision error (CPE) and a constant systematic calculation error (SCE). We estimated the standard deviation of the CPE’s and the magnitude of the SCE’s in the minimum total energy of solids, as calculated using the TB-LMTO ESC program. In our view, the discussion presented in chapter 3 is an initial effort in the development of a formal framework for evaluating the numerical precision of ESC programs. This framework acknowledges that the results of calculations performed with ESC programs contain both random and systematic errors that are analogous to the random and systematic errors that are present in any experimental measurement. Such a framework should be further developed in the future.

Having studied the numerical precision of the TB-LMTO ESC program [28], we then used the program to calculate some of the properties of the first-row transition metals (Sc to Zn) at zero Kelvin (chapter 4). We evaluated the accuracy of the calculated properties of these metals by comparing them to their experimental values. Such a study of the zero-Kelvin properties of the first-row transition metals had been conducted before (see appendix A), but not, to our knowledge, using the TB-LMTO ESC program [28]. In conducting this study, we learned that the exchange-correlation functional that is used when conducting calculations using the TB-LMTO ESC program has a significant impact on the program’s accuracy. We found that the TB-LMTO ESC program most accurately predicts the zero-Kelvin crystal structure, lattice parameters, and magnetic moment magnitudes of the first-row transition metals when it is used in conjunction with exchange-correlation functional
EXC2. However, the bulk moduli of the first-row transition metals are more accurately
calculated using exchange-correlation functional EXC4 (see table 2.1 of chapter 2 for a
list of the exchange-correlation functionals that are available within the TB-LMTO ESC
program).

Bearing in mind that we ultimately wish to develop a theoretical method for calculating
the Helmholtz' free energy of complex magnetic materials like metallic Fe, we then used
the TB-LMTO ESC program [28] to study the low-moment to high-moment magnetic tran-
sition in the first-row transition metals when they take the FCC crystal structure (chapter
5). We conducted this study because a volume-controlled low-moment to high-moment
magnetic transition has recently been identified in some FCC-structured first-row tran-
sition metals [9,10], and because a composition controlled low-moment to high-moment
transition has been shown to exist in FCC and HCP alloys [9,10,87]. It has also been estab-
lished that this transition plays an important role in the thermal properties of Fe-bearing
alloys like the Invar and anti-Invar alloys [9, 10]. It was expected that any metal will un-
dergo a low-moment to high-moment transition if its volume is expanded enough [83]. We
showed using first principles calculations that all first-row transition metals, when they
take the FCC phase, undergo a volume controlled low-moment to high-moment transi-
tion. We showed that FCC Fe occupies a special position in the first-row transition metal
series, in that its low-moment to high-moment transition occurs when its volume is only
slightly larger than its zero-Kelvin volume. We also predicted that metallic Ni could pos-
sess magnetic moments even at pressures of the order of that that exists at the center of the
Earth. This may be of interest in the geophysical sciences, where recent efforts have been
focussed on understanding the materials existing in the deep interiors of planets. Finally,
we argued that magnetic moments are prevented from forming in the FCC 3d metals when
they possess small lattice parameters because the energy bands of these metals' valence
electrons are too wide at these small lattice parameters.

Finally, after presenting a theoretical method for calculating the Helmholtz' free energy
of a bulk, crystalline solid (chapter 6), we applied this method in a study of the thermal
expansion of metallic Cu (chapter 7). We specifically calculated the Helmholtz' free en-
nergy function $F(a, T)$ of metallic Cu, and used it to calculate the lattice parameter versus temperature curve $a(T)$ of this metal. We found that the $a(T)$ curve of metallic Cu can be accurately calculated using the theoretical method of chapter 6, but that the accuracy of this curve is dependent upon the exchange-correlation model that is used to calculate the $E_{tot}(a)$ curve of FCC Cu. We also found that the range of action of the inter-atomic interaction potential $E_{a-a}(x)$ appearing in the method of chapter 6 has a significant effect on the accuracy of the calculated $a(T)$ curve of metallic Cu. We thus concluded that the method of chapter 6 constitutes a practical method for calculating the $a(T)$ curves of metals, but that further research is necessary in order to properly evaluate the validity of the assumptions made in deriving the method.

More specifically, the assumption that an inter-atomic interaction potential $E_{a-a}(x)$ can be derived from the minimum total energy versus lattice parameter curve $E_{tot}(a)$ of a solid, and that this potential $E_{a-a}(x)$ can accurately reproduce the energy increase that occurs when the atomic nuclei of the solid move away from their equilibrium positions as they undergo small amplitude thermal oscillations must be further examined. We believe that the best way to do so is to conduct super-cell calculations in order to calculate this energy increase from first principles, and then to compare the results of this calculation to the value of the same energy increase computed using the potential $E_{a-a}(x)$. In addition, the effect of making a quasi-harmonic approximation in deriving the method of chapter 6 must be evaluated. Once this evaluation work is completed, the method of chapter 6 should be extended to make it capable of calculating the Helmholtz' free energy of complex magnetic materials, like metallic Fe. Once extended, the method should be capable of reproducing the microscopic effects responsible for the absence of thermal expansion in Invar alloys, and the appearance of magnetic moments in Fe-Ni alloys with more than 70 atomic % Fe [9,10].
Appendix A

Literature Review: Studies of the First-Row Transition Metals Using ESC Programs

We present here a review of the scientific literature discussing the use of ESC programs to study metallic solids composed of first-row transition elements. Our motivation for conducting this literature review is two-fold. Firstly, we wish to understand, in general, how ESC programs have been used to study the first-row transition metals in the past. We specifically want to understand what information ESC programs can provide about the first-row transition metals and how accurately ESC programs can predict the experimentally observed properties of these metals. Secondly, we want to understand how ESC programs have been used to study the magnetism of the first-row transition metals. We are specifically interested in those papers discussing the use of ESC programs to study the low-moment to high-moment transition in the first-row transition metals.

Our literature review is divided into 2 parts, namely a review of the literature published prior to 1980 (section A.1), and a review of the literature published after 1980 (section A.2). In both sections A.1 and A.2, we identify a number of papers discussing the use of ESC programs to study metals consisting of first-row transition elements and highlight
the main features of these papers. In section A.3, we summarise the information presented in sections A.1 and A.2 and draw three important conclusions. Firstly, we realise that ESC programs can be used to calculate a number of the zero-Kelvin properties of the first-row transition metals. Typically, the calculated zero-Kelvin lattice parameter of a first-row transition metal is within 5% of the experimentally determined value of this lattice parameter. Also, other calculated properties of the first-row transition metals are within 10 - 20% of the experimentally determined value of these properties. Secondly, we realise that ESC programs can be used to calculate the total energy versus lattice parameter curve of a material, but the accuracy of this calculated curve cannot be verified. This is due to the fact that the total energy versus lattice parameter curve of a material cannot be measured. Finally, we conclude that a systematic study of the low-moment to high-moment transition in all of the first-row transition metals has never been previously published.

A.1 Pre-1980 Studies of the First-Row Transition Metals Using ESC Programs

In order to understand how ESC programs have been used to study the first-row transition metals prior to the year 1980, it is useful to refer to a previous literature review published by A. P. Cracknell in 1984 [125]. In this earlier review, approximately 190 papers discussing the use of ESC programs to study the first-row transition metals are cited, all of which were published prior to 1980. Table A.1 shows the number of these papers that discuss the study of each of the first-row transition metals. Interestingly, in the period prior to 1980, ESC programs were most often used to study metallic Cu. Iron was the second-most studied first-row transition metal.

The majority of the 190 papers cited by Cracknell discuss the use of ESC programs to study one single metal consisting of one single first-row transition element, and possessing a specific crystal structure and lattice parameter (e.g., [205–214]). Cracknell states the
Table A.1: Number of papers discussing the use of ESC programs to study the first-row transition metals cited in the review of A. P. Cracknell

<table>
<thead>
<tr>
<th>Transition metal</th>
<th>Number of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc</td>
<td>5</td>
</tr>
<tr>
<td>Ti</td>
<td>10</td>
</tr>
<tr>
<td>V</td>
<td>13</td>
</tr>
<tr>
<td>Cr</td>
<td>21</td>
</tr>
<tr>
<td>Mn</td>
<td>5</td>
</tr>
<tr>
<td>Fe</td>
<td>41</td>
</tr>
<tr>
<td>Co</td>
<td>15</td>
</tr>
<tr>
<td>Ni</td>
<td>37</td>
</tr>
<tr>
<td>Cu</td>
<td>73</td>
</tr>
<tr>
<td>Zn</td>
<td>11</td>
</tr>
</tbody>
</table>

All papers are cited in [125].

following in his review:

In recent years many of the leading researchers working in the field have begun to move away from the pure metallic elements at standard pressures and have started working on the electronic structures of dilute alloys, metallic compounds and of metals under high pressures (...) ([125, p. 8]).

Thus, prior to the publication of Cracknell's review, scientists almost exclusively used ESC programs to study materials composed of only one chemical species. Only a few of the papers cited by Cracknell discuss the use of ESC programs to study many metals, each consisting of the same first-row transition element and each possessing the same crystal structure, but each possessing different lattice parameters [215–223]. Also, only the paper of Perrot [222] and the paper of Snow [223] discuss the use of ESC programs to calculate the total energy versus lattice parameter curve of a metal (FCC Cu in both
cases). A minority of papers discuss the use of ESC programs to study many metals, each composed of the same first-row transition element, but each possessing different crystal structures (e.g., [224–229]). Finally, two papers report the use of ESC programs to study systematically a large group of metals consisting of different transition elements [228,230].

In the 190 papers cited by Cracknell, ESC programs are used to calculate a variety of first-row transition metal properties. For example, ESC programs are used to calculate the band structure [205–207, 209–213, 228, 230–233], the density of electronic states [206, 207, 209–212, 228, 231, 233], and the Fermi surface of these metals [206, 207, 209, 210, 212, 231–233]. In essentially all of these 190 papers, the crystal structure of the first-row transition metal under study is the experimentally observed room-temperature crystal structure of this metal (e.g., [205–207, 209–214]). Additionally, the lattice parameter of the first-row transition metal under study is usually the experimentally observed room-temperature lattice parameter of this metal (e.g., [227, 231, 232, 234–241]). Thus, it appears that the authors of these papers used ESC programs to calculate the room-temperature properties of the first-row transition metals.

Finally, some of the 190 papers cited by Cracknell specifically discuss the use of ESC programs to study the magnetism of the first-row transition metals. Metallic Cr, Mn, Fe, Co and Ni are all magnetic metals [2]. In some papers, these metals are studied using ESC programs that can only provide information about non-magnetic materials (e.g. [242–246]). In other papers, these metals are studied using ESC programs that can provide information about solids possessing magnetic moments arranged in a simple collinear ferromagnetic or anti-ferromagnetic configuration (e.g. [88, 208, 209, 232, 238, 247–251]). (It should be noted that the paper of Andersen et al. [88] is not cited in Cracknell’s review.) However, only BCC Fe, HCP Co and FCC Ni possess magnetic moments arranged in a collinear ferromagnetic structure, and so only at zero Kelvin [2]. It is known that, even at zero Kelvin, the magnetic moments of BCC Cr, though collinear, are not arranged in a simple ferromagnetic or anti-ferromagnetic configuration [2]. It is also known that the magnetic moments of FCC Fe are not collinear, even at zero Kelvin (see [128,129,252,253]). Prior to 1980, both BCC Cr and FCC Fe were studied using ESC programs that can calcu-
late the properties of solids possessing collinear magnetic moments in a simple ferromagnetic or anti-ferromagnetic arrangement only (e.g. [232, 247]). Importantly, the magnetic moment versus lattice parameter curves of ferromagnetic BCC Fe, FCC Fe and HCP Fe are reported in the paper of Andersen et al. [88]. None of the other papers published prior to 1980 discuss the low-moment to high-moment transition in any of the first-row transition metals.

A.2 Post-1980 Studies of the First-Row Transition Metals Using ESC Programs

In order to find papers published after 1980 and discussing the use of ESC programs to study the first-row transition metals, the ISI Web of Knowledge search engine was used. Table A.2 shows the number of papers identified using the ISI Web of Knowledge search engine and discussing the electronic structure of each first-row transition metal. Most papers published after 1980 discuss the electronic structure of metallic iron and iron-bearing metals. This is because iron is an immensely important metal, for it is an important constituent of steel and other useful alloys [5], including the Invar alloys [9, 10, 102, 130-136]. Additionally, metallic iron is believed to be an important constituent of the Earth’s inner core [6, p. 421]. Thus, many scientists have studied the properties of metallic iron under very high pressure [12, 13, 19-27].

After 1980, scientists no longer used ESC programs exclusively for studying simple metals composed of one single chemical species. Scientists often used ESC programs to study a variety of complex materials, such as small material clusters [255–263], metallic alloys [9, 102, 130, 134, 264–271], thin films [272–277], and amorphous materials [278, 279]. Scientists regularly calculated, after 1980, the total energy versus lattice parameter curve of the first-row transition metals (e.g. [54, 56, 58, 64, 65, 68, 72, 89, 91, 93, 96, 104, 280–283]). Scientists also regularly used ESC programs to study metals composed of the same first-row transition element, but possessing different crystal structures. For example, many papers
Table A.2: Number of papers discussing the electronic structure of the first-row transition metals published after 1980

<table>
<thead>
<tr>
<th>Transition metal</th>
<th>Number of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc</td>
<td>24</td>
</tr>
<tr>
<td>Ti</td>
<td>217</td>
</tr>
<tr>
<td>V</td>
<td>105</td>
</tr>
<tr>
<td>Cr</td>
<td>174</td>
</tr>
<tr>
<td>Mn</td>
<td>85</td>
</tr>
<tr>
<td>Fe</td>
<td>901</td>
</tr>
<tr>
<td>Co</td>
<td>256</td>
</tr>
<tr>
<td>Ni</td>
<td>518</td>
</tr>
<tr>
<td>Cu</td>
<td>550</td>
</tr>
<tr>
<td>Zn</td>
<td>85</td>
</tr>
</tbody>
</table>

published after 1980 report the use of ESC programs to study both BCC Fe and FCC Fe, and sometimes HCP Fe as well [53, 65, 68, 72, 90–93, 104, 282, 284]. Interestingly, this allowed scientists to realise that some ESC programs fail to predict the correct zero-Kelvin crystal structure of metallic Fe (e.g. [55, 57, 60, 62, 64, 65, 67, 72]). Additionally, many papers published after 1980 report the use of an ESC program to study a large number of the first-row transition metals (e.g. [60, 63, 69, 71, 84, 285, 286]). Among these latter papers, the paper of Zheng et al. [63] is particularly interesting. In this paper, an ESC program is used to study ten metals, each consisting of only one of the first-row transition elements, and possessing the HCP crystal structure. By studying theoretically these ten metals, Zheng et al. were able to better understand the three first-row transition metals that possess the HCP crystal structure at zero Kelvin (namely Sc, Ti and Zn).

As in the pre-1980 period, scientists used ESC programs to calculate a number of the properties of the first-row transition metals after 1980. After 1980, ESC programs were commonly used to calculate the magnitude of the magnetic moments [53, 56–59, 65, 66,
68, 72, 83], the elastic constants [53–62, 64–66, 68–72, 84–86, 287], and the cohesive energy [53, 55, 58, 62, 68–70, 72, 84] of the first-row transition metals. In contrast to the pre-1980 papers, many post-1980 papers report the use of an ESC program to predict the zero-Kelvin lattice parameter of a first-row transition metal (e.g. [54–72, 84–86, 287]). To calculate the zero-Kelvin lattice parameter of a given metal, scientists calculate the total energy versus lattice parameter curve of the metal. Then, the lattice parameter at which this calculated curve possesses a global minimum value is identified. This lattice parameter is the zero-Kelvin lattice parameter of the metal, as predicted by the ESC program. Typically, the lattice parameter of a first-row transition metal, as calculated using an ESC program, is within 5% of the experimental value of the zero-Kelvin lattice parameter of this metal. Once the zero-Kelvin lattice parameter of a metal is identified, the ESC program is used to calculate other zero-Kelvin properties of the metal. Typically, these calculated properties are within 10 - 20% of the experimental value of the properties of the metal. Importantly, the accuracy with which the ESC program calculates the total energy versus lattice parameter curve of a metal is never evaluated. This is because it is not possible to measure the total energy versus lattice parameter curve of any material.

Finally, after the year 1980, scientists constructed ESC programs that are capable of providing information about materials possessing complex magnetic properties. After 1980, some of the first-row transition metals were studied using ESC programs capable of providing information about materials possessing magnetic moments arranged in complex, non-collinear configurations (e.g. [99, 128, 129, 252, 262, 275, 288–296]). Some first-row transition metals were also studied using ESC programs that are capable of providing information about materials possessing magnetic moments arranged in a collinear ferromagnetic or anti-ferromagnetic configuration only (e.g. [93, 96, 100, 286]). Importantly, some papers published after 1980 discuss the low-moment to high-moment transition in some of the first-row transition metals [56, 58, 83, 87, 89–106, 297]. Most of these papers discuss the low-moment to high-moment transition in BCC Fe and FCC Fe, and sometimes in HCP Fe as well. Some of these latter papers discuss the low-moment to high-moment transition in BCC Cr [58, 97], in BCC V [97], in BCC Mn [106], in FCC Mn [96, 106], and in FCC Co [101].
One paper reports the calculation of the magnetic moment versus lattice parameter curves of BCC Cr, BCC Fe, HCP Co, and FCC Ni [56], while another reports the magnetic moment versus lattice parameter curves of BCC V, FCC Fe, FCC Co, and BCC Ni [83]. However, no papers reporting a systematic study of the low-moment to high-moment transition in all first-row transition metals were identified.

A.3 Summary of Studies of the First-Row Transition Metals Using ESC Programs

As indicated previously, this literature review was conducted for two major reasons. Firstly, we wished to understand, in general, how ESC programs have been used in the past to obtain information about the first-row transition metals. We specifically wanted to understand what properties of the first-row transition metals can be calculated using ESC programs and how accurately ESC programs can predict the experimentally measured properties of these metals. Secondly, we wished to understand how ESC programs have been used to study the magnetic properties of the first-row transition metals. In particular, we wanted to know how ESC programs have been used to study the low-moment to high-moment transition in the first-row transition metals.

In completing our survey of the scientific literature, we have seen that the papers published after 1980 discuss the use of ESC programs to study materials that are more complex than those studied in the pre-1980 literature. Additionally, a larger number of materials are studied in the more recent papers. This is largely due to the fact that modern computers are more rapid than their forerunners. These more rapid computers have made possible more computationally intensive studies of the first-row transition metals.

We have also seen that scientists now regularly calculate the total energy versus lattice parameter curve of the first-row transition metals. The fact that computers were not rapid enough to allow for the efficient computation of such curves may largely explain why they
were seldom calculated prior to 1980. Scientists now also understand that ESC programs can only provide information about materials possessing a temperature of zero Kelvin. This is due to the fact that, in modern ESC programs, the kinetic energy of the atomic nuclei of solids is explicitly ignored [32,293]. Thus, ESC programs can only be used to calculate the properties of a solid when its constituent atoms remain absolutely stationary at specific locations in space. At non-zero temperatures, the nuclei of any real material's constituent atoms are constantly in motion. The nuclei of a material’s constituent atoms are only stationary when the material has a temperature of zero Kelvin [37, p. 416]. (It should be noted that, according to the quantum-mechanical theory of atomic motion in solids, the nuclei of a material’s constituent atoms are never absolutely stationary. Rather, a material’s constituent atoms oscillate about their mean positions at all temperatures, but oscillate minimally at zero Kelvin [37, p. 416].) The calculation of the total energy versus lattice parameter curve of a solid is the first step in using an ESC program to predict the zero-Kelvin properties of this solid. At a specific lattice parameter $a$, the total energy versus lattice parameter curve of a solid gives the minimum value of the energy of the solid when its constituent atoms remain stationary on a specific crystal lattice with lattice parameter $a$. This curve has a global minimum value, which occurs at a lattice parameter $a_{\text{min}}$. The lattice parameter $a_{\text{min}}$ is the zero-Kelvin lattice parameter of the solid, as predicted by the ESC program. The ESC program can also be used to calculate other properties of the solid as a function of lattice parameter. The calculated properties at $a_{\text{min}}$ are the zero-Kelvin properties of the solid, as predicted by the ESC program.

The accuracy of ESC programs has been evaluated by comparing the calculated properties of solids with their measured properties. Scientists consider that modern ESC programs can predict the zero-Kelvin properties of solids with reasonable accuracy. However, only certain limited aspects of the information provided by ESC programs can actually be compared with measured data. For instance, the lattice parameter $a_{\text{min}}$ at which a solid’s total energy versus lattice parameter curve possesses a global minimum can be compared to the true zero-Kelvin lattice parameter of this solid. Even though it is not possible to measure the zero-Kelvin lattice parameter of a solid, it is possible to estimate its value by measuring
the lattice parameter versus temperature curve of the solid and then using extrapolation techniques to estimate the value of the solid's lattice parameter at zero Kelvin. Many other solid properties can be both calculated using an ESC programs and determined experimentally. It is thus possible to gauge the accuracy with which an ESC program can predict these solid properties. However, it is impossible to measure, at any temperature, the total energy of a solid. Thus, the accuracy of the total energy versus lattice parameter curve of a solid, as calculated by an ESC program, cannot be directly verified.

Finally, we have identified only a few papers discussing the low-moment to high-moment transition in the first-row transition metals. Most of these papers discuss the low-moment to high-moment transition in a single metal only, usually metallic Fe. This is because the Invar effect, which is observed in iron-rich FCC Fe-Ni alloys, is intimately connected to the low-moment to high-moment transition in FCC Fe [9,10]. Importantly, one paper reports a study of the low-moment to high-moment transition in BCC Cr, BCC Fe, HCP Co and FCC Ni [56]. In another interesting paper, an ESC program is used to study a composition-controlled low-moment to high-moment transition in first-row transition metal alloys [87]. However, no papers reporting a systematic study of the low-moment to high-moment transition in all first-row transition metals were identified.
Appendix B

Parametrization of the Calculated $E_{\text{tot}}(a)$ Curve of FCC Cu

In chapter 7, we describe the calculation of the lattice parameter versus temperature curve $a(T)$ of metallic Cu using the theoretical method for calculating the Helmholtz' free energy of a material described in chapter 6. In order to calculate the $a(T)$ curve of metallic Cu, knowledge of the minimum total energy versus lattice parameter curve $E_{\text{tot}}(a)$ of FCC Cu is required. We describe, in section 7.1 of chapter 7, the calculation of two $E_{\text{tot}}(a)$ curves of FCC Cu. We calculate these curves using the TB-LMTO ESC program [28] and two of the exchange-correlation functionals available within the program. Specifically, we calculate one curve using exchange-correlation functional EXC2 and the other using EXC4 (see table 2.1 of chapter 2).

In order to calculate the $a(T)$ curve of metallic Cu, we must be able to obtain the value of the $E_{\text{tot}}(a)$ curve of FCC Cu at almost any value of lattice parameter $a$. For this purpose, we parametrize, in section B.1, the calculated $E_{\text{tot}}(a)$ curves of FCC Cu using appropriate model functions. In addition, we indicated in chapter 3 that all values of an $E_{\text{tot}}(a)$ curve calculated using the TB-LMTO ESC program contain a calculation precision error (CPE). We also evaluate the magnitude of the CPE's in the calculated $E_{\text{tot}}(a)$ curves in section B.1. Finally, the calculation of the $a(T)$ curve of metallic Cu using the theoretical method
of chapter 6 requires knowledge of the first- and second-derivatives of the $E_{tot}(a)$ curve of FCC Cu. In section B.2, we evaluate these derivatives using the parametrization of the $E_{tot}(a)$ curve presented in section B.1. We also evaluate the numerical precision of the first- and second-derivatives of the $E_{tot}(a)$ curve in this latter section.

B.1 Parametrization of and Evaluation of the Numerical Precision of the Calculated $E_{tot}(a)$ Curves

In this section, we parametrize the EXC2 and EXC4 $E_{tot}(a)$ curves, calculated as described in section 7.1 of chapter 7. Then, we evaluate the numerical precision of each of these curves.

B.1.1 Parametrization of the Calculated $E_{tot}(a)$ Curves - General Considerations

In order to facilitate the parametrization of the two $E_{tot}(a)$ curves, we divide them into seven sections extending over specific lattice parameter ranges. We then individually parametrize these sections of the $E_{tot}(a)$ curves.

The parametrization sections are chosen knowing that the $E_{tot}(a)$ curves are used to construct an inter-atomic interaction potential $E_{a-a}(x)$ as per equation 7.2 of chapter 7. The lattice parameter ranges over which the sections extend are shown in table B.1. We label the first section of each curve the "1NN section" because knowledge of only this section of a curve is required if the range of action of $E_{a-a}(x)$ is restricted to the distance separating a given atomic nucleus of the FCC Cu solid from its first nearest-neighbour coordination shell. The 1NN section must cover the entire range of lattice parameter values that can appear in the calculated $a(T)$ curve of metallic Cu. This range must therefore include the lattice parameter at which there is a global minimum in the $E_{tot}(a)$ curve, as this is the
lattice parameter of metallic Cu at zero Kelvin. The range should extend to a lattice parameter that is approximately 10% larger than that at which the $E_{tot}(a)$ curve possesses a global minimum, as this lattice parameter is certainly larger than the lattice parameter of metallic Cu at temperatures just below its melting point [80]. A buffer of approximately 0.3 Bohr radii is added on both extremities of the range thus defined in order to ensure that the functional form of the 1NN section of the $E_{tot}(a)$ curves is properly captured by the parametrization.

We label the second section of each curve the "2NN section" because knowledge of this section of a curve, in addition to knowledge of its 1NN section, is required if the range of action of the inter-atomic interaction potential $E_{a-a}(x)$ is restricted to the distance separating a given atomic nucleus of the FCC Cu solid from its second nearest-neighbour coordination shell. The 2NN section extends over the lattice parameter range defined by multiplying by $\sqrt{2}$ the extremities of the lattice parameter range of the 1NN section.

The third section of each curve is labelled the "3NNto5NN section", as knowledge of this section of a curve, in addition to knowledge of its 1NN and 2NN sections, is required if the range of action of $E_{a-a}(x)$ is restricted to the distance separating a given atomic nucleus of the FCC Cu solid from its third, fourth or fifth nearest-neighbour coordination shell. The 3NNto5NN section extends over the lattice parameter range defined by multiplying by $\sqrt{3}$ the lattice parameter defining the left-most extremity of the 1NN section, and by multiplying by $\sqrt{5}$ the lattice parameter defining the right-most extremity of the 1NN section.

All other sections of the $E_{tot}(a)$ curves are defined in a manner similar to the 3NNto5NN section, with the exception of the 15NNandmore section. The lattice parameter range of this latter section is defined by multiplying by $\sqrt{15}$ the lattice parameter defining the left-most extremity of the 1NN section. The 15NNandmore section extends from this latter lattice parameter all the way to $a = 50$ Bohr radii, the largest lattice parameter at which the value of the two $E_{tot}(a)$ curves is calculated using the TB-LMTO ESC program.

Having divided the two $E_{tot}(a)$ curves into sections, we now proceed with the parametriza-
Table B.1: Parametrization sections of the EXC2 and EXC4 $E_{tot}(a)$ curves

<table>
<thead>
<tr>
<th>Section label</th>
<th>Range of section for EXC2 curve</th>
<th>Range of section for EXC4 curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>1NN</td>
<td>$6.3 \leq a \leq 7.7$ Bohr radii</td>
<td>$6.6 \leq a \leq 8.0$ Bohr radii</td>
</tr>
<tr>
<td>2NN</td>
<td>$8.9 \leq a \leq 11.0$ Bohr radii</td>
<td>$9.3 \leq a \leq 11.3$ Bohr radii</td>
</tr>
<tr>
<td>3NNto5NN</td>
<td>$10.5 \leq a \leq 17.5$ Bohr radii</td>
<td>$11.0 \leq a \leq 18.0$ Bohr radii</td>
</tr>
<tr>
<td>6NNto8NN</td>
<td>$15.0 \leq a \leq 22.0$ Bohr radii</td>
<td>$16.0 \leq a \leq 23.0$ Bohr radii</td>
</tr>
<tr>
<td>9NNto11NN</td>
<td>$18.5 \leq a \leq 26.0$ Bohr radii</td>
<td>$19.5 \leq a \leq 27.0$ Bohr radii</td>
</tr>
<tr>
<td>12NNto14NN</td>
<td>$21.5 \leq a \leq 29.0$ Bohr radii</td>
<td>$22.5 \leq a \leq 30.0$ Bohr radii</td>
</tr>
<tr>
<td>15NNandmore</td>
<td>$24.0 \leq a \leq 50.0$ Bohr radii</td>
<td>$25.5 \leq a \leq 50.0$ Bohr radii</td>
</tr>
</tbody>
</table>

With the exception of the 15NNandmore section, we parametrize all sections of both $E_{tot}(a)$ curves using a polynomial function of the form $E_{tot}(a) = c_n \times a^n + ... + c_2 \times a^2 + c_1 \times a + c_0$, where the constants $c_i$ are parameters to be optimised. We parametrize the 15NNandmore section of both curves using a decaying exponential function of the form $E_{tot}(a) = c_n \times e^{-cn_{-1}a} + ... + c_2 \times e^{-c_{1}a} + c_0$. We do so because the 15NNandmore section of each $E_{tot}(a)$ curve is expected to decay toward an asymptotic value as $a \to \infty$.

Once a given section of an $E_{tot}(a)$ curve has been parametrized, we can estimate the numerical precision of the value of the curve at any lattice parameter within the given section. In the next section of this chapter, we illustrate by example the parametrization and the evaluation of the numerical precision of a section of the $E_{tot}(a)$ curve of FCC Cu.
B.1.2 Parametrization of and Estimation of the Numerical Precision of
the 1NN Section of the EXC2 $E_{tot}(a)$ Curve

We begin with the parametrization of the 1NN section of the EXC2 $E_{tot}(a)$ curve of FCC Cu.

In the 1NN section, the TB-LMTO ESC program was used to calculate the value of the
EXC2 $E_{tot}(a)$ curve at 15 lattice parameter values lying in the range $6.3 < a < 7.7$ Bohr radii, all uniformly separated by an interval of 0.1 Bohr radii. Each value of the EXC2 $E_{tot}(a)$ curve thus calculated can be expressed as $E^*_t(\alpha) = E_{tot}(\alpha) + \Delta E(\alpha)$. In the previous expression, $E^*_t(\alpha)$ represents the value of the EXC2 $E_{tot}(a)$ curve that was calculated using the TB-LMTO ESC program at some specific lattice parameter $\alpha$. This value is not the true value of the EXC2 $E_{tot}(a)$ curve at this specific lattice parameter $\alpha$. Rather, it is equal to the true value of the EXC2 $E_{tot}(a)$ curve at this lattice parameter $\alpha$ plus some quantity $\Delta E(\alpha)$. This latter quantity is a calculation precision error (CPE). We model the 1NN section of the EXC2 $E_{tot}(a)$ curve (containing no CPE's) as a smooth function of the form $E_{tot}(a) = c_n \times a^n + \ldots + c_2 \times a^2 + c_1 \times a + c_0$, where $a$ represents the lattice parameter and the constants $c_i$ are parameters to be determined.

The process of finding the parameters $c_i$ describing the 1NN section of the EXC2 $E_{tot}(a)$
curve is analogous to the process of finding a function that accurately describes an experimentally measured data set. In this case, the ”experimental data set” is the collection of 15 values of the 1NN section of the EXC2 $E_{tot}(a)$ curve that were obtained by conducting 15 computational experiments using the TB-LMTO ESC program. The value of the parameters $c_i$ can be obtained using a least-squares error minimisation routine like
the Levenburg-Marquardt optimisation algorithm given in the text ”Numerical Recipes in
C” [204]. Ordinarily, information about the statistical distribution of the errors in the measured data set is available prior to determining the function that best models this measured data. This information can be used to evaluate confidence intervals on the value of the parameters $c_i$ describing the function that models the measured data set. We simply assume that the process leading to the CPE’s in the calculated values of the EXC2 $E_{tot}(a)$
curve can indeed be modelled as a zero-mean Gaussian random variable. This assumption allows us to take the parameters $c_i$ computed using the Levenburg-Marquardt algorithm to be the coefficients of a polynomial that describes what is most likely to be the EXC2 $E_{tot}(a)$ curve, given that an experiment designed to measure this curve resulted in the 15 values obtained using the TB-LMTO ESC program described above. This assumption will be further discussed later.

In order to parametrize the 1NN section of the EXC2 $E_{tot}(a)$ curve, the number of parameters $c_i$ that are needed to represent this curve must be determined. This is equivalent to determining the order of the polynomial that best-describes the 1NN section of the EXC2 $E_{tot}(a)$ curve. This is accomplished by first assuming that a $2^{nd}$-order polynomial accurately describes this latter curve. The Levenburg-Marquardt algorithm is used to calculate the optimal value of the coefficients of this polynomial. The minimum value of the $\chi^2$ statistic computed using the Levenburg-Marquardt algorithm is noted. Then, it is assumed that the best description of the 1NN section of the EXC2 $E_{tot}(a)$ curve is a $3^{rd}$-order polynomial. Again, the Levenburg-Marquardt algorithm is used to compute the optimal value of the coefficients of this polynomial. Again, the minimum value of the $\chi^2$ statistic computed using the Levenburg-Marquardt algorithm is noted. This process is repeated, each time assuming that the 1NN section of the EXC2 $E_{tot}(a)$ curve is optimally described using a higher order polynomial. Additionally, each time the Levenburg-Marquardt algorithm is run, it is assumed that the process leading to the CPE’s in the calculated values of the 1NN section of the EXC2 $E_{tot}(a)$ curve can be modelled as a zero-mean Gaussian random variable with unit variance. The plot of the noted $\chi^2$ values versus the order of the polynomial describing the 1NN section of the EXC2 $E_{tot}(a)$ curve can then be constructed.

Figure B.1 shows the plot of the base 10 logarithm of the $\chi^2$ values noted as described above versus the order of the polynomial describing the 1NN section of the EXC2 $E_{tot}(a)$ curve. In figure B.1, it is clear that, as the polynomial order rises from 2 to 5, the value of $\log_{10}(\chi^2)$ decreases until it reaches a plateau. Increasing the order of the polynomial from 5 to 6 does not result in as large a reduction in the value of the $\chi^2$ statistic as does increasing the order of the polynomial from 4 to 5. Increasing the order of the polynomial
from 6 to 7 does result in a further reduction of the value of the \( \chi^2 \) statistic computed using the Levenburg-Marquardt algorithm. However, when the 1NN section of the EXC2 \( E_{tot} (a) \) curve is described using a 7th-order polynomial, it is not possible to compute confidence intervals for the coefficients of this polynomial due to the occurrence of numerical overflow during the computation of these confidence intervals (more on confidence intervals later). Thus, it is concluded that the optimal representation of the 1NN section of the EXC2 \( E_{tot} (a) \) curve is a 5th-order polynomial. Table B.2 gives the value of the coefficients of this polynomial. We report these coefficients exactly as obtained using the Levenburg-Marquardt algorithm, keeping all calculated figures of the coefficients. We shall discuss the calculation of confidence intervals for these coefficients shortly.

Table B.2: Coefficients of the optimal polynomial description of the 1NN section of the EXC2 \( E_{tot} (a) \) curve

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value of coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_5 )</td>
<td>-0.00442280974383</td>
</tr>
<tr>
<td>( c_4 )</td>
<td>0.169831448569</td>
</tr>
<tr>
<td>( c_3 )</td>
<td>-2.62554518236</td>
</tr>
<tr>
<td>( c_2 )</td>
<td>20.4344349712</td>
</tr>
<tr>
<td>( c_1 )</td>
<td>-80.0079274534</td>
</tr>
<tr>
<td>( c_0 )</td>
<td>-3181.91607082</td>
</tr>
</tbody>
</table>

Units of parameter \( c_i \): Rydberg per atom × (Bohr radii)\(^{-i}\)

Figure B.2 shows the calculated values of the 1NN section of the EXC2 \( E_{tot} (a) \) curve (which we label \( E'_{tot} (a) \)), the optimal polynomial representation of the 1NN section of the EXC2 \( E_{tot} (a) \) curve (the coefficients of which are given in Table B.2) and values of a function \( \Delta E (a) = E'_{tot} (a) - E_{tot} (a) \). We take the values of the function \( \Delta E (a) \) to represent the value of the CPE in each of the 15 calculated values \( E'_{tot} (a) \). More specifically, we take each value of the function \( \Delta E (a) \) to be an independent manifestation of a single random variable \( X_{CPE} \), which we assume to be Gaussian. This random variable \( X_{CPE} \) is meant to describe the process resulting in the CPE's that are present in the calculated values of
the 1NN section of the EXC2 $E_{\text{tot}}(a)$ curve. The average, standard deviation, root-mean-squared value, and absolute maximum value of the 15 values of the function $\Delta E(a)$ can be calculated. These values are shown in table B.3.

Table B.3: Average, standard deviation, root-mean-squared, and absolute maximum value of the function $\Delta E(a)$ shown in figure B.2

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Average value of $\Delta E(a)$</td>
<td>$-3.3 \times 10^{-13}$ Rydberg per atom</td>
</tr>
<tr>
<td>Standard deviation of $\Delta E(a)$</td>
<td>$2.4 \times 10^{-6}$ Rydberg per atom</td>
</tr>
<tr>
<td>Root-mean-squared value of $\Delta E(a)$</td>
<td>$2.4 \times 10^{-6}$ Rydberg per atom</td>
</tr>
<tr>
<td>Absolute maximum value of $\Delta E(a)$</td>
<td>$4.6 \times 10^{-6}$ Rydberg per atom</td>
</tr>
</tbody>
</table>

We take the information presented in table B.3 to indicate that the random variable $X_{\text{CPE}}$ describing the process leading to the CPE’s in the calculated values of the 1NN section of the EXC2 $E_{\text{tot}}(a)$ curve has a mean of the order of $10^{-13}$ Rydberg per atom and a standard deviation between $2.4 \times 10^{-6}$ to $4.6 \times 10^{-6}$ Rydberg per atom. Using a Kolmogorov-Smirnov test [204], we evaluate the likelihood that the values of the function $\Delta E(a)$ are manifestations of a Gaussian random variable with standard deviation between $2.4 \times 10^{-6}$ and $4.6 \times 10^{-6}$ Rydberg per atom. We find that it is more likely that the values of $\Delta E(a)$ are manifestations of a Gaussian random variable with a standard deviation of $4.5 \times 10^{-6}$ Rydberg per atom than with standard deviation of $2.5 \times 10^{-6}$ Rydberg per atom. Thus, we conclude that the CPE’s in the calculated values of the 1NN section of the EXC2 $E_{\text{tot}}(a)$ curve are of the order of $4.5 \times 10^{-6}$ Rydberg per atom.

Having ascertained the magnitude of the CPE’s in the calculated values of the 1NN section of the EXC2 $E_{\text{tot}}(a)$ curve, we now calculate confidence intervals for the coefficients $c_i$ of the polynomial that describes the 1NN section of the EXC2 $E_{\text{tot}}(a)$ curve [204]. This is accomplished by re-running the Levenburg-Marquardt program, but this time setting to $\pm 4.5 \times 10^{-6}$ Rydberg units per atom the value of the uncertainty in the calculated values of the 1NN section of the EXC2 $E_{\text{tot}}(a)$ curve. When used in this manner, the Levenburg-Marquardt algorithm provides one-σ confidence intervals for the parameters $c_i$ [204].
table B.4, we show the confidence intervals thus obtained. They will later be used to estimate the numerical precision of the derivatives of the EXC2 $E_{tot}$ curve within the 1NN section of the curve.

Table B.4: One-σ confidence intervals of the coefficients of the optimal polynomial description of the 1NN section of the EXC2 $E_{tot}$ curve

<table>
<thead>
<tr>
<th>Confidence interval</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta c_5$</td>
<td>±0.00018</td>
</tr>
<tr>
<td>$\Delta c_4$</td>
<td>±0.0063</td>
</tr>
<tr>
<td>$\Delta c_3$</td>
<td>±0.087</td>
</tr>
<tr>
<td>$\Delta c_2$</td>
<td>±0.61</td>
</tr>
<tr>
<td>$\Delta c_1$</td>
<td>±2.1</td>
</tr>
<tr>
<td>$\Delta c_0$</td>
<td>±3.0</td>
</tr>
</tbody>
</table>

Units of interval $\Delta c_i$: Rydberg per atom $\times$ (Bohr radii)$^{-i}$
Figure B.1: Base 10 logarithm of the $\chi^2$ statistic versus the order of the polynomial describing the 1NN section of the EXC2 $E_{tot}(a)$ curve.
Figure B.2: 1NN section of the EXC2 $E_{tot}(a)$ curve of FCC Cu. Squares in the upper figure represent calculated values $E_{tot}^*(a)$ of the 1NN section of the EXC2 $E_{tot}(a)$ curve obtained using the TB-LMTO ESC program. The dotted line in the upper figure represents the optimal polynomial model of this section of the curve. The lower figure shows the function $\Delta E(a) = E_{tot}^*(a) - E_{tot}(a)$ in the 1NN section.
B.1.3 Parametrization of and Estimation of the Numerical Precision of
All Sections of the EXC2 and EXC4 $E_{tot}(a)$ Curves

The parametrization and the evaluation of the numerical precision of all other sections
of the EXC2 and the EXC4 $E_{tot}(a)$ curves is conducted in a similar fashion. In figures
B.3 to B.16, we show the calculated values of each section of the two $E_{tot}(a)$ curves, as
obtained using the TB-LMTO ESC program. We also show the optimal polynomial or
decaying exponential representation of each section of the two curves. In some of these
figures, some of the values are illustrated by circular symbols. These values are omitted
from the parametrization process, as we believe that they contain excessively large CPE’s.
Such values appear in the 9NNto11NN section and the 12NNto14NN section of the EXC4
$E_{tot}(a)$ curve.

Table B.5 shows the numerical precision of all sections of the two $E_{tot}(a)$ curves. Each
value listed in the table is the standard deviation of a zero-mean Gaussian random vari­
able assumed to describe the process leading to the CPE’s in each section of the curve.
Tables B.6 and B.8 respectively show the parameters defining the optimal polynomial or
decaying exponential description of each section of the EXC2 and EXC4 $E_{tot}(a)$ curves.
Tables B.7 and B.9 respectively show one-$\sigma$ confidence intervals for the parameters of ta­
bles B.6 and B.8. These confidence intervals are calculated assuming that the CPE’s in
each section of the two $E_{tot}(a)$ curves are the result of a zero-mean Gaussian random vari­
able with standard deviation as indicated in table B.5. In the next section of this appendix,
these confidence intervals will be used to estimate the numerical precision of the first- and
second-derivatives of the two calculated $E_{tot}(a)$ curves.

Before turning our attention to the derivatives of the two calculated $E_{tot}(a)$ curves, we ex­
plain the number of figures reported for each of the parameters $c_i$ in tables B.6 and B.8. It is
customary when reporting a parameter obtained using the Levenburg-Marquardt routine
to treat the confidence interval of the parameter as its numerical error. By this, we mean
that ordinarily, we would report the first parameter $c_5$ reported in table B.6 along with
its confidence interval (reported in table B.7) as $-0.00442 \pm 0.00018$. However, we found
that when the fitting parameters of tables B.6 and B.8 are truncated as just explained, the polynomial or decaying exponential functions that they describe are not good models of the calculated $E_{tot}(a)$ curves of FCC Cu. We believe that this is the result of strong correlations between the parameters $c_i$ describing any section of the $E_{tot}(a)$ curve of FCC Cu. Thus, when reporting the parameters $c_i$, we report all figures provided by the Levenburg-Marquardt routine. In doing so, the functions defined by the parameters $c_i$ are truly the optimal models of each section of the calculated $E_{tot}(a)$ curves of FCC Cu.

Finally, we return briefly to our assumption that the CPE's in the calculated values of the $E_{tot}(a)$ curves are the result of a Gaussian random process. Though the exact distribution of these CPE's is not known, the functions $\Delta E(a)$ of figures B.3 to B.16 provide evidence that the assumption that they are Gaussian is reasonable. First of all, the mean of the available values of each function $\Delta E(a)$ is essentially zero. In addition, approximately half of the available values of each function $\Delta E(a)$ are positive, while the other half are negative. Thirdly, the available values of each function $\Delta E(a)$ span a range that is essentially centered on the value $\Delta E(a) = 0$. None of this is proof that the CPE’s in the calculated values of the $E_{tot}(a)$ curves of FCC Cu are the result of a Gaussian random process. However, a set of CPE’s produced by a Gaussian random process would possess all three of these properties. We thus believe that modelling the CPE’s in the calculated values of the $E_{tot}(a)$ curves of FCC Cu using Gaussian random variables will allow us to propagate these CPE’s to obtain good estimates of the numerical precision of the Helmholtz' free energy and of the lattice parameter versus temperature curve of metallic Cu, as calculated using our theoretical method of chapter 6.
Table B.5: Numerical precision of all sections of the EXC2 and EXC4 $E_{\text{tot}} (a)$ curves

<table>
<thead>
<tr>
<th>Curve section</th>
<th>Precision of EXC2 $E_{\text{tot}} (a)$ curve</th>
<th>Precision of EXC4 $E_{\text{tot}} (a)$ curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>1NN section</td>
<td>$\pm 4.5 \times 10^{-6}$</td>
<td>$\pm 5.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>2NN section</td>
<td>$\pm 3.0 \times 10^{-7}$</td>
<td>$\pm 6.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>3NN to 5NN section</td>
<td>$\pm 3.5 \times 10^{-6}$</td>
<td>$\pm 5.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>6NN to 8NN section</td>
<td>$\pm 5.5 \times 10^{-5}$</td>
<td>$\pm 1.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>9NN to 11NN section</td>
<td>$\pm 3.0 \times 10^{-4}$</td>
<td>$\pm 3.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>12NN to 14NN section</td>
<td>$\pm 3.0 \times 10^{-4}$</td>
<td>$\pm 3.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>15NN and more section</td>
<td>$\pm 3.0 \times 10^{-4}$</td>
<td>$\pm 3.0 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

All uncertainties have Rydberg units per atom.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value in 1NN section*</th>
<th>Value in 2NN section*</th>
<th>Value in 3NNto5NN section*</th>
<th>Value in 6NNto8NN section*</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_6$</td>
<td>-</td>
<td>-</td>
<td>9.21655716878 x 10^{-8}</td>
<td>-</td>
</tr>
<tr>
<td>$c_5$</td>
<td>-0.00442280974383</td>
<td>-6.95357491738 x 10^{-5}</td>
<td>-6.03589102783 x 10^{-6}</td>
<td>2.74499203147 x 10^{-6}</td>
</tr>
<tr>
<td>$c_4$</td>
<td>0.169831448569</td>
<td>0.00360674707121</td>
<td>0.000129864791984</td>
<td>-0.00025793363804</td>
</tr>
<tr>
<td>$c_3$</td>
<td>-2.62554518236</td>
<td>-0.0742249895124</td>
<td>-0.000215032652317</td>
<td>0.00973513085603</td>
</tr>
<tr>
<td>$c_2$</td>
<td>20.4344349712</td>
<td>0.749720956545</td>
<td>-0.0336417313294</td>
<td>-0.184618095878</td>
</tr>
<tr>
<td>$c_1$</td>
<td>-80.0079274534</td>
<td>-3.62752398301</td>
<td>0.514227959411</td>
<td>1.7599160287</td>
</tr>
<tr>
<td>$c_0$</td>
<td>-3181.91607082</td>
<td>-3301.20539882</td>
<td>-3309.96999416</td>
<td>-3314.25330885</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value in 9NNto11NN section*</th>
<th>Value in 12NNto14NN section*</th>
<th>Value in 15NNandmore section**</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_4$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$c_3$</td>
<td>-1.76556892428 x 10^{-5}</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$c_2$</td>
<td>0.0011797172301</td>
<td>-9.00777309701 x 10^{-6}</td>
<td>3.27137213521</td>
</tr>
<tr>
<td>$c_1$</td>
<td>-0.0262613444332</td>
<td>0.000241568717902</td>
<td>0.323514026748</td>
</tr>
<tr>
<td>$c_0$</td>
<td>-3307.31198841</td>
<td>-3307.50758214</td>
<td>-3307.5082555</td>
</tr>
</tbody>
</table>

* units of parameter $c_i$: Rydberg per atom $\times$ (Bohr radii)$^{-1}$

** units of parameter $c_i$: Rydberg per atom, if $i$ is even; (Bohr radii)$^{-1}$, if $i$ is odd
Table B.7: One-\(\sigma\) confidence intervals for the parameters describing all sections of the EXC2 \(E_{\text{tot}}(a)\) curve

<table>
<thead>
<tr>
<th>Confidence interval</th>
<th>Value in 1NN section*</th>
<th>Value in 2NN section*</th>
<th>Value in 3NNto5NN section*</th>
<th>Value in 6NNto8NN section*</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta c_6)</td>
<td>-</td>
<td>-</td>
<td>(\pm 2.1 \times 10^{-8})</td>
<td>-</td>
</tr>
<tr>
<td>(\Delta c_5)</td>
<td>(\pm 0.00018)</td>
<td>(\pm 2.0 \times 10^{-6})</td>
<td>(\pm 1.8 \times 10^{-6})</td>
<td>(\pm 5.7 \times 10^{-7})</td>
</tr>
<tr>
<td>(\Delta c_4)</td>
<td>(\pm 0.0062)</td>
<td>(\pm 9.7 \times 10^{-5})</td>
<td>(\pm 6.1 \times 10^{-5})</td>
<td>(\pm 5.3 \times 10^{-5})</td>
</tr>
<tr>
<td>(\Delta c_3)</td>
<td>(\pm 0.087)</td>
<td>(\pm 0.0019)</td>
<td>(\pm 0.0011)</td>
<td>(\pm 0.0019)</td>
</tr>
<tr>
<td>(\Delta c_2)</td>
<td>(\pm 0.61)</td>
<td>(\pm 0.019)</td>
<td>(\pm 0.012)</td>
<td>(\pm 0.036)</td>
</tr>
<tr>
<td>(\Delta c_1)</td>
<td>(\pm 2.1)</td>
<td>(\pm 0.093)</td>
<td>(\pm 0.064)</td>
<td>(\pm 0.32)</td>
</tr>
<tr>
<td>(\Delta c_0)</td>
<td>(\pm 3.0)</td>
<td>(\pm 0.18)</td>
<td>(\pm 0.14)</td>
<td>(\pm 1.2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Confidence interval</th>
<th>Value in 9NNto11NN section*</th>
<th>Value in 12NNto14NN section*</th>
<th>Value in 15NNandmore section**</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta c_4)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(\Delta c_3)</td>
<td>(\pm 8.0 \times 10^{-6})</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(\Delta c_2)</td>
<td>(\pm 0.00053)</td>
<td>(\pm 1.6 \times 10^{-5})</td>
<td>(\pm 7.2)</td>
</tr>
<tr>
<td>(\Delta c_1)</td>
<td>(\pm 0.012)</td>
<td>(\pm 0.00080)</td>
<td>(\pm 0.088)</td>
</tr>
<tr>
<td>(\Delta c_0)</td>
<td>(\pm 0.086)</td>
<td>(\pm 0.010)</td>
<td>(\pm 5.6 \times 10^{-5})</td>
</tr>
</tbody>
</table>

* units of confidence interval \(\Delta c_i\): Rydberg per atom \(\times\) (Bohr radii\(^{-i}\))

** units of confidence interval \(\Delta c_i\): Rydberg per atom, if \(i\) is even; (Bohr radii\(^{-1}\)), if \(i\) is odd
Table B.8: Parameters describing the EXC4 $E_{tot}(a)$ curve

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value in 1NN section*</th>
<th>Value in 2NN section*</th>
<th>Value in 3NNto5NN section*</th>
<th>Value in 6NNto8NN section*</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_6$</td>
<td>-</td>
<td>-</td>
<td>$-1.32517643681 \times 10^{-6}$</td>
<td>-</td>
</tr>
<tr>
<td>$c_5$</td>
<td>-0.00279998660382</td>
<td>-0.0001141466741</td>
<td>0.000119352773751</td>
<td>-</td>
</tr>
<tr>
<td>$c_4$</td>
<td>0.112194510291</td>
<td>0.00552055574531</td>
<td>-0.00446610332642</td>
<td>-</td>
</tr>
<tr>
<td>$c_3$</td>
<td>-1.80926750227</td>
<td>-0.108921421424</td>
<td>0.0890154094361</td>
<td>$4.16858220288 \times 10^{-5}$</td>
</tr>
<tr>
<td>$c_2$</td>
<td>14.6805112214</td>
<td>1.06318872812</td>
<td>-0.999745900381</td>
<td>-0.00268329951563</td>
</tr>
<tr>
<td>$c_1$</td>
<td>-59.881676736735</td>
<td>-5.05693804525</td>
<td>6.03259428397</td>
<td>0.0577173787305</td>
</tr>
<tr>
<td>$c_0$</td>
<td>-3213.12768402</td>
<td>-3301.95991454</td>
<td>-3326.38660722</td>
<td>-3311.37301938</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value in 9NNto11NN section*</th>
<th>Value in 12NNto14NN section*</th>
<th>Value in 15NNandmore section**</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_4$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$c_3$</td>
<td>$3.06951755162 \times 10^{-6}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$c_2$</td>
<td>$-0.000240907502717$</td>
<td>$-6.15100396858 \times 10^{-6}$</td>
<td>-</td>
</tr>
<tr>
<td>$c_1$</td>
<td>0.00632216851816</td>
<td>0.000353135018409</td>
<td>-</td>
</tr>
<tr>
<td>$c_0$</td>
<td>-3311.01323466</td>
<td>-3310.96278321</td>
<td>-3310.95768948</td>
</tr>
</tbody>
</table>

* units of parameter $c_i$: Rydberg per atom $\times$ (Bohr radii)$^{-i}$

** units of parameter $c_i$: Rydberg per atom, if $i$ is even; (Bohr radii)$^{-1}$, if $i$ is odd
<table>
<thead>
<tr>
<th>Confidence interval</th>
<th>Value in 1NN section*</th>
<th>Value in 2NN section*</th>
<th>Value in 3NNto5NN section*</th>
<th>Value in 6NNto8NN section*</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta c_6$</td>
<td>-</td>
<td>-</td>
<td>$\pm 3.0 \times 10^{-7}$</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta c_5$</td>
<td>$\pm 0.00016$</td>
<td>$\pm 3.2 \times 10^{-5}$</td>
<td>$\pm 2.6 \times 10^{-5}$</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta c_4$</td>
<td>$\pm 0.0060$</td>
<td>$\pm 0.0016$</td>
<td>$\pm 0.00095$</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta c_3$</td>
<td>$\pm 0.087$</td>
<td>$\pm 0.034$</td>
<td>$\pm 0.018$</td>
<td>$\pm 3.3 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\Delta c_2$</td>
<td>$\pm 0.63$</td>
<td>$\pm 0.35$</td>
<td>$\pm 0.19$</td>
<td>$\pm 0.00020$</td>
</tr>
<tr>
<td>$\Delta c_1$</td>
<td>$\pm 2.3$</td>
<td>$\pm 1.8$</td>
<td>$\pm 1.1$</td>
<td>$\pm 0.0038$</td>
</tr>
<tr>
<td>$\Delta c_0$</td>
<td>$\pm 3.4$</td>
<td>$\pm 3.6$</td>
<td>$\pm 2.6$</td>
<td>$\pm 0.024$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Confidence interval</th>
<th>Value in 9NNto11NN section*</th>
<th>Value in 12NNto14NN section*</th>
<th>Value in 15NNandmore section**</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta c_4$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta c_3$</td>
<td>$\pm 8.1 \times 10^{-7}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta c_2$</td>
<td>$\pm 5.7 \times 10^{-5}$</td>
<td>$\pm 1.7 \times 10^{-6}$</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta c_1$</td>
<td>$\pm 0.0013$</td>
<td>$\pm 9.2 \times 10^{-5}$</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta c_0$</td>
<td>$\pm 0.010$</td>
<td>$\pm 0.0012$</td>
<td>$\pm 2.8 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

* units of confidence interval $\Delta c_i$: Rydberg per atom $\times$ (Bohr radii)$^{-1}$

** units of confidence interval $\Delta c_i$: Rydberg per atom, if $i$ is even; (Bohr radii)$^{-1}$, if $i$ is odd
Figure B.3: 1NN section of the EXC2 $E_{\text{tot}}(a)$ curve of FCC Cu. Squares in the upper figure represent calculated values $E^*_{\text{tot}}(a)$ of the 1NN section of the EXC2 $E_{\text{tot}}(a)$ curve obtained using the TB-LMTO ESC program. The dotted line in the upper figure represents the optimal polynomial model of this section of the curve. The lower figure shows the function $\Delta E(a) = E^*_\text{tot}(a) - E_{\text{tot}}(a)$ in the 1NN section.
Figure B.4: 2NN section of the EXC2 $E_{\text{tot}}(a)$ curve of FCC Cu. Squares in the upper figure represent calculated values $E_{\text{tot}}^*(a)$ of the 2NN section of the EXC2 $E_{\text{tot}}(a)$ curve obtained using the TB-LMTO ESC program. The dotted line in the upper figure represents the optimal polynomial model of this section of the curve. The lower figure shows the function $\Delta E(a) = E_{\text{tot}}^*(a) - E_{\text{tot}}(a)$ in the 2NN section.
Figure B.5: 3NNto5NN section of the EXC2 $E_{\text{tot}}(a)$ curve of FCC Cu. Squares in the upper figure represent calculated values $E_{\text{tot}}^*(a)$ of the 3NNto5NN section of the EXC2 $E_{\text{tot}}(a)$ curve obtained using the TB-LMTO ESC program. The dotted line in the upper figure represents the optimal polynomial model of this section of the curve. The lower figure shows the function $\Delta E(a) = E_{\text{tot}}^*(a) - E_{\text{tot}}(a)$ in the 3NNto5NN section.
Figure B.6: 6NNto8NN section of the EXC2 $E_{\text{tot}}(a)$ curve of FCC Cu. Squares in the upper figure represent calculated values $E'_{\text{tot}}(a)$ of the 6NNto8NN section of the EXC2 $E_{\text{tot}}(a)$ curve obtained using the TB-LMTO ESC program. The dotted line in the upper figure represents the optimal polynomial model of this section of the curve. The lower figure shows the function $\Delta E(a) = E'_{\text{tot}}(a) - E_{\text{tot}}(a)$ in the 6NNto8NN section.
Figure B.7: 9NNto11NN section of the EXC2 $E_{\text{tot}}(a)$ curve of FCC Cu. Squares in the upper figure represent calculated values $E'_{\text{tot}}(a)$ of the 9NNto11NN section of the EXC2 $E_{\text{tot}}(a)$ curve obtained using the TB-LMTO ESC program. The dotted line in the upper figure represents the optimal polynomial model of this section of the curve. The lower figure shows the function $\Delta E(a) = E'_{\text{tot}}(a) - E_{\text{tot}}(a)$ in the 9NNto11NN range.
Figure B.8: 12NNto14NN section of the EXC2 $E_{\text{tot}} (a)$ curve of FCC Cu. Squares in the upper figure represent calculated values $E_{\text{tot}}^* (a)$ of the 12NNto14NN section of the EXC2 $E_{\text{tot}} (a)$ curve obtained using the TB-LMTO ESC program. The dotted line in the upper figure represents the optimal polynomial model of this section of the curve. The lower figure shows the function $\Delta E(a) = E_{\text{tot}}^* (a) - E_{\text{tot}} (a)$ in the 12NNto14NN section.
Figure B.9: 15NNandmore section of the EXC2 $E_{tot} (a)$ curve of FCC Cu. Squares in the upper figure represent calculated values $E_{tot}^* (a)$ of the 15NNandmore section of the EXC2 $E_{tot} (a)$ curve obtained using the TB-LMTO ESC program. The dotted line in the upper figure represents the optimal decaying exponential model of this section of the curve. The lower figure shows the function $\Delta E(a) = E_{tot}^*(a) - E_{tot}(a)$ in the 15NNandmore section.
Figure B.10: 1NN section of the EXC4 $E_{\text{tot}} (a)$ curve of FCC Cu. Diamonds in the upper figure represent calculated values $E_{\text{tot}}^* (a)$ of the 1NN section of the EXC4 $E_{\text{tot}} (a)$ curve obtained using the TB-LMTO ESC program. The dotted line in the upper figure represents the optimal polynomial model of this section of the curve. The lower figure shows the function $\Delta E(a) = E_{\text{tot}}^* (a) - E_{\text{tot}} (a)$ in the 1NN section.
Figure B.11: 2NN section of the EXC4 $E_{\text{tot}}(a)$ curve of FCC Cu. Diamonds in the upper figure represent calculated values $E_{\text{tot}}^*(a)$ of the 2NN section of the EXC4 $E_{\text{tot}}(a)$ curve obtained using the TB-LMTO ESC program. The dotted line in the upper figure represents the optimal polynomial model of this section of the curve. The lower figure shows the function $\Delta E(a) = E_{\text{tot}}^*(a) - E_{\text{tot}}(a)$ in the 2NN section.
Figure B.12: 3NNto5NN section of the EXC4 $E_{\text{tot}}(a)$ curve of FCC Cu. Diamonds in the upper figure represent calculated values $E^*_\text{tot}(a)$ of the 3NNto5NN section of the EXC4 $E_{\text{tot}}(a)$ curve obtained using the TB-LMTO ESC program. The dotted line in the upper figure represents the optimal polynomial model of this section of the curve. The lower figure shows the function $\Delta E(a) = E^*_\text{tot}(a) - E_{\text{tot}}(a)$ in the 3NNto5NN section.
Figure B.13: 6NNto8NN section of the EXC4 $E_{\text{tot}}(a)$ curve of FCC Cu. Diamonds in the upper figure represent calculated values $E_{\text{tot}}^*(a)$ of the 6NNto8NN section of the EXC4 $E_{\text{tot}}(a)$ curve obtained using the TB-LMTO ESC program. The dotted line in the upper figure represents the optimal polynomial model of this section of the curve. The lower figure shows the function $\Delta E(a) = E_{\text{tot}}^*(a) - E_{\text{tot}}(a)$ in the 6NNto8NN section.
Figure B.14: 9NNto11NN section of the EXC4 $E_{tot}(a)$ curve of FCC Cu. Diamonds in the upper figure represent calculated values $E_{tot}^*(a)$ of the 9NNto11NN section of the EXC4 $E_{tot}(a)$ curve obtained using the TB-LMTO ESC program. Circles indicate calculated values that were omitted from the parametrization process. The dotted line in the upper figure represents the optimal polynomial model of this section of the curve. The lower figure shows the function $\Delta E(a) = E_{tot}^*(a) - E_{tot}(a)$ in the 9NNto11NN section.
Figure B.15: 12NNto14NN section of the EXC4 \( E_{\text{tot}} (a) \) curve of FCC Cu. Diamonds in the upper figure represent calculated values \( E'_{\text{tot}} (a) \) of the 12NNto14NN section of the EXC4 \( E_{\text{tot}} (a) \) curve obtained using the TB-LMTO ESC program. Circles indicate calculated values that were omitted from the parametrization process. The dotted line in the upper figure represents the optimal polynomial model of this section of the curve. The lower figure shows the function \( \Delta E(a) = E'_{\text{tot}} (a) - E_{\text{tot}} (a) \) in the 12NNto14NN section.
Figure B.16: 15NNandmore section of the EXC4 \( E_{\text{tot}}(a) \) curve of FCC Cu. Diamonds in the upper figure represent calculated values \( E_{\text{tot}}^*(a) \) of the 15NNandmore section of the EXC4 \( E_{\text{tot}}(a) \) curve obtained using the TB-LMTO ESC program. The dotted line in the upper figure represents the optimal decaying exponential model of this section of the curve. The lower figure shows the function \( \Delta E(a) = E_{\text{tot}}^*(a) - E_{\text{tot}}(a) \) in the 15NNandmore section.
B.2 Evaluation of the Numerical Precision of the Derivatives of the EXC2 and EXC4 $E_{tot}(a)$ Curves

In order to calculate the $a(T)$ curve of metallic Cu using the theoretical method presented in chapter 6, knowledge of the first- and second-derivatives of the $E_{tot}(a)$ curve of FCC Cu is required. Now that the EXC2 and EXC4 $E_{tot}(a)$ curves have been parametrized, the evaluation of their first- and second-derivatives is a simple matter. However, the numerical precision of these derivatives must be evaluated.

B.2.1 Evaluation of the Numerical Precision of the Derivatives of the 1NN Section of the $E_{tot}(a)$ Curve

To illustrate the evaluation of the numerical precision of the first- and second-derivatives of the calculated $E_{tot}(a)$ curves of FCC Cu, we here describe in detail the evaluation of the numerical precision of the derivatives of the 1NN section of the EXC2 $E_{tot}(a)$ curve. We do so using two approaches, one in which we simulate the calculation of the value of the 1NN section of the EXC2 $E_{tot}(a)$ curve, and one in which we make use of the confidence intervals provided in tables B.4 and B.7.

First Approach

In the first approach, we simulate the process of calculating values of the 1NN section of the EXC2 $E_{tot}(a)$ curve. We construct a simulated calculated value of this curve at some lattice parameter $a$ by first calculating the value of the optimal polynomial description of the 1NN section of the EXC2 $E_{tot}(a)$ curve at the lattice parameter $a$. This polynomial has coefficients as given in table B.6. We then add to this calculated value a realization of a zero-mean Gaussian random variable with standard deviation of $4.5 \times 10^{-6}$ Bohr radii. A realization of such a random variable can be calculated using a random number
generator [204]. Also, the standard deviation of this random variable is the estimated numerical precision of the calculated values of the 1NN section of the EXC2 \( E_{tot}(a) \) curve, as given in table B.5. Therefore, the random variable in question simulates the process that produces the CPE's in the calculated values of the 1NN section of the EXC2 \( E_{tot}(a) \) curve. In figure B.2, we illustrate 15 calculated values of the 1NN section of the EXC2 \( E_{tot}(a) \) curve, each obtained at one of fifteen different lattice parameters. We simulate, as previously described, the calculation of 15 new values of the 1NN section of the EXC2 \( E_{tot}(a) \) curve at the same fifteen lattice parameters.

Having simulated the calculation of the 1NN section of the EXC2 \( E_{tot}(a) \) curve, we then use the Levenburg-Marquardt routine to find the optimal polynomial representation of this simulated curve. In section B.1.2, we modelled the 1NN section of the EXC2 \( E_{tot}(a) \) curve using a fifth-order polynomial. We model the simulated calculated curve using a polynomial of the same order.

Having obtained the optimal polynomial representation of the simulated values of the 1NN section of the EXC2 \( E_{tot}(a) \) curve, we evaluate the first- and second-derivatives of this new polynomial. We specifically calculate the value of these derivatives at the same lattice parameters at which a calculated value of the EXC2 \( E_{tot}(a) \) curve is shown in figure B.2. We also evaluate the first- and second-derivatives of the original polynomial representation of the EXC2 \( E_{tot}(a) \) curve at the same lattice parameters. We then define the value of two functions \( \Delta E^{(1)}(a) \) and \( \Delta E^{(2)}(a) \) at the same lattice parameters by subtracting the derivatives of the original polynomial representation of the 1NN section of the EXC2 \( E_{tot}(a) \) curve from the derivatives of the polynomial representation of the simulated values of the curve. We note the values of the \( \Delta E^{(1)}(a) \) and \( \Delta E^{(2)}(a) \) functions for future analysis.

We then simulate the calculation of a new set of values of the 1NN section of the \( E_{tot}(a) \) curve, and repeat the process of constructing functions \( \Delta E^{(1)}(a) \) and \( \Delta E^{(2)}(a) \) and of noting the value of these functions. We do so multiple times, and then evaluate the average, standard deviation, and maximum absolute value of the noted values of these
functions. We use this information to estimate the numerical precision of the first- and second-derivatives of the 1NN section of the EXC2 $E_{tot}(a)$ curve. Table B.10 shows the mean, standard deviation and maximum absolute value of 150000 calculated values of the $\Delta E^{(1)}(a)$ and $\Delta E^{(2)}(a)$ functions. These values were obtained by simulating the calculation of 10000 $E_{tot}(a)$ curves and by calculating 15 values of the functions $\Delta E^{(1)}(a)$ and $\Delta E^{(2)}(a)$ per simulated curve.

Table B.10: Mean, standard deviation, and maximum absolute value of the functions $\Delta E^{(1)}(a)$ and $\Delta E^{(2)}(a)$ obtained using approach 1

<table>
<thead>
<tr>
<th>Function</th>
<th>Mean value</th>
<th>Standard deviation</th>
<th>Maximum absolute value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta E^{(1)}(a)$</td>
<td>$1.5 \times 10^{-7}$</td>
<td>$2.9 \times 10^{-5}$</td>
<td>$3.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\Delta E^{(2)}(a)$</td>
<td>$-6.2 \times 10^{-7}$</td>
<td>$2.9 \times 10^{-4}$</td>
<td>$3.1 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Units of function $\Delta E^{(n)}(a)$: Rydberg per atom $\times$ (Bohr radii)$^{-n}$

Second Approach

In the second approach, we make use of the confidence intervals provided in tables B.4 and B.7. To evaluate the numerical precision of the first- and second-derivatives of the 1NN section of the EXC2 $E_{tot}(a)$ curve, we begin by choosing one of the coefficients of the optimal polynomial representation of this curve, say coefficient $c_5$, and add the magnitude of the confidence interval $\Delta c_5$ to its value. We then use the Levenburg-Marquardt routine to construct the best possible polynomial representation of the original calculated values of the 1NN section of the EXC2 $E_{tot}(a)$ curve, subject to the constraint that the value of $c_5$ is as just described.

Having obtained the optimal polynomial representation of the original calculated values of the 1NN section of the EXC2 $E_{tot}(a)$ curve with coefficient $c_5$ as defined in the previous paragraph, we evaluate the first- and second-derivatives of this new polynomial. We specifically calculate the value of these derivatives at the same lattice parameters at
which a calculated value of the 1NN section of the EXC2 $E_{tot}(a)$ curve is shown in figure B.2. We also evaluate the first- and second-derivatives of the original polynomial representation of the EXC2 $E_{tot}(a)$ curve at the same lattice parameters. We then define the value of two functions $\Delta E^{(1)}(a)$ and $\Delta E^{(2)}(a)$ at the same lattice parameters by subtracting the derivatives of the original polynomial representation of the 1NN section of the EXC2 $E_{tot}(a)$ curve from the derivatives of the polynomial with $c_5$ as defined in the previous paragraph. We note the calculated values of the functions $\Delta E^{(1)}(a)$ and $\Delta E^{(2)}(a)$ for future analysis.

We then construct another polynomial representation of the 1NN section of the EXC2 $E_{tot}(a)$ curve, this time after subtracting (instead of adding) the confidence interval $\Delta c_5$ from the coefficient $c_5$. Again, we evaluate the first- and second-derivatives of this new polynomial and define functions $\Delta E^{(1)}(a)$ and $\Delta E^{(2)}(a)$ as described in the previous paragraph. We again note the calculated values of the functions $\Delta E^{(1)}(a)$ and $\Delta E^{(2)}(a)$ for future analysis.

We repeat, once for each coefficient of the original polynomial representation of the 1NN section of the $E_{tot}(a)$ curve, the process of constructing new polynomial models of this curve as described in the previous paragraphs. For each new polynomial, we note the calculated values of the functions $\Delta E^{(1)}(a)$ and $\Delta E^{(2)}(a)$. We then evaluate the average, standard deviation, and maximum absolute value of the noted values of these functions. We use this information to estimate the numerical precision of the first- and second-derivatives of the 1NN section of the EXC2 $E_{tot}(a)$ curve. Table B.11 shows the mean, the standard deviation, and the maximum absolute value of 180 calculated values of the $\Delta E^{(1)}(a)$ and $\Delta E^{(2)}(a)$ functions. These values were obtained by constructing 12 new polynomial representations of the 1NN section of the EXC2 $E_{tot}(a)$ curve and by calculating 15 values of the functions $\Delta E^{(1)}(a)$ and $\Delta E^{(2)}(a)$ per new polynomial representation.
Table B.11: Mean, standard deviation, and maximum absolute value of the functions $\Delta E^{(1)} (a)$ and $\Delta E^{(2)} (a)$ obtained using approach 2

<table>
<thead>
<tr>
<th>Function</th>
<th>Mean value</th>
<th>Standard deviation</th>
<th>Maximum absolute value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta E^{(1)} (a)$</td>
<td>$-1.4 \times 10^{-9}$</td>
<td>$2.7 \times 10^{-5}$</td>
<td>$7.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\Delta E^{(2)} (a)$</td>
<td>$-7.2 \times 10^{-10}$</td>
<td>$3.2 \times 10^{-4}$</td>
<td>$7.9 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Units of function $\Delta E^{(n)} (a)$: Rydberg per atom $\times$ (Bohr radii)$^{-n}$

Comparison of First and Second Approach

In table B.12, we compare the standard deviation and absolute maximum value of the functions $\Delta E^{(1)} (a)$ and $\Delta E^{(2)} (a)$ obtained using the first and second approach. We observe that the standard deviation of the functions obtained using the two approaches are very similar. The maximum absolute values of the functions obtained using approach 2 are slightly larger but have the same order of magnitude as the standard deviations of the functions. In contrast, the maximum absolute values of the functions obtained with approach 1 are one order of magnitude larger than those obtained using approach 2.

We therefore take the maximum absolute value of the functions $\Delta E^{(1)} (a)$ and $\Delta E^{(2)} (a)$, obtained using the second approach, to be respectively the uncertainty in the first- and second-derivatives of the 1NN section of the EXC2 $E_{tot} (a)$ curve. These values are slightly more conservative estimates of the latter uncertainties than the standard deviations of the functions $\Delta E^{(1)} (a)$ and $\Delta E^{(2)} (a)$ obtained using the first or the second approach.
Table B.12: Comparison of the standard deviation and absolute maximum value of the functions $\Delta E^{(1)}(a)$ and $\Delta E^{(2)}(a)$ obtained using approach 1 and approach 2

<table>
<thead>
<tr>
<th>n</th>
<th>Standard deviation of $\Delta E^{(n)}(a)$</th>
<th>Maximum absolute value of $\Delta E^{(n)}(a)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>As per approach 1</td>
<td>As per approach 2</td>
</tr>
<tr>
<td>1</td>
<td>$2.9 \times 10^{-5}$</td>
<td>$2.7 \times 10^{-5}$</td>
</tr>
<tr>
<td>2</td>
<td>$2.9 \times 10^{-4}$</td>
<td>$3.2 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Units of function $\Delta E^{(n)}(a)$: Rydberg per atom $\times$ (Bohr radii)$^{-n}$

B.2.2 Evaluation of the Numerical Precision of the Derivatives of All Sections of the EXC2 and EXC4 $E_{\text{tot}}(a)$ Curve

The numerical precision of the first- and second-derivatives of all sections of the two calculated $E_{\text{tot}}(a)$ curves is shown respectively in tables B.13 and B.14. The numerical precision of the derivatives is as estimated using the maximum absolute value of the functions $\Delta E^{(1)}(a)$ and $\Delta E^{(2)}(a)$ obtained using approach 2.

The reader should note that the numerical precision of the $a(T)$ curve of metallic Cu, as calculated in chapter 7, is estimated using the Levenburg-Marquardt routine and a method similar to approach 2.
Table B.13: Numerical precision of the first-derivative of the EXC2 and EXC4 $E_{tot}^{(a)}$ curves

<table>
<thead>
<tr>
<th>Curve section</th>
<th>Precision of EXC2 $E_{tot}^{(1)} (a)$ curve</th>
<th>Precision of EXC4 $E_{tot}^{(1)} (a)$ curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>1NN section</td>
<td>$\pm 7.0 \times 10^{-5}$</td>
<td>$\pm 6.4 \times 10^{-5}$</td>
</tr>
<tr>
<td>2NN section</td>
<td>$\pm 4.7 \times 10^{-6}$</td>
<td>$\pm 5.5 \times 10^{-5}$</td>
</tr>
<tr>
<td>3NNto5NN section</td>
<td>$\pm 1.3 \times 10^{-5}$</td>
<td>$\pm 1.9 \times 10^{-4}$</td>
</tr>
<tr>
<td>6NNto8NN section</td>
<td>$\pm 1.4 \times 10^{-4}$</td>
<td>$\pm 9.9 \times 10^{-5}$</td>
</tr>
<tr>
<td>9NNto11NN section</td>
<td>$\pm 2.7 \times 10^{-4}$</td>
<td>$\pm 2.7 \times 10^{-5}$</td>
</tr>
<tr>
<td>12NNto14NN section</td>
<td>$\pm 1.2 \times 10^{-4}$</td>
<td>$\pm 1.4 \times 10^{-5}$</td>
</tr>
<tr>
<td>15NNandmore section</td>
<td>$\pm 3.9 \times 10^{-5}$</td>
<td>$\pm 0.0$</td>
</tr>
</tbody>
</table>

All uncertainties have units: Rydberg per atom $\times$ (Bohr radii)$^{-1}$

Table B.14: Numerical precision of the second-derivative of the EXC2 and EXC4 $E_{tot}^{(a)}$ curves

<table>
<thead>
<tr>
<th>Curve section</th>
<th>Precision of EXC2 $E_{tot}^{(2)} (a)$ curve</th>
<th>Precision of EXC4 $E_{tot}^{(2)} (a)$ curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>1NN section</td>
<td>$\pm 7.9 \times 10^{-4}$</td>
<td>$\pm 7.2 \times 10^{-4}$</td>
</tr>
<tr>
<td>2NN section</td>
<td>$\pm 3.4 \times 10^{-5}$</td>
<td>$\pm 4.1 \times 10^{-4}$</td>
</tr>
<tr>
<td>3NNto5NN section</td>
<td>$\pm 4.4 \times 10^{-5}$</td>
<td>$\pm 6.3 \times 10^{-4}$</td>
</tr>
<tr>
<td>6NNto8NN section</td>
<td>$\pm 3.2 \times 10^{-4}$</td>
<td>$\pm 7.1 \times 10^{-5}$</td>
</tr>
<tr>
<td>9NNto11NN section</td>
<td>$\pm 1.8 \times 10^{-4}$</td>
<td>$\pm 1.8 \times 10^{-5}$</td>
</tr>
<tr>
<td>12NNto14NN section</td>
<td>$\pm 3.2 \times 10^{-5}$</td>
<td>$\pm 3.5 \times 10^{-6}$</td>
</tr>
<tr>
<td>15NNandmore section</td>
<td>$\pm 3.7 \times 10^{-5}$</td>
<td>$\pm 0.0$</td>
</tr>
</tbody>
</table>

All uncertainties have units: Rydberg per atom $\times$ (Bohr radii)$^{-2}$
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