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Abstract

Service-based applications is the name given to a situation arising when a user or a group of users interact with a set of distributed and autonomous functionalities such that some value is created for those users. For interoperability purposes, this interaction should take place through open and standardized interfaces.

Collaborative applications allow users to participate in achieving a common goal or objective. From a basic collaborative application that allows participants to author a multimedia document, three distinct functionalities were extracted and implemented as distributed and autonomous services. An example on how a group of users might interact with those services using standard set of protocols and off-the-shelf techniques is presented.

From the point of view of a user, a service-based application can only be useful if it provides some indication about its robustness. Creation of such applications therefore must consider the issue of undependability of a required service. A particular source of service failure (service provider refuses a service) or degraded performance (occasional lack of service or degraded quality of service) can be attributed to producers self-interested behavior.

The state of the art in dealing with the effects of rational behavior comprises trust and reputation networks, and methods based on game theory and mechanism design. These are presented and discussed in a broader survey of available strategies, tools and available techniques to analyze and mitigate effects of rational behavior.

The basis for the investigated solution is the observation that part of a service may be redundant with respect to some part of another service. Instead of adding redundancy to the system, our solution exploits the already existing redundancy to improve robustness of these applications.

The interaction with services is modeled as finite-state transducers and a heuristic is proposed to obtain redundancy between any pair of services for which an interaction model exists. Then, an algorithm that uses this inter-service redundancy to recreate the interaction with one service (target) from the other (candidate) is described. This approach allows users to have access to some specific functionality but not receive it from a service which may be deemed problematic. A qualitative reference framework to classify available services into candidate and target services respectively is also discussed.

The computational cost is polynomial with respect to services size, and in practice, the non-redundant functionality and related control need to be implemented locally.
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Chapter 1

Introduction

1.1 Background

Broadband connectivity is arguably one of the major drivers of innovation in delivery methods of products and services to users. Preparing and filing your taxes, listening to radio stations or watching video clips and movies over the Internet are some of the application examples. The delivery of those services is usually based on a centralized network architecture (client/server) and rely on application-specific protocols and interfaces. Recent developments in decentralized network architecture such as peer-to-peer networks (P2P) and open standards as required by web services (WS) and service-oriented architectures (SOA), are creating however even more opportunities for innovation in delivery methods.

Although there is no universal agreement on the definition of P2P, one can argue that P2P is a network architecture whereby each entity can be a client as well as a server. Since there is no centralized control, such networks are easily created and operated, lowering barriers to introduction and delivery of new and compelling products. Such 'democratization' of networking is perhaps one of the most attractive characteristic of peer-to-peer architecture.

Web Services are based on standard protocols, which specify how a service should be described, found, accessed and used, irrespective of the specific platform or implementation that supports and instantiates that service. Service-oriented architectures leverage this standardization to create composite services, reuse existing functionality, integrate disparate software applications and potentially reduce complexity of large software systems. This variety of desired outcomes or goals is made possible by the fact
the standardization effort brought about by WS has created an application-level "lingua franca" for inter-networked machines.

Applications are thus built on top of client/server and emerging peer-to-peer architectures, and it can be argued that service-oriented architectures can similarly be used as a basis. If we think of an application as the result of the interaction between various functionalities, then it is helpful to see how those functionalities are allocated to different entities depending on which network architecture is used. In the context of client/server, all the functionalities would be co-located on one entity from the point of view of the clients (even though individual functionalities could interact between themselves through for example remote procedure call (RPC), remote method invocation (RMI) or common object request broker architecture (CORBA), or indeed web services).

In the P2P context on the other hand, functionalities are allocated to all participants\(^1\) which in effect limits the number of supported functionalities and hence the number of supported applications. P2P-based applications thus tend to be designed for a specific purpose (help locating specific user or content, share storage space or bandwidth for example), unless a general framework such as JXTA\(^2\) is used which supports creation and advertisement of new functionalities to participants on the network.

The middle ground, when functionalities are not necessarily allocated to one or all entities, can be supported by service-oriented architectures. From the point of view of the client then, it has the choice how the functionalities should be allocated. The specific

\(^1\)This of course depends on the exact definition of P2P. It is consistent however with the view of an entity being able to function as a client as well as a server

\(^2\)www.jxta.org
allocation is the result either of the selection of optimal functionalities or of the desired (de)centralization of functionalities.

Based on the above discussion, we can divide the application architecture into three classes; client/server (shown in Figure 1.1), P2P (shown in Figure 1.2) and service-based (shown in Figure 1.3). Benefits of each application architecture are shown in Table 1.1. The rest of the thesis is concerned with the service-based architecture of Figure 1.3.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client-Server</td>
<td>Accountability</td>
</tr>
<tr>
<td>Peer-to-peer</td>
<td>Low barriers to entry</td>
</tr>
<tr>
<td>Service-based</td>
<td>Choice</td>
</tr>
</tbody>
</table>

Table 1.1: Benefits of an application architecture from users’ point of view
1.2 Motivation and Problem Description

There are many issues associated with the service-based applications. The requirements to find, describe and access services in a standard way create challenges in their own right, while still leaving the problem of how exactly to select services and have them interact in such a way as to achieve a coherent application.

The present thesis focuses on the problem created if one assumes that participants offering services can behave in a rational manner. One of the characteristics of service providers is that they may be under independent control in respect to both other service providers and to clients consuming its services. The practical implication of this independence is that the service providers decide when to actually provide a service and what its performance\(^3\) will be. Effects of rational behavior is both a current and significant issue as evidenced by the wealth of recent research work.

As authors in [134] note, users can modify protocols or algorithms for self-interested reasons, and mention P2P search and routing and distributed auctions as some affected application domains. The effects of participants’ rational behavior on file sharing in P2P environments are well documented [7, 13, 25, 60, 82, 87, 113, 124], and many solutions

\(^3\)note that we assume that the service delivery channel does not affect performance, e.g. network bandwith is more than sufficient to deliver the service
to mitigate the unpredictable or undesired effects of rational behavior are proposed in applications as diverse as storage [35, 146, 104], service exchange [58], media streaming [63, 109], sharing [104, 92] and content distribution [40]. Additionally, many studies comparing incentive mechanisms exist [32, 14, 39, 52, 66, 70, 85, 86, 108, 149].

The effect of rational behavior on service-based applications can range from rendering the application broken (service provider refuses a service) to making the application undependable (occasional lack of service or degraded quality of service). From the point of view of the user, then, the question of robustness (and hence usefulness) of the service-based applications arises.

If an application depends on some service provider, then clearly it is sensitive to its availability and reliability. Over-engineering and building redundant systems is the usual method of mitigating the impact of uncertainty. The motivation for the approach investigated in this thesis is based on the observation that since services are supposed to be re-usable and independent of user's context, then there may be some redundancy between those services. Instead of adding redundancy therefore, the hope is to exploit the already existing redundancy to improve the robustness of service-based applications.

### 1.3 Model Description

The intent is to build a system from autonomous sub-systems. Autonomy implies that the sub-system controls both its quantitative and qualitative characteristics. In the present case, the system is an application and the sub-systems are service providers. Service providers control if and when the service is provided, and the quality of that service. Obviously, the user's perception of the quality of the application directly depends on service providers' characteristics.

The application and the service providers can generally be described in terms of their respective availability and reliability where, availability is the probability of an item to be in a state to perform a required function during a specified period of time and, reliability is the probability that an item will perform its intended function during a specified period of time. The interpretation of availability and reliability however is understood differently in the case of the service providers and the application.

The availability is usually expressed in terms of the expectation of uptime, mean time between failures (MTBF) and the expected downtime, mean time to repair (MTTR). A simple relationship between availability and MTBF and MTTR is $a = \frac{MTBF}{MTBF + MTTR}$. In the case of service providers, we have to take into account whether the infrastructure
supporting the service provider is functioning properly and is reachable over the Internet. On the other hand, the availability of the application can be a measure of how efficiently it can handle the task of finding and replacing unavailable service providers. Although availability is a very interesting topic in itself, it will not be the focus of this thesis.

To discuss reliability from the point of view of the service providers’ and the application, it is helpful to first describe in abstract terms what a service is in the context of the model of a service provider.

A service is usually understood to be some functionality that is packaged and offered in a specific way. Services are self contained and operate as black boxes; all necessary components to accomplish a specific functionality are encapsulated within the service, allowing reuse in various contexts. Services expose their functionality through interfaces, and the interfaces are described and invoked in an open and standardized manner. Definitions supporting this view are given in [90, 110]. Services in the present context are additionally thought of as an algorithm taken from a set of equivalent algorithms where each member can be described in terms of both the level of performance achieved and the resources required to achieve that performance - its cost to the provider. This description allows each algorithm to be ranked relative to other members of that set. If we make the reasonable assumptions that the cost is not trivial and increases with increasing performance, then the obvious question is how does a service provider select a particular algorithm from a given set. For example, representing a service with performance/cost characteristics as $s_{\text{perf}}^{\text{cost}}$ and the service provider as a set of equivalent algorithms $S_1 = \{s_{\text{high}}^{\text{cost}}, s_{\text{medium}}^{\text{cost}}, s_{\text{low}}^{\text{cost}}\}$, then from the user's point of view, the choice of a specific algorithm, either of which will accomplish the advertised function, is nondeterministic. Indeed, the user might not even be aware of the membership of the set.

Autonomy does not imply that service providers will behave rationally; however it certainly allows them to be self-interested, in the sense that they will choose a course of action that leads to their preferred outcome. If, for example, a service provider wants to offer as much service as possible at the lowest cost to itself, it can consistently advertise itself with the highest performance characteristics (assuming users seek highest performance) while always offering the algorithm that minimizes its cost.

The application (or any other consumer) does not have direct control over this selection, but may have some influence through some kind of incentive mechanism. Irrespective of the mechanism used, the consumer will not be absolutely guaranteed a specific algorithm (unless the mechanism can be proved to have certain properties\(^4\)), and only

\(^4\)Briefly described in the section 2.1.3
probabilistic assurance can be given.

If we quantify ‘intended function’ from the above definition of reliability into a set of relevant performance criteria, then reliability of a service provider can be expressed in terms of the probability of success in satisfying those criteria. The reliability of the service providers can thus be expressed in terms of the probability of obtaining a certain level of performance from the services they provide. The application’s reliability - or robustness - in turn, can be expressed in terms of the reliability of the underlying service providers.

The following assumptions are made and will be explicitly integrated into the model:

1. All required services are available. This implies that those services were already “found”, are reachable and are functioning properly
2. User selects what constitutes a failure in a service
3. An application fails if and only if at least one service it uses fails

1.3.1 Generating an Application from Services

A service is denoted as $s$ (formal definition of service is deferred until section 5.2) and we assume that the execution (or consumption) of that service can be represented as $\text{EX}(s)$. The $i$th service provider $S_i$ is defined as a finite set of offered services such that:

$$S_i = \{s_{ij} \mid j \leq J; j, J \in \mathbb{N}\}$$

The set of all services is $S = \bigcup_i S_i$ and the service chain is defined as a sequence:

$$C = (c_n \mid n \in \mathbb{N})$$

where the terms are given by a generating function

$$f : \mathbb{N} \rightarrow S$$

Depending on the generating function $f$, a service chain may contain the same service $s_{ij}$ at different places in the sequence. The same service executed at different times is denoted as $s^k_{ij}$ where $k = 0, 1, \ldots, m$.

The application is defined as $A = \text{EX}(C)$ or a sequential execution of terms from $C$, where $c_m$ must finish executing before $c_{m+1}$ starts executing.

\footnote{note that requiring a sequential execution is only introduced here in order to facilitate the derivation of an analytical expression and is not a limitation on service-based applications}
1.3.2 Probability of Service Failure

Let the probability of obtaining a certain level of performance from service $s_{ij}$ be represented by a random variable $R_{ij}$ defined over the sample space $\Sigma_{ij}$. To make the analysis tractable, we require that the reliability of any service in the service chain $C$ is independent of the reliability of other services, or for any event $A_{ij}^k$ such that $R_{ij}^k(x) = a_{ij}^k$ where $x \in \Sigma_{ij}$ and $a_{ij}^k \in R_{ij}^k(\Sigma_{ij})$, then:

$$P(\bigcap_{l \in L} A_l) = \prod_{l \in L} P(A_l)$$  \hspace{1cm} (1.3)

for any subset $L$ of $\{1, \ldots, d\}$, where the number of terms in $C$ is $d = |\{f_n \mid n \leq N\}|$.

The user can set a value of $0 < r_{ij}^{min} \leq 1$ which is the minimum acceptable reliability of a service $s_{ij}$ as per assumption 2. Let the probability density function of the random variable $R_{ij}$ be represented by some function $g_{ij}$ defined over $[0,1]$, then the event of the service failing, $R_{ij} \leq r_{ij}^{min}$, occurs with probability

$$q_{ij} = P(R_{ij} \leq r_{ij}^{min}) = \int_{0}^{r_{ij}^{min}} g_{ij} \, dx \hspace{1cm} (1.4)$$

Unfortunately, the function $g_{ij}$ (and possibly its parameters) is not known and has to be either assumed or estimated.

Assuming a particular density implies some prior knowledge, perhaps of the behavior of the service provider. In the absence of such knowledge however, any function would be equally valid. Estimating it, on the other hand, presumes that some reliability data exists and can be used for that purpose. If the user repeatedly interacts with a service provider whose identity can be ascertained, then some machine learning algorithms can be implemented for that purpose. One direct consequence is that any performance comparison of the proposed method to improve robustness to other methods is highly sensitive to the selection of the density function.

1.3.3 Analytical Expression for Application Robustness

The probability of the event that the application is robust is a function of the number of times each service is used and their respective failure probability $q_{ij}$. The former is obtained by counting how many times the event $R_{ij} \leq r_{ij}^{min}$ occurs during $T_A$ since a service $s_{ij}$ may be used up to $l_{ij}$ times. This is expressed by the binomial distribution $f(x) = \binom{m_{ij}}{x} p^{x} q^{m_{ij} - x}$ where $x = 1, 2, \cdots, m_{ij}$ and $m_{ij} \leq l_{ij}$. By assumption 3, the


### Introduction

**Parameters**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Remarks</th>
</tr>
</thead>
</table>
| $i, j, m_{ij}$ | - Once the generating function determines the service chain, quantities represented by the parameters cannot be modified  
  - The generating function itself might be defined in order to optimize some objective related to those parameters |
| $q_{ij}$ | - Quantity represented by this parameter can be modified at anytime, and whose reduction is very desirable  
  - This parameter is an estimate, and the robustness of the application will depend in large part on the accuracy of the estimating method |

Table 1.2: Parameters controlling the robustness of the application

Application will only work if $f(m_{ij}) = \binom{m_{ij}}{\rho_{ij}} r_{ij}^{m_{ij}}$ where $\rho_{ij} = 1 - q_{ij}$, thus $f(m_{ij}) = (1 - q_{ij})^{m_{ij}}$. Extending to all $i, j$, we obtain the probability of the application not failing,

$$P(\bigcap_{i,j} R_{ij} \leq r_{ij}^{\text{min}}) = \prod_{i} \prod_{j} (1 - q_{ij})^{m_{ij}}$$  \hspace{1cm} (1.5)

It is readily observable that this probability will decrease with increasing $m_{ij}, q_{ij}, i,$ and $j$. This suggests that to improve the probability of the application working properly, we must find ways to decrease the above parameters.

### 1.4 Problem Formulation

In order to formulate some strategies for decreasing the $m_{ij}, q_{ij}, i,$ and $j$ parameters, they are first separated into two groups. Once the generating function in Equation 1.2 establishes the service chain $C$, then $i, j, m_{ij}$ are known quantities and the reduction of any of these will negatively impact the application from users’ perspective. It is possible however, to envisage the generating function $f$ to be optimized with respect to those parameters. On the other hand, $q_{ij}$ is an estimated quantity whose reduction is highly desirable. This is summarized in Table 1.2.
1.4.1 Minimizing $q_{ij}$

Obviously, $P(R_{ij} \leq r^m_{ij})$ can be minimized by reducing $r^m_{ij}$, implying that users would have to lower their expectations. This is the trivial solution to problem of increasing the robustness of the application.

The probability density function of $g_{ij}(x)$ is characterized by some mean and standard deviation. If we could exert some influence through an incentive mechanism on $\mu$ and $\sigma$, then we could minimize the probability of the event $R_{ij} \leq r^m_{ij}$. This is the approach taken in federated networks, grid networks, peer-to-peer systems and generalized by the concept of incentive mechanisms such as reputation networks, for example.

A brief review of reputation networks as well as other possible methods dealing with providers’ rationality are presented in section 2.1. A more in depth analysis is presented in Chapter 4 where a qualitative framework is introduced for comparing incentive mechanisms.

1.4.2 Minimizing $i, j, m_{ij}$

Taken together $i, j$ represent the total number of services, and it makes sense to discuss them jointly. Thus there are two options, reducing the number of time a service is used, and reducing the number of services. As noted previously, either of those solution might materially affect the execution of the application, unless this is an explicit constraint on the generating function in Equation 1.2.

Automatic service composition techniques from Web Services and Service Oriented Architectures are an active research area potentially applicable to this problem as well. The generating function given by Equation 1.2, could be devised so as to produce a sequence as in Equation 1.1 subject to some relevant constraints. Service composition is presented in Section 2.2.

1.4.3 Proposed Approach

If the generating function cannot be modified, then the remaining possibility is to express all instances of at least one term $s_{ij}$ of $C$ as a function of other terms in such a way that the functionality of the application is not changed and the overall probability of failure decreases. The rationale for the proposed approach is based on the observation that services are supposed to be re-usable and independent of user’s context, and thus there may be some redundancy between services which may be leveraged.
All the services $s_{ij} \in S$ that the application relies upon is given by $S_C = \{s_{ij} \mid f(n) = s_{ij}, 1 \leq n \leq N\}$. Let the target service $s_t \in S_C$ be the service to be replaced by a candidate service $s_c \in S_C \setminus \{s_t\}$. A solution will be a function $h$ where $s_p = h(s_c)$ such that $s_t \equiv s_p$ and the probability of failure of service $s_p$ is less than the probability of failure of service $s_t$.

The desired outcome therefore is that we may be able to replace parts of the service chain of Equation 1.1 by a service based on a service already used such that the overall robustness increases.

1.4.4 Research Questions

The problem of finding the function $h$ (transformation of one service into another) can be broken into the following issues:

R1 - Given all the services that the application depends on, how can they be classified into candidate (reliable) and target (unreliable) services? A framework which could be used to make that classification is discussed in chapter 4.

R2 - What is a suitable formal expression for services? Expressing services as finite-state machines allows the application of efficient algorithms and is discussed in Section 5.2.

R3 - In order to express a target service in terms of a candidate service, we try to reuse as much functionality from the candidate service as possible. How can this redundancy be described and found? This is discussed in section 5.3.

R4 - Using redundancy between services, how can we express a service in term of another service? This is discussed in section 5.4.

1.5 Thesis Contributions

The four contributions of the thesis, as shown by the publications in peer-reviewed conference proceedings and journals listed in section 1.7, are as follows.

C1 - Design of an qualitative framework to assess the impact of incentive mechanisms on the quality of received services, allowing classification of those services.
Without any incentive mechanism, and with basic assumptions, it is easy to show that if service providers behave rationally, their services quickly collapse. To avoid this outcome, many incentive mechanisms have been proposed. Each service necessary for an application, however, may be sensitive to a different incentive mechanism (for example, by belonging to different virtual organizations). A qualitative incentive reference framework is proposed to compare the impact of various incentive mechanism implementations on the received service.

C2 - Formalization of the concept of redundancy based on the finite-state machine notation, and an algorithm to obtain this redundancy from any pair of services.

The premise of services in the context of Service-Oriented Architectures is that they may be used in contexts not foreseen by the designers or creators of those services. It is likely therefore that some of the functionality will be duplicated between some services, or that some part of a service will be redundant with respect to another service.

C3 - An algorithm to express one service in terms of another using redundancy between the two services, based on the finite-state machine notation.

The algorithm works by decomposing the target service into three submachines such that the entire functionality of the original target machine can be recreated through application of the composition operation to the submachines. One of the submachines is a modified candidate machine while the remaining submachines represent the locally implemented functionality and control.

C4 - Design of service-based collaborative authoring application.

The basic requirements of the application are highlighted and fulfilled by utilizing certain services accessed through standard HTTP, Jabber and JXTA set of protocols, and off-the-shelf techniques. By measuring the performance of the application in a heterogeneous environment and by providing details of an alternate service fulfilling the application’s requirement, it is shown that service-based collaborative applications can be quickly designed and deployed.

1.6 Thesis Organization

This thesis is composed of the following seven chapters; Chapter 1 provides the INTRODUCTION, comprised of the background material, motivation, problem and model description, problem formulation and contributions of this thesis;
Chapter 2 presents the state of the art in dealing with the effects of rational behavior, which comprise trust and reputation networks, and methods based on game theory and mechanism design. These are presented and discussed in a broader survey of available strategies, tools and available techniques to analyze and mitigate effects of rational behavior. As mentioned in section 1.4, possible ways to improve robustness include optimizing service composition methods, hence, the State-of-the-Art and Related Work chapter also includes discussions on service composition. The proposed solution is illustrated in the context of a collaborative application, and thus a brief survey of issues in collaborative environments is presented as well.

Chapter 3, Design of a Service-based Collaborative Application, presents a working implementation of a collaborative application assembled from services. The key concept is that the application may be built from different services, depending on their availability and reliability, while preserving its functional requirements.

In the context of this thesis, the probability of failure of a service might be influenced by implementation of incentive mechanisms. Chapter 4 describes a qualitative Incentives Reference Framework, which presents elements common to all incentive mechanisms, and choices available for their design. This framework provides a systematic way of thinking about the impact of incentive mechanisms on the quality of received services, and thus can be used in the classification of services.

The exact description of services, the concept of redundancy of one service with respect to another, and the algorithms used to express one service in terms of other services are presented in Chapter 5, Leveraging Inter-service Redundancy.

Chapter 6, Method Evaluation, presents an example of the usage of the method presented in this thesis. Based on the application of chapter 3, all required services are expressed as finite-state machines, and assuming that one service is classified as a target machine, it is expressed in terms of candidate services. Time and state complexity analysis of the method is also presented.

Chapter 7, Conclusions, summarizes this thesis and its findings, open questions and outlines future work, both from theoretical and practical point of view.

Appendix A provides the background to the Finite-State Machines formalism. Finite-state machines are used to describe services, and certain operations are performed on services thus represented in order to express one service in terms of another.
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Chapter 2

State-of-the-Art and Related Work

Chapter 1 identifies rational behavior as having an impact on robustness of service-based applications. A prospective service consumer needs to reflect this impact in both its functional and non-functional requirements, unless steps are taken to provide some system-wide solution.

The state of the art in dealing with the effects of rational behavior comprise trust and reputation networks, and methods based on game theory and mechanism design. These are presented and discussed in a broader survey of available strategies, tools and available techniques to analyze and mitigate effects of rational behavior.

The proposed solution is related to automatic service composition, an active research topic. It presents a method of service description and composition, but the number of composed services and the success criteria differ from those in more traditional composition techniques, reflecting the different goal that is sought. An overview of service composition methods is presented.

Finally, the concept of service-based applications is applied to collaborative applications. An active field of research investigates interaction and collaboration between people as afforded by the growth and prevalence of computers and networks. This research, termed collaborative environments (CE), draws from many different disciplines including multimedia, distributed systems and networking. CE encompass a variety of applications, each with its own set of requirements. Many of those requirements address issues in scalability, efficient communication, quality of service, synchronization and security. The following presents a brief survey on state-of-the-art of the research in the field of collaborative environments as applicable to those issues.
2.1 State-of-the-Art: Handling Rational Behavior

Service-based applications can broadly be characterized as dynamic networks of globally distributed, heterogeneous and autonomous entities that interact and cooperate through sharing resources and goals. Shared resources can be fundamental building blocks of Internet computing such as storage space and bandwidth [146], or in context of Service-Oriented Architectures (SOA), more abstract concepts such as services [111]. Shared goals, such as handling unpredictable computing storage space needs or access to applications, put requirements and constraints on systems supporting those virtual organizations. Many implementations however, assume that the goals are perfectly aligned for each participant, or in other words, that the understanding of what constitutes a “goal” for one entity is exactly the same for all other entities and that all have the same preference as to the outcome of the cooperation. Misalignment of participants’ goals could result in unpredictable results, or at its worst, unacceptable situations for participants.

As described in Chapter 1, this misalignment of goals is induced by participants’ “autonomy” (which allows us to model the behavior as rational) and has an impact on the robustness of service-based applications.

Autonomy does not imply that service providers will behave rationally; however it certainly allows them to be self-interested, in the sense that they will choose a course of action that leads to their preferred outcome. If, for example, a service provider wants to have its resources used but at the lowest cost to itself, it can consistently advertise its service with the highest performance characteristics (assuming users seek highest performance) while always offering an equivalent service that minimizes its own cost (bait-and-switch). A participant in a service-based application does not have direct control over this behavior, but may have some influence through some kind of incentive mechanism.

Robustness is often an intuitive predicate. Airplanes are thought of as robust (in the sense of not falling from the sky), otherwise there would be no passengers on board. Similarly, software is expected to be very robust when put in place in a nuclear power generating station, and less so when used in a family photo album. This expectation is influenced by the consequence and likelihood of failure and in practice this translates into corresponding amounts of resources, and hence money, dedicated to prevent that failure.

The motivation, thus, for this brief survey stems from our research into robustness of applications that depend on services provided by autonomous entities. Following the
realization that the behavior of participants plays an important role, we endeavor to map out possible strategies and techniques available to handle participants’ rational behavior in service-based applications.

In the next section, we review strategies available to service-based applications’ designers, wishing to take into account participants’ behavior. If the selected strategy calls for leveraging participants’ (rational) behavior, then the techniques presented in Section 2.1.2 can be deployed. Those techniques broadly fall into two classes, the genuine and artificial incentives; formal tools applicable to incentives in general and an example of artificial incentives, trust and reputation networks, are discussed in Sections 2.1.3 and 2.1.4 respectively. Finally, we present our conclusions in Section 2.1.5.

2.1.1 Strategies

As outlined in the introduction, the pursuit of self-interest by providers may impact the benefits derived from participating in a service-based application. If the ultimate goal is to be able to balance the application’s desired robustness with an acceptable cost, then as a first step, an application specific analysis should be made of the impact of rationality on the benefits to participants. A second step would be to define the trade-off between a solution mitigating this impact and the cost of any implementation. In our research for example, we wish to achieve a certain level of application’s robustness at an acceptable computational cost to participants, which naturally led us to consider the possible responses available to deal with rational behavior. The following strategies are based on the suggestions outlined in [134] and are summarized in Figure 2.1.

Ignore it

This do nothing alternative may be applicable where the cost of handling rationality outweighs potential benefits. Napster and Gnutella, the original file sharing applications, are practical examples of systems ignoring rational behavior while providing tangible benefits to users. Despite their documented shortcomings with respect to this behavior [7, 124], they were instead laid low by an extraneous force and technical progress respectively.

Eliminate it

This, in essence, entails encapsulating the responsibility for negotiating and enforcing that services are reliable to an outside system, through an out-of-band mechanism or partial centralization of some aspects [105]. The former can apply to a group of friends
or institutions entering into monitored service-level agreements (SLA [79, 27]), and is illustrated by the bounded-price mechanism proposed in [16]. This mechanism is deployed in environments with self-interested participants, and is based on contracts negotiated off-line with deviations assumed to be punished by monetary penalties. The second approach may rely on an omniscient and trusted third-party to identify participants and enforce contracts between them as proposed in [58]. This solution ties received services to a promise of participating in the cost of providing other services. The promise is codified in a contract and enforced by an entity that attempts to maximize the collective benefit received by all participants.

Hide it

The possibility of a service provider modifying its behavior is greatly reduced if trusted software and/or hardware is employed within the virtual organization. For example, [93] addresses the issue of behavior conformity - or the expectation that participants should behave in line with the organization’s rules - in grid computing. Noting that conforming behavior can help increase overall security, authors propose using trusted computing technology from Trusted Computing Group (TCG) [143].

Avoid it

Identify and ignore participants deemed to pursue a goal markedly different from that of the rest of the community. As observed in [134], since failure handling techniques in traditional distributed systems differentiate between correct and faulty behavior, it could provide a basis for a mechanism to avoid rational behavior. Another approach, the focus of this thesis, is to allow an application to reuse some services in order to bypass a service deemed unreliable.

Use it

Specifically incorporate and leverage the behavior of service providers into the design of the application. The family of techniques that fall under this strategy, differentiate between the types of service providers’ behavior. These can be classified [134] as obedient if they always follow the mandated protocol or specification irrespective of other considerations; faulty if they stop working or act arbitrarily; rational if their behavior is driven by attempts to optimize some function based on its knowledge and understanding of the context; and finally, irrational if they attempt to optimize some function that is
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not explicitly modeled in the description of the system. A brief overview of available techniques is presented in the next section.

![Diagram showing Handling Rationality strategies and techniques](image)

**Figure 2.1: Handling rationality: possible strategies and techniques**

### 2.1.2 Leveraging Providers’ Behavior

Rational and irrational service providers are said to follow some strategy. The goal, therefore, of leveraging providers’ behavior is to “build a mechanism that enables strategizing nodes to act rationally, and incentivize rational nodes to behave well” [134]. Formal tools to analyze and synthesize incentive mechanisms are briefly presented in Section 2.1.3.

With respect to a behavior that seeks to maximize the usage of system’s shared resources (bandwidth in file sharing, for example), [105] provides a taxonomy of “rational attacks”, and provides a finer-grained analysis of potential solutions by distinguishing between genuine incentives which are “characterized by directly incentivizing cooperation” and artificial incentives which “incentivize evidence of cooperation” [105].

Reciprocal mechanisms, where the interaction is repetitive and participants do not exactly know when it will end, are an example of genuine incentives. Generally, situations where parties to a contract exchange their obligations in small increments, reduce the possibility of participants not keeping their side of the bargain. In the context of the download of a file, an example of a working reciprocal mechanism is the BitTorrent [13]
protocol, even though available implementations of this protocol may not necessarily be faithful to its desired specification [133]. Other examples include systems based on tokens [66] or micro-payments [60]. Artificial incentives are arguably weaker than genuine incentives but correspondingly easier to implement and the following four methods are highlighted.

Eliminate instantaneous service maturation

If a service matures instantaneously, i.e., is consumed before any reciprocity is received, then the consumer of such a service can easily take advantage of the producer. Participants' behavior can be influenced by requiring them to leave a security deposit [147] or to pay their dues [114] before they can become service consumers.

Limit the number of entities

If nodes are capable of remembering the outcome of the interaction with other participants, and the interaction is repetitive - a situation which can be modeled as Iterated Prisoner's Dilemma (IPD [15]) - then [73] argues that assuming all nodes behave rationally, the best available strategy is retaliatory and encourages cooperation.

Protect the audit infrastructure

The evidence of cooperation must be protected if participants are to use it to make their decisions. This may be based for example on verification protocols [35] or securing shared history [52].

Deploy trust and reputation networks

Whenever a consumer needs to make a selection between comparable services, the decision often hinges on the belief in the accuracy and truthfulness of the claimed quantitative (or qualitative) criteria. This belief can be strengthened by repetitive satisfactory interaction with the provider or based on a record of interaction evaluation made by other entities. In settings with large population of services or entities, it may be difficult or impossible to form an opinion about each member of the population, and thus using others' opinions to guide one's decision quickly becomes an appealing solution. This extensive topic is briefly presented in Section 2.1.4.
2.1.3 Analysis and Synthesis Tools

Interaction between rational participants and impact of deployed incentive schemes are usually analyzed using game theory. On the other hand, synthesis of incentives is usually accomplished through mechanism design (MD). In the following, we briefly present salient points of these two tools using an illustrative example of children dividing chocolate bars amongst themselves.

**Game Theory**

A "game" is played by "players" using "strategies" that lead to "outcomes" which give each player some "payoff". Each player has a preference for some outcome (higher payoff) which may be given as a utility function $u$ which maps outcomes to payoffs, $u : O \rightarrow P$. Players are rational in the sense that they will strive to maximize the utility function in every situation, i.e., obtain the highest payoff. Players will attempt to achieve that goal by playing a strategy, or taking actions, in response to every possible strategy other players might use. Outcomes are of course the result of this strategic interaction, and might not necessarily be what the players intended or desired.

Incentive mechanisms act by changing the payoff in certain outcomes, which hopefully changes which strategies a player will choose. In this light, some taxes or income deductions legislated by governments might be viewed as incentives to spend, save or invest.

Given the "rules" of the game, which may be diverse, game theory allows to analyze or predict results of the interaction. For example specifying how many children and chocolate bars there are, if the interaction recurs regularly and if it is always the same children that interact, and assuming that the utility increases with increasing amount of the chocolate bar, one possible result is that rationality will drive a child to hoard all the chocolate.

A set of strategies that lead to the highest payoff for each player may be viewed as a solution to that particular game, or an "equilibrium" upon which the game converges. A Nash equilibrium for example, is the set of strategies where no player can improve its payoff by changing its strategy given other players' strategies. A dominant-strategy equilibrium occurs when all participants have one strategy that is superior to all other available strategies, regardless of what other participants do.

Finite zero-sum games where perfect information - full knowledge of available strategies, payoffs and player preferences to outcomes - are relatively easy to analyze. However,
in most non-zero-sum games there are multiple Nash equilibria and not all information may be known by all players which increases the complexity of the analysis. For these and other reasons, some "are happy to recognize that game theory isn't useful for every decision problem, or even every strategic decision problem, that comes along" [122].

Mechanism Design

Mechanism design deals with the design of the rules of the game such that when rational participants with private information (which influences their choice of strategies) interact using those rules, their best choice of strategies lead to an outcome intended by the designer. For instance, if the goal is to have a chocolate bar divided equally between two children, then it can always be achieved when the rules specify that one child cuts the bar and the other subsequently chooses which piece to take.\(^1\)

More formally, a mechanism is defined as a tuple of all strategies \(\Sigma\) available to all participants \(n\) and an outcome function \(f : \Sigma_1 \times \Sigma_2 \times \ldots \times \Sigma_n \to \mathcal{O}\). The mechanism will be designed for a particular outcome \(o \in \mathcal{O}\) if \(f(s^*) = o\) where \(s^* = (s_1, \ldots, s_n)\) is an equilibrium solution to the game.

Outcomes can of course be varied, from maximizing sale price in an auction to efficiently allocating load-balancing or routing resources for example. What can be said about this outcome? Of particular interest to designers wishing to optimize utility gained by a group is Pareto efficiency. This predicate indicates if a player can change its strategy for a higher payoff without another player receiving lower payoff, or, in other words, that an alternative outcome exists that is preferred by at least one player while others are indifferent. Mechanisms themselves will have certain (desirable) properties, and for example, mechanisms are Pareto optimal if they implement Pareto efficient outcomes and strategy-proof if players’ dominant strategy leads them to the desired outcome.

The situation where strategies followed by players do not naturally lead them to the desired outcome, are handled by a transfer function consisting of some kind of "subsidies" and "taxes" (incentive-compatible mechanism) which make it worthwhile for the player to choose strategies that lead to desired outcomes.

Two main issues underpin any successful implementation of a mechanism. The first, all players must at least obtain as much utility from participating as from not participating in a mechanism (all rational participants would abstain otherwise), and secondly, from a computational perspective, both the output and transfer function must be computed.

---

\(^1\)Those actions can be seen as an example of commitment in game theory.
in polynomial time. Algorithmic mechanism design (AMD) and distributed algorithmic mechanism design (DAMD) treat the cases of function computation in a centralized and distributed manner respectively [51].

2.1.4 Trust and Reputation Networks

If a large number of participants make an evaluation, and this evaluation is a basis for future decisions, then we have solid foundations for designing and deploying artificial incentives. This approach however presents numerous challenges in practice, and for illustration purposes we highlight three of these [72, 139, 117]. First, the record must be found in a possible distributed environment, second, the precise evaluation methodology must be understood (collaborative filtering or recommender systems are possible otherwise [141]), and finally, a decision must be made as to how believable the evaluator is. Those challenges are usually addressed simultaneously, as illustrated by the following three examples.

Locating trustworthy services is discussed in [156]. A node starts by locally evaluating (or ranking) the quality of the services or referrals of other nodes it knows about which is then used as a basis for neighbor selection policies. Since locating a specific service (or a service with specific characteristics) can be modeled by a search on a graph, the authors discuss the suitability and performance of various graph topologies, referral and neighbor selection policies.

In the context of P2P file sharing networks, [75] presents an algorithm to aggregate local trust values (number of satisfactory transaction less number of unsatisfactory transactions) into a global reputation value. This is achieved through weighing other participants’ reported local trust values by the local trust a node has in that participant. Authors report that this value is obtained relatively fast, which reduces the amount of required overhead traffic.

Noting that trust and reputation are context dependent, multi-faceted and dynamic, [150] proposes a Bayesian model for representing the trust in services or recommendations of a specific participant. Authors note that this solution is applicable in cases where there is repetitive interaction between participants, either in small networks or large networks that exhibit small-world characteristics.

The above methods are furthermore sensitive to security issues, from protecting the reputation data [43] and anonymity to identity [45, 55, 89].
2.1.5 Discussion

With the current trend of using services or resources that do not directly fall under the control of one authority, an entity may need to make adjustments to its requirements to account for rational behavior. Designers of service-based applications are perfectly placed to decide how important this issue is to their applications, and what is the best solution given their goals.

To help in these decisions, we have presented a brief survey of possible strategies, from ignoring rational behavior to leveraging it, techniques such as trust and reputation networks to mitigate its impact, and formal tools of game theory and mechanism design to respectively assess the outcome of an interaction, and define the rules of an interaction in order to attain an outcome desired by the applications' designers.

2.2 Service Composition

Composing services in order to create other services presumes that the available services provide some kind of description of themselves. There are numerous ways to achieve that, from specifying the behavior of a service to describing the interface (input and output) along with, potentially, the context, preconditions and postconditions.

Automatic service composition methods additionally assume that the service description is represented not only in a machine-readable way, but also in a formal form amenable to algorithmic procedures, either directly or through some kind of (algorithmic) translation.

Obviously, the best solution to the automatic composition problem would allow, at the same time, rich expressive semantics (to express functional, non-functional requirements and constraints), a formal expression of correctness and completeness, and of course, scalability of the composition method as the number of available services grows.

As automatic service composition area is currently of great interest in both academic and industry circles, numerous articles present in more detail the issues and techniques in service composition. Interested readers are referred to e.g. [12, 140] for a more in-depth analysis. Based on [96], a a brief summary of methods is presented in Section 2.2.1, and two specific examples of methods verifying the existence of a composition are discussed in Sections 2.2.2 and 2.2.3.
2.2.1 Automatic Service Composition

Analyzing automatic service composition from the point of view of four key issues, connectivity (a service may be found and interacted with), non-functional quality of service (QoS) properties, correctness (verification that the composition matches the requirements) and scalability, the authors review the following approaches for service composition:

- **Business Process Execution Language (BPEL)**, which enables “users to describe business process activities as Web services and define how they can be connected to accomplish specific tasks” [106]

- **OWL-S** which aims to “facilitate the automation of Web service tasks including automated Web service discovery, execution, inter-operation, composition and execution monitoring” [33]

- **Methods based on algebraic process composition** [65, 53]

- **Methods based on Petri nets** [64, 145]

- **Methods based on Artificial Intelligence (AI) Planning**, where the service composition problem can be expressed as a planning problem [116]. This is formally represented as a five-tuple \((S, S_0, G, A, \Gamma)\) where \(S\) is the set of all possible states, \(S_0 \subset S\) is the initial state, \(G \subset S\) is the goal state of the planning system, \(A\) is the set of available state transition actions which are related to the states by \(\Gamma \subseteq S \times A \times S\). With respect to the service composition problem, \(S_0\) and \(G\) are specified by the user and \(A\) is a set of available services

2.2.2 Example of a Method based on Theorem Proving

An example of theorem proving approach is the method presented in [115] which uses web services standard languages for external representation of atomic or composite web services, and translates them into an internal representation consisting of Linear Logic (LL) axioms and a statement of provability corresponding to the requirements on the composite service. Theorem proving is then applied to determine if the requested service can be composed. If a proof of the theorem exists, then a process model is derived from the proof, represented by a process calculus based on \(\pi\)-calculus. Finally, the construction of a flow model is obtained by translating the process calculus to OWL-S or BPEL.
The internal representation allows to express functional as well as non-functional attributes, and guarantees the correctness and completeness of service composition process. The type of logic suggested by the authors (MILL or multiplicative intuitionistic additive fragment of LL) is PSPACE-complete in certain instances. According to authors, the performance is comparable to other AI planning languages.

2.2.3 Example of a Method based on Finite State Machines

An example of automatic composition of services specified as finite-state machines is presented in [20]. A client expresses its requirements (referred to as target service) through an external schema which is modeled as a deterministic finite-state automaton \( M_{\text{ext}} = (\Sigma, Q, q_0, \delta_{\text{ext}}, F) \) where \( \Sigma \) represents the possible actions; state transitions are given by \( \delta_{\text{ext}} : Q \times \Sigma \rightarrow Q \); termination of a service is denoted by \( F \) where \( F \subseteq Q \).

The specification meeting the client requirements is expressed as an internal schema, which is basically the external schema enhanced with the information on which service instances in the community execute each given action. Given a community \( C = \{ c_1 \cdots c_n \} \), the internal schema is a finite-state transducer \( M_{\text{int}} = (\Sigma, \Gamma, Q, q_0, \delta_{\text{int}}, \omega_{\text{int}}, F) \) where \( \Gamma \) is the output alphabet \( \{ 1 \cdots n \} \) corresponding to a specific \( c_{\in \Gamma} \in C \) and \( \omega_{\text{int}} = Q \times \Sigma \rightarrow \mathcal{P}(\Gamma) \) returning a set of identifiers of services that execute a specific action.

A composition of an external schema \( M_{\text{ext}} \) with respect to the community \( C \) is defined as an internal schema \( M_{\text{int}} \) which satisfies the following conditions: \( \omega_{\text{int}}(\sigma, q) \neq \emptyset \) (otherwise some actions cannot be performed by any member of the community); \( M_{\text{int}} \) satisfies some conformity to \( M_{\text{ext}} \) criterion; \( M_{\text{int}} \) satisfies some coherence with \( C \) criterion.

A Deterministic Propositional Dynamic Logic (DPDL) formula, polynomially related to the size of the automata in \( C \), is shown to be satisfiable if and only if there exists a suitable composition \( M_{\text{int}} \). Based on the decidability properties of the satisfiability of a DPDL formula, the decidability of the existence of a composition can therefore be obtained in EXPTIME.

2.2.4 Discussion

Service composition addresses the issue of creating a service from other services. As such, it can solve different problems, from integration, reuse and simplification of complex systems. There are various ways to describe a service and approach the problem of finding an acceptable composition, from manual to automatic. As noted in [96], most commercial methods emphasize the descriptive power of method to express functional and
non-functional requirements, while most academic methods concentrate on algorithmic composition with its attendant scalability problems. Most available academic methods also strive to be general, and thus, proving the existence or non-existence of a composition (a goal service obtained from component services) is paramount. In contrast, the proposed method is designed to compose services in order to minimize redundancy between services, and thus does not need to make any claims about the existence of a composition.

2.3 Introduction to Collaborative Applications

Collaborative environments can be classified according to three features, synchrony, locality and scale [126]. Synchrony defines the support of real-time interactions. Email is an example of an asynchronous application while Voice-over-IP is an example of synchronous interaction. Scale defines how well the system handles growing numbers of users, and locality defines where the deployment occurs; dedicated networks or over the Internet.

Application domains for collaborative environments include medicine, science, education, art, and distributed simulations. Collaborative environments are the result of interaction of various disciplines: multimedia, networking and distributed systems, and share many interesting issues such as scalability, interactivity and security.

With increasing number of users, issues in scalability of the system and its efficiency in supporting communication between participants need to be addressed. Benefits and trade-offs of multicasting, as well as congestion control and reliable multicast transport are discussed in section 2.3.1.

Whenever shared objects are modified, participants eventually need to be notified of that fact. Communication delays and lost messages among other issues affect the level of interactivity afforded by collaborative environments and is discussed in section 2.3.2.

Finally, collaborative environments can be used to share corporate or otherwise sensitive data, and hence some security level might be required, which is discussed in section 2.3.3.

2.3.1 Multicasting

Multicasting provides efficient communication within a group, specifically when concurrently sending the same data to multiple recipients. Efficiency is defined as better band-
width utilization and lower router processing load. Multicasting can be implemented on UDP or by developing new multicast oriented transport protocols. A classification of multicast protocols can be found in [107] and the following presents only salient points.

Reliable Multicast

Reliability in the context of this document means that all receivers eventually obtain all packets generated by the sender. In real-time video or audio applications, reliability is often traded for timely delivery. Classification of reliable multicast protocols can be found in [88]. The following presents a brief overview.

- **Sender-initiated protocols.** This class of protocols tracks the membership of the group and retransmits packets that were lost or corrupted. Retransmission occurs when the sender does not obtain an explicit acknowledgment within a certain period of time from the receiver. Without optimizations or other changes, this mechanism does not scale well due to the amount of processing required on the sender-side to manage all the acknowledgments.

- **Receiver-initiated protocols.** This class of protocols places the responsibility on the receivers to notify the sender of lost or corrupted packets. Receivers do this by sending a negative acknowledgment to the sender. Since variable delays can occur on the network, the sender has to keep copies of all previously sent packets.

- **Hierarchical protocols.** This class of protocols assumes that the receivers are organized in a hierarchy where the root of each hierarchy is responsible for retransmission of lost or corrupted packets. This class of protocols does not require the sender to know the entire group, and provides better end-to-end delays. It does however require some receivers to agree to act as root node.

- **Ring protocols.** This class of protocols requires a single token site responsible for sending acknowledgments to the sender and receiving negative acknowledgments from other receivers. This mechanism was originally developed to provide total ordering and guarantee atomicity.

- **Multiple multicast groups.** This class of protocols uses multiple multicast groups to send the original data and retransmissions. Depending on other requirements, the exact or approximate number of multicast groups can be calculated. These
protocols suffer from high overhead in processing join and leave operations of receivers.

- FEC-based protocols. This class of protocols, the sender transmits redundant data that allows receivers to reconstruct missing data. This mechanism lowers the impact of lost packets in real-time transmission.

Flow and Congestion Control

The impact of reliable multicast traffic on competing TCP traffic on the Internet in times of congestion is critical. Best-effort traffic responds to congestion on a link indicated by packet drops by reducing the load presented to the network. Reliable multicast (assuming it is not TCP-based) needs to implement flow and congestion control mechanisms in order to compete fairly with best-effort traffic. Classification of protocols can be found in [153]. The following presents a brief overview.

- Window based. Similar to TCP congestion control mechanism, this class of protocols uses a congestion window to regulate the amount of traffic presented to the network.

- Rate based. This class of protocols uses feedback mechanisms to indicate network congestion. Additive Increase, Multiplicative Decrease (AIMD) or model-based schemes can be used to control the amount of traffic presented to the network.

- Single/Multi Rate. In single-rate, the protocol sends data to all receivers at the same rate. In multi-rate, receivers join or leave multicast groups depending on congestion levels between sender and receiver. In video transmissions, joining more multicast groups can enhance the quality of the video, while for bulk transfer it can reduce transmission time. Congestion control is performed indirectly by group management and routing protocols of Network layer.

- End-to-End or Router-supported. This class of protocols differentiates itself based on additional information provided by network infrastructure.

Ordering

Order specifies the sequence of delivery of packets to an application. Ordering requirements can be causal or total. Causal ordering ensures that messages follow a specific
logical flow. An efficient method is the vector time-stamp as described in [125]. Total ordering requires that all receivers obtain all packets in the same order, and is necessary in some applications using distributed databases.

**Application-Level Protocols**

Real-Time Transport protocol (RTP) is currently used by the majority of tools for streaming audio and video over the Internet. RTP provides a flexible framework that is easily adapted to various applications’ requirements. Interactive applications, where interactivity is defined as the ability to change the state of an application by supplying external events (such as user actions in a whiteboard application or networked games), follow a different media model than the one RTP was developed for. A new application-level protocol (RTP/I), specifically developed with interactive media in mind is presented in [95].

### 2.3.2 Consistency of Shared Data

Collaborative environments often use, create or access shared data, potentially resulting in global inconsistency if proper concurrency control mechanisms are not implemented. Propagating updates within a finite period of time, Collaborative Environments have to deal with two incompatible requirements [137]:

- High responsiveness. Perception of quality depends on the timeliness of response of the system to other users’ actions.

- High concurrency. Concurrent actions of users do not result in a globally inconsistent state, even in the presence of conflicts.

Notification determines when, what, and how updates generated by one user are propagated and made available to other users [132]. If the information is replicated, all changes must eventually be propagated to every node [127]. Propagation mechanisms are generally separated from propagation policies. A propagation policy determines when updates should be propagated and depends on specific requirements of the application.

Conflicts will arise in replicated systems, and a mechanism to resolve them has to be considered. Conflict resolution can be automatic, manual or can be based on data or application semantics. Two approaches for dealing with data consistency in collaborative environments are available, the process group model and the transaction model. A third approach, based on *floor control* techniques is not discussed.
The process group model presents the distributed system as a collection of users that communicate by sending multicast messages. Techniques for ordering concurrent messages as well as ensuring atomicity of message delivery in the presence of delays and link failures, and changes to group membership need to be addressed. Some of the context has already been provided in the multicasting section of this document. Token based algorithms such as token Ring Protocol or Reliable Multicast Protocol are described in [36] and [152]. The token site orders the messages and broadcasts acknowledgments that are used by the destination sites to deliver messages in designated orders. Process group model offers different levels of consistency in terms of event ordering. Weaker orderings provide better performance, but at the same time, may increase the burden on the application designer to ensure correct executions.

The transaction model is characterized by operations being grouped into transactional units, with techniques available for ordering concurrent transactions and ensuring their atomicity. Transaction processing systems are widely deployed in concurrent and fault-tolerant access to persistent data. In groupware editing of a document, a sequence of changes made to a portion of the document by one user would need to be protected from other users' actions in order to reflect the desired changes correctly. If a transaction service is available within a collaborative environment, the transaction model offers simplicity in terms of application design. Some of the drawbacks to be considered are computational overhead and restrictive concurrency control [102].

As can be expected, neither traditional transaction processing, nor traditional distributed computing techniques, can satisfy all applications requirements. Some applications are better suited to transactions - if high concurrency control is needed - while group multicast better coordinates others - when real-time response is the primary design goal.

### 2.3.3 Security

Security issues in collaborative environments include authentication, authorization, data confidentiality and integrity and possibly non-repudiation. Additionally, flexibility and scalability characteristics of any solution have to be addressed. The following discussion presents some of the issues and existing solutions [9].

Authentication implies that both receiver and sender can establish each other's identity. In certain cases, only authentication of the sender might be required. Authentication can be ensured through public key infrastructure where issues of concern are
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management, generation, distribution and destruction of private keys. Other mechanisms (Message Authentication Codes for example) are discussed in [34].

Authorization implies that a given user (previously authenticated or not) has the permission to perform certain operations on certain resources. To simplify security administration, a set of roles are created and users are assigned certain roles. Roles, and not users, are granted privileges within the system. A way of dealing with consistency checking of constraints is presented in [23], while issues in dynamic addition of users to a collaborative environment, is presented in [10].

Data confidentiality implies that only authorized users will have access to (possibly) encrypted data. Encrypting data and sharing the associated cryptographic key can ensure confidentiality. Within group communication context, a trusted group server distributes a group key to all members of the group. This group server periodically issues new keys, as well as when members join or leave the group. While negotiating new keys when a new member joins the group is straightforward, changing the key after a member leaves the group is computationally proportional to the group size and frequency of leave operations [154].

Data integrity implies that the received data has not been modified during transport. Integrity can be ensured on a per-packet, per-block or per-flow basis by including hash or digest information signed by a private key. Ensuring integrity of data flows (streaming), adds complexity since signing individual packets can be inefficient, while the potential of an infinite stream prevents validation at the end of transmission. In [57], a method for digitally signing streams is presented. This method relies on information present in previous packet to validate a current packet, and hence implies the need for reliable transport. Another technique does not assume the reliability of the underlying transport and is presented in [155].

2.3.4 Summary

This section presented a brief survey of research in the area of scalability, interactivity, resource management and security. Proper understanding of these issues is the basis for research and development in the area of Collaborative Environments.
Chapter 3

Design of a Service-based Collaborative Application

Developing a collaborative authoring application presents numerous challenges, one of them being that users’ requirements may change faster than the development and distribution cycle of any application designed to meet their needs. Inspired by service-oriented architectures (SOA), the following investigates the possibility of empowering users to quickly assemble their own application from a set of standard services.

This chapter is structured as follows: section 3.1 introduces the concept of service-based applications in general and collaborative application in particular; sections 3.2 and 3.3 provide implementation details and experimental result for the collaboration and bulk transfer protocols respectively; section 3.4 presents security considerations for the resulting application; section 3.5 places the application prototype in the context of related research and discusses an alternative approach; finally, section 3.6 concludes.

3.1 Service-based Collaborative Applications

This section introduces the concept of building a collaborative application from services, presents an implementation of a prototype using specific technologies and its performance evaluation.

3.1.1 Conceptual View

At its basic, a collaborative authoring application needs to offer three main functionalities to its users: allow the sharing large amounts of data (e.g. share video clips), provide
group notification (to notify other users about one’s actions) including participants’ presence information (joins, leaves and availability), and ensure document consistency (to guarantee that all users agree on the state of shared objects). Other functionalities may be required, for example to allow users to continue their work off-line and to synchronize with others at a later time. The problem is thus to define services that will offer the application’s required functionalities either directly, in combination with other services, or indirectly through some kind of adaptation on the application level.

**Data Transfer.** This functionality is necessary if one participant wishes to share its files with other participants, and the basic issue is how to transfer data from one user to a group of users. Many solutions are available, from centralized to distributed, and a service may implement any of these. A simple solution consists of a server that accepts uploads of files and allows download of those files on request. By using such a service, individual participants will not have to bear the cost of uploading potentially large amounts of data to a group of users.

**Group Notification.** If a collaborative effort of a group is synchronous (i.e. takes place at the same time), members of a group need to be aware of each other’s actions. This is very similar to the data transfer functionality, except that the exchange is much more frequent and the size of transferred data is much smaller. A simple solution consists of a server that accepts an event notification from a user, and makes it available through a push or pull mechanism to other members of the group.

In synchronous collaboration it is necessary to establish and maintain the membership of a group. At a minimum, the information about users leaving (including failures) or joining the group needs to be distributed to all current members. This concept can also be extended to notify the group about specific interest of a particular member.

**Data Consistency.** Whenever users can modify objects, the application must offer a functionality that ensures that eventually all agree on the state of the object. In this particular case, we have two options. The first is to design a service that either allows only one user at a time to make a change or a service that reconciles what each user thinks the state of a shared object is. The second, is to use the two previous services, group notification and presence information, to distribute the agreement on consistency over all the users.

The conceptual view of our aggregation framework is shown in Figure 3.1, where *Service State Support* provides a facility to keep track of the interaction with some services, and *Service Interaction Interface* enables the interaction with a given service. There may be numerous comparable services to choose from, depending on users’ preferences.
or requirements.

![Diagram of a service-based collaborative application](image)

**Figure 3.1**: Conceptual view of services-based collaborative application

### 3.1.2 Design View

The problem is now reduced to selecting technologies that fulfill these three main requirements while being consistent with SOA philosophy.

A Jabber server provides various functionalities accessed through the Jabber set of protocols, and we are interested in three of them. The first, is an ability to deliver short XML-based messages to any other connected client. Second, Jabber servers may provide chat rooms supporting multiple participants where any message issued to the chat room will be forwarded to all participants that joined it. Finally, since each client needs to establish a connection with a Jabber server, this presence information may be made available (depending on security and privacy policies in effect) to other clients. We are not using certain functionalities such as chat room playback and potential server-side components as they are defined and controlled by the Jabber server administrator and may not be standardized.

We also use the JXTA set of peer-to-peer protocols to publish service advertisements at a Rendez-Vous (RV) peer, and to establish a direct connection between any two participants. Services are peer-based (RV acts as a broker), and we are mainly interested in the ability to exchange large amount of data between any two peers.

The group notification requirement can be met by Jabber’s ability to send messages to individual participants as well as to the whole group, but we still need to address the bulk transfer and ownership management requirements. By design, Jabber servers do not handle transfers of large amount of data between any two peers in order to provide efficient and fair routing for all users, hence, we have implemented a HTTP-based transfer
The final requirement is met by leveraging the existing group notification service in conjunction with the presence service to implement a Jabber-based locking protocol to distribute ownership management over all participating users. This design view is illustrated in Figure 3.2.

3.1.3 Deployment View

Services must be uniquely identified on the Internet, but there is no restrictions as to where exactly they must be deployed. It is perfectly possible to have all required services for a particular application co-located on one machine, or distributed across the users of the application themselves. From the point of view of the application therefore, it can follow a client-server or a peer-to-peer pattern.

3.1.4 Motivation for Protocols Selection

Traditionally, SOA implementation relies on the Web Services (WS) family of protocols to support interface definition and binding (WSDL), message exchange (SOAP), service discovery (UDDI) and on composition techniques as presented in [47].

The interface to the bulk transfer service for example, can easily be described in WSDL and interaction regarding the particulars (identification of users, group, session
and file names) can be based on SOAP. For the raw data transfer however, SOAP over HTTP will introduce unnecessary overhead. Group notification on the other hand, can leverage WS-Notification specifications which standardize event-based interactions, but introduce a fair amount of overhead.

We have elected to use the Jabber and JXTA set of protocols instead of the WS protocols due to their relative simplicity and their closer focus on the functionality we are developing and thus must explain which features of these protocols make our approach service-based.

Jabber is a set of streaming XML protocols that enable participants to exchange structured information in close to real time. Two of those protocols in particular are the extensible messaging and presence protocol (XMPP) defining messaging, presence, and request-response services between any two network endpoints, and instant messaging and presence protocol (XMPP-IM) defining instant messaging and presence functionality. These protocols are usually implemented over TCP/IP and are specified by the Internet Engineering Task Force (IETF).

JXTA is a set of protocols that specify basic functionality required by peer-to-peer type applications, and that inherently follow the publish, find and bind paradigm. Functions such as peer discovery, peer communication and their associated management are performed by publishing and exchanging XML advertisements and messages between peers. JXTA architecture provides a standard service discovery framework, allowing 3rd party services to be offered. An example of such a service is the JXTA Content Management System (CMS) which is used to manage and transfer shared files.

To verify that the usage of Jabber protocols is consistent with the general understanding of SOA, we are relying on the definition of a web service [90] and on compliance to the Reference Model for Service-Oriented Architecture as specified by OASIS [1].

The Jabber set of protocols are deigned with instant messaging applications in mind, allowing both person-to-person and computer-to-computer conversations. As such, the basic functionalities are very simple to understand and information about their invocation is often implicit (need for a username/password pair and the specific TCP port number on the server). Other functionalities and description about their invocation however (e.g. chat rooms), are discovered through a standard, XML-based and machine readable syntax. Interaction with these functionalities uses Jabber over TCP where all the allowed input and output messages are tightly defined.

The central concept of service-oriented architectures is that needs and capabilities are brought together. We make the basic assumptions that the server is willing to
engage in service interaction and that there is a working communication path between
the producer and consumer. A consumer is aware of the existence of a server and its
specific services by consulting a list of public servers and discovering the capability of
each server by interacting with it. The effect of using services is very clearly defined and
understood, although the implementation of each Jabber server may be very different
(e.g implementations in C and Erlang). The specific functionality of chat rooms can be
located and accessed (using IP and DNS) on a server different from from the one the
client logged on to.

3.2 Document Consistency

Collaborative applications need to strike a balance between two incompatible require­
ments [137], high responsiveness and high concurrency. Perception of quality depends on
the timeliness of response of the system to other users' actions, whereas concurrent users'
actions cannot result in a globally inconsistent state, even in the presence of conflicts.
Our group notification implementation focuses on the high concurrency requirement,
and we assess the high responsiveness requirement from application usability perspec­
tive. Group notification determines when, what, and how updates generated by one user
are propagated and made available to other users [132]. The implemented notification
mechanism conforms to the process group model - the distributed system is treated as a
collection of users that communicate by sending multicast messages. Ensuring message
delivery in the presence of delays and link failures is provided by the Jabber protocol
implementation while our implementation addresses the issues of concurrent message
ordering and changes to group membership. A notification policy determines when up­
dates should be propagated, and depends on specific requirements of the application. In
our prototype, users' actions trigger an immediate update, if allowed by a locking mech­
anism. This locking mechanism is a type of floor-control technique [44], which should
prevent conflicts from arising. In the rare case a conflict does arise from an attempt to
obtain a lock, it is automatically resolved by our prototype.

The main collaborative functionalities in our application are provided by the Jabber
Collaboration Interface (JCI) component. To avoid the inclusion of authoring seman­
tics in JCI, a Document Object Model (DOM) is used to mediate between JCI and the
authoring application. The JCI component has two main functions. First, it provides
awareness of other participants' actions and contributions by representing interaction
between users in a collaborative space. This space is application-specific and is concep-
tualized by some collaborative space metaphor. Second, it ascertains that a particular placement of an object will not generate conflicts as defined by the DOM. The document object model is an XML file specifying the relation of multimedia objects to the collaborative space metaphor. For instance, an image will occupy a certain area at certain position of a specific surface on a 3D object. For temporal objects, another variable would specify the duration of this relationship. DOM is the interface between the application and the JCI component by describing where and how conflicts may occur. For testing purposes a DOM that defines sixteen areas to which images are added is used, and as the end result of the collaboration, a collage of pictures is obtained. Finally, our application-specific code implements the collaborative space metaphor (single sheet of paper with predefined areas) and provides semantics for user actions such as multimedia object creation, modification and manipulation, which allows users to add, remove and order multimedia objects. Ordering can be spatial, temporal or both, as defined by the objects' characteristics and collaboration goals.

3.2.1 Collaboration Protocol

In order to maintain a consistent document during the authoring session, any modifications made in the collaborative space by a user must be coordinated with the actions of all other users. If a lock request is accepted by all the users, a modification may take place and becomes public after an unlock message. The collaboration protocol implemented in the JCI component conducts the locking and unlocking of spatial areas as defined in the DOM. The mutual exclusion thus achieved is a variant of the algorithm specified in [118]. The collaboration protocol uses time-stamps to resolve any conflicting lock requests. For each user, the JCI component maintains a list of locks that are currently in place for all users along with a list of pending requests that this particular user has made. Requests and replies are carried by group chat and individual messages respectively. There are five types of messages that the protocol defines and accepts. These simple XML-based message types are lock request, accept, deny, lock confirm, and unlock. All messages carry information about the issuer's identification, time-stamp and area identification as specified in the DOM.

Time Synchronization

When two requests conflict, the protocol accepts the message with the earliest time-stamp. In order for the time-stamp comparison to be relevant, it is necessary that users
agree on a standard time. In order to get all the nodes to agree on time, we use a light
time synchronization protocol based on Cristian's algorithm [54]. One client node acts
as time server, or leader. The leader sends out a series of values issued from the Java call
System.nanoTime(), whenever a user joins the conference room, or every two minutes;
other nodes do not request them. Every user in the room, including the leader, takes
whichever time-stamp came through within the shortest delay out of the series, and uses
it as a reference when a time value is required.

Leader Election

In order for the nodes to obtain a reference time, a leader has to be elected. If a user
joining the conference room is the first participant, then this user is designated as the
leader. If there are other participants in the room, the newly joined user will wait for a
leader declaration message. Upon receiving this message, the latest version of the DOM
is retrieved and the collaboration continues. In the case where the leader leaves the room,
all the participants stop issuing requests, wait for any locks to be released, and elect a
new leader. A new leader is determined by selecting the user who has the highest hash
code of their unique user name. Since each user has access to a list of participants in
the room, this calculation returns the same result for all users. Once the new leader has
been selected the collaboration can continue once again.

Handling Group Changes

Group changes occur when a user joins or leaves the conference room and both events are
handled similarly. Late join arises when a user joins a conference room that supports an
on-going collaboration. This user then needs to obtain the latest DOM, which introduces
two issues, obtaining the latest version of the DOM and ensuring that the DOM does
not change while the new user is in the process of acquiring it. A file that meets both
of those requirements is the authoritative version. Similarly, when a user leaves, its
outstanding locks need to be deleted, and an authoritative version posted. Although all
users have the same DOM and could therefore provide their copy, it makes conceptual
sense to have the leader responsible for providing the authoritative version. When a user
joins an empty conference room, it becomes the leader and retrieves and loads the DOM
into memory. From then on, the leader is responsible for posting authoritative versions
of the DOM. When a user joins a conference room that is not empty, it awaits a leader
declaration message. Before the leader sends this message, it waits for all locks to be
unlocked, while all other users stop issuing new requests (replies and time-outs are still processed). When all locks are unlocked, the leader posts the DOM and issues the leader declaration message. The new user then retrieves the authoritative version of DOM from the designated web server. During the course of collaboration and in the absence of any group changes, processing an unlock message will update the version of the DOM that the user has in memory. Unlock messages hence contain all necessary and sufficient details of the modifications made to the multimedia document.

Deadlocks

In both the leader election and group changes procedures, clients might have to wait for locks to be unlocked, which presents a potential deadlock problem. If a client shuts down or its connection to the Jabber server is severed (due to a failure or by design), the server detects that the TCP connection to that client has been closed, and assumes the client has left. The server then sends a presence notification to the other participants, which allows clients to discard all pending and active requests owned by the disconnected client. If, however, a client hangs (e.g. malicious client) and stops responding while the TCP connection is still alive, requests emitted by other peers would continuously time out. To handle this case, other participants would need to agree which client failed and requires an addition to our protocol. A second case when a deadlock can occur is when a client connects to the server and receives a message saying it has joined the group, but is not yet in the group when requesting the list of participants. This is an artifact of the Jabber server implementation found out during the development of our prototype and happens very rarely. Although not implemented, this case could be handled by ensuring that the client cannot proceed if it is not present on the conference room roster.

3.2.2 Setup and Experiments

We have simulated 7 computers used, their 'users' were scripts
the update. Third, we count the proportion of non-successful requests which require the user to reconsider the change they're trying to make and possibly redo it. Finally, we obtain those metrics when the size of the group varies from three to seven collaborators.

We have implemented a script that simulates users' behavior by including the following four actions: joining a chat room and downloading the latest version of the DOM, initiating changes to the document, updating the local copy when updates are received from other users and finally, saving a backup copy of the document whenever somebody leaves the conference room. Upon launching, our test program automatically logs in and joins a collaboration room hosted on a Jabber server. After joining, the script simulates a user who adds a new image every seven to ten seconds to an area taken at random among the 16 predefined areas of the document as specified by the DOM. Once the request is accepted and the lock confirmed, a CGI PHP script uploads a random picture to a common HTTP server. The picture is picked amongst a set of three pictures, with the following sizes and likelihoods of being chosen: Picture1, 35kB in size, 50% of the time, Picture2, 75kB in size, 33% of the time and Picture3, 200kB in size, 17% of the time. Once the picture is uploaded, the state of area is changed to reflect the addition of the new object and an unlock message is sent to peers. The following setup was used: the first client (User1) located in Gatineau (Québec), was connected to the Internet via a domestic DSL connection with a downstream capacity of 3.0 Mb/s and also hosted our HTTP server. The second client (User2) was connected to the Internet via the wireless network of the University of Ottawa. A home network of three computers connected to the Internet through a residential cable connection, hosted up to four clients: two PCs connected by wire (User3, User4 and User5); and a laptop connected over an 802.11b wireless connection (User7). Finally, a fourth computer hosting one user (User6) was connected to the Internet through a broadband cable connection in Ottawa. The Jabber server is hosted on jabber.org located in IOWA, US.

Request Delays

Figure 3.3 shows the average of delays to obtain a lock, and total time to make a modification to the document, as a function of the number of users present in the collaboration room. Figure 3.4 shows the per-request total time to make changes to the DOM throughout the life of the simulation, of around twenty-five minutes. It can be observed that the time to obtain a lock and to perform an update is relatively stable up to six users, with the majority of changes taking less than five seconds. The system requires up to three seconds on average (with seven participants) to confirm that the area is not locked by
somebody else, and a few more to actually perform the change. The addition of User7 increases both the time to obtain a lock and to perform an update. We have identified three factors that might affect performance in our experiment. First, most public servers, in order to remain reliable and fair to all, use *choking* to delay or drop messages from a user who is sending heavily. Second, it is expected that our script attempts to upload, on average, around 10 kB/s worth of data, per user. This implies an average of 40 kB/s in upload for the network hosting User3, User4, User5 and User7. Taking into account that another bandwidth-consuming application was running on one of the machines (a BitTorrent client) it seems reasonable to believe that the upload bandwidth became saturated. Finally, with two of our test machines running wireless connections, it is suspected that this might cause some of the observed spikes in delays.

![Average delays to obtain a lock and make a change](image)

**Figure 3.3:** Average delays to obtain a lock and make a change

**Request Results**

The result of issued request is shown in Figure 3.5. Requests *not sent* are those that were canceled either because the area was already locked, or because the activities were paused in order to let a user join the collaboration room. *Canceled* requests are requests that were retracted when another user was logging in. *Timeout* requests are those for which
not all accept messages were received within five seconds; those were re-issued. Denied requests are those that were withdrawn because another peer attempted to lock the same area a moment before. Successful requests are those that completed successfully.

We observe a constant decline in the proportion of successful requests when more users participate. One of the reason is that our script attempts to make changes to a randomly chosen area. The probability of picking the same area increases with the increasing number of users, in fact in case of 7 users and if users made requests at the same time, around $1 - \frac{16!}{(16-7)!}/16^7 \approx 78\%$ of requests would have at least one conflict. In real life, humans might act somewhat less randomly and make lesser amounts of conflicting updates. The increased traffic due to conflicting requests may explain the increased number of time-outs as well.

### 3.3 Bulk Data Transfer

In this section we address the bulk data transfer requirement of our collaborative multimedia application with JXTA protocols. JXTA is a set of protocols that specify basic functionality required by peer-to-peer type applications. Functions such as peer discov-
ery, peer communication and their associated management are performed by publishing and exchanging XML advertisements and messages between peers. JXTA architecture provides a standard service discovery framework, allowing 3rd party services to be offered. CMS is an example of such a service.

The JXTA Content Management System (CMS) is a service used to manage and transfer shared files. Peers that wish to share a file with others generate a content advertisement. Peers that wish to download a specific content perform a search for an appropriate content advertisement and initiate the download. CMS implementation allows to download the same file from multiple sources, but requires the file to be fully downloaded before it can be offered to others (i.e. creating an advertisement for a partially-downloaded file is not supported). Although conceptually a request for the file is made, on a lower level, CMS handles requests and replies for the 64kB chunks that make up the whole file. Each request specifies the start and end of a range \((\text{chunk}_i, \text{chunk}_k)\) for \(k > i\), which is sequential from the beginning of the file. A time-out is associated with each request, triggered if a hole has been found in the list of received chunks. When this happens, a request is issued for the missing range.

Results of a simulation where 7 peers download a file using CMS is presented in Figure 3.6. The download completes when all the pieces of the original file are received.
The graph shows the number of pieces received by each peer and the number of pieces transmitted by the source as a function of time, in units of 5 seconds. Since CMS allows to share a file only if it is complete, we observe that all participants connect to the only source offering the file. The communication between peers being TCP-based, the source divides its bandwidth more or less equally among all the peers. On the other hand, if the peers did not start at the same time we could expect different results.

![Graph showing CMS file distribution performance](image)

Figure 3.6: CMS file distribution performance

We can improve this performance profile by extending CMS to be more suitable in the case where all participants start downloading at the same time, by removing the two restrictions of fully downloading a file before sharing it, and of sequentially downloading the file from the beginning. The resulting Extended CMS (eCMS) allows the peers to share individual chunks (64kB) from an arbitrary start, and in any order. This flexibility allows us to define two different ways of completing the download, as described in the subsequent sections. Compared to CMS, eCMS uses different content advertisements, provides support for new messages, and its handling of issued and received requests for pieces (chunks) differs. As soon as a peer obtains a piece of the shared file, it will issue a content advertisement that contains the piece hash (for identification purposes) as well as the hash of the whole (parent) file. This ensures that peers interested in the file can discover other peers that are currently downloading that file as well. After joining such
a swarm, peers will exchange state messages and attempt to download pieces from each other. The state message provides a way for peers to exchange information necessary to decide which pieces are available for upload. Once a peer has obtained all the pieces of the original file, it will create a content advertisement for the complete file and publish it at the RV peer. Other peers may however still make requests based on the previously discovered content advertisement for a piece. A message will be sent to the requesting peer notifying it to use the new advertisement instead. The above changes ensure that peers can share incomplete files with other peers. Each peer will keep track of the pieces it currently owns (successfully downloaded), and of the pieces it has issued a request for. Pieces that are not part of either set and are available at another peer may be included in a request for pieces. The piece selection algorithm, the format of the request and interpretation of the request are modified in the eCMS. In our implementation, pieces are selected randomly, or based on a preassigned partition. The format of the request is similar in both cases, and contains a sequence of numbers \((i, \ldots, k)\) identifying individual pieces. These in turn, are interpreted by the receiving peer as a series of requests for ranges \((\text{chunk}_i, \text{chunk}_{i+1}), \ldots, (\text{chunk}_k, \text{chunk}_{k+1})\) where \(i \neq k\). A time-out is associated with every piece, triggered if a piece has not been received within 20 seconds. That specific piece then becomes a candidate for another request.

3.3.1 Bulk Transfer Protocol

The purpose of the protocol is to allow peers to exchange information about pieces of a file, and to share them with other participants. In the next sections we describe how decisions are made about which piece to request, what messages are used to exchange information and pieces, and finally, the behavior of peers while exchanging messages.

Sharing Pieces

In the context of our multimedia authoring application, a single peer will possess a file that all other participants will want to download. Furthermore, this transfer process will be initiated roughly at the same time by all. Various approaches exist to assess the performance of such a system, including parametrization of the inter-peer behavior (peers that do not have a complete file), and simpler one, by studying the effects of changing the way the source peer (peer with the complete file) uploads pieces of the file to various peers. We describe the latter in the following discussion. We would like to maximize the availability of the pieces over all participants. This can be achieved by either peers
randomly selecting which required pieces to request, or by the source assigning equal and disjoint file partitions from which peers must request required pieces. As the download progresses, there may be multiple peers offering the same piece, and each peer must keep track of the pieces it already owns, \( O_{un}\{...\} \), and of the pieces currently requested but not downloaded yet, \( D_{ownloading}\{...\} \). Each request for pieces is made from selecting some pieces from the set of remaining pieces, \( R_{remain}\{...\} \), in order to create \( F_{all}\{f_1...f_{full}\} \). In the random case, a peer \( i \) will send a request for pieces to peer \( j \) by picking randomly up to 15 pieces from \( R_i\{...\} \cap O_j\{...\} \), where \( j \) can be another peer or the source. In the partition case, a peer \( i \) will send a request for pieces to the source by picking sequentially up to 15 pieces from \( R_i\{...\} \cap P_i\{f_n...f_m\} \), where \( P_i\{f_n...f_m\} \) is the partition assigned to peer \( i \) by \( s \). If \( R_i\{...\} \cap P_i\{f_n...f_m\} = \emptyset \) then the peer picks sequentially up to 15 pieces from \( R_i\{...\} \cap O_s\{...\} \). If the other peer is not the source, then peer \( i \) sends a request for pieces to peer \( j \) by picking sequentially up to 15 pieces from \( R_i\{...\} \cap O_j\{...\} \). Partitions of equal size are assigned by the source peer on a first-come, first-served basis, and the source has prior knowledge of the number of participating peers.

**Exchanging Messages**

There are four types of messages that participants exchange to complete the download:

*State Message.* A request for the state can be sent explicitly, or embedded in the request for pieces. Each peer will explicitly request state information from a peer it is currently communicating with whenever this state information is set to null. State information will be set to null at the initiation of the download, and whenever a request for pieces cannot be created due to lack of available pieces. This message is sent at the beginning and when selecting a suitable peer to download from. State request is also embedded (or piggybacked) in a request for pieces whenever the next request for pieces cannot be created due to lack of available pieces. This method of requesting state information is used whenever a peer is actively downloading from another peer. State request is composed of the message name, and in the case of an explicit state request, the requesting peer JXTA identification. State reply will be sent whenever a request for state is received. Each peer keeps a state bit array representing all the pieces of the file it currently can share with other peers. The maximum size of the bit array is less than 2400 bits, or 300 bytes (this is dependent on the size of the file to transfer and the size of the piece). This information, plus message name and responding peer JXTA identification form the payload of the state reply.

*Piece Message.* A request for pieces contains a numerical identification of requested
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pieces. Up to 15 pieces can be requested at a time, and the message contains the re­
questing peer JXTA identification. Replies to this request are handled by the underlying
JXTA/CMS implementation, and are sent containing individual pieces (64kB chunks).

*Complete Message.* This message is rare, and its purpose is to notify that a peer has
all the pieces. Other peers use it to stop sending state request messages to that peer.

*Partition Message.* In the partition case, two extra messages are exchanged between
peers and the source only, the request and reply for a partition. These messages are
exchanged prior to any piece requests. The purpose of these messages is to allocate a
specific partition to each peer.

**Peer Discovery and Behavior**

A rendez-vous (RV) peer is used to facilitate the startup phase of the collaboration. All
participants send a message to the RV peer advertising their presence (JXTA advertise­
ment) and wait to discover 8 adverts (7 peers and 1 source) before proceeding with the
actual file transfer. This ensures all peers start roughly at the same time. Only the
source advertised that it has a file to share (CMS advertisement), and therefore all the
peers attempt to connect to the source and request one piece of the file. Once this piece
is received, a peer publishes its advertisement at the RV peer that it has a file to share.
All the peers (except the source) attempt to discover new peers offering to share the file
every 10 seconds. Once other sources of the file are discovered, peers start to behave as
client and server with respect to each other.

Peers behave as *client* when requesting pieces from other participants, and as *server*
when fulfilling requests for pieces from other participants. Server behavior is provided
by the underlying JXTA/CMS implementation (with the slight modification to handle
state messages), and is therefore the same for all participants. Since the source has the
complete file, it never behaves as a client and it never receives requests for its state
information. Other participants implement exactly the same client behavior. They
select up to 4 peers to connect to, chosen from a randomized list of discovered peers. A
connected peer is dropped in favor of another peer if it fails to upload pieces in three
attempts, either by not having any pieces to upload or if a requested piece is not received
within 20 seconds. Upon receiving all the pieces to reconstruct the original file, a client
updates its content advertisement and becomes a source.
3.3.2 Setup and Experiments

As mentioned previously, the performance of this protocol is evaluated without integrating it with the Jabber-based protocols. The setup consists of 3 bridged LANs, the first providing 100Mbps supports 4 PCs (a.k.a fast peers), the source (peer with the complete file) and the RV peer, the second providing 100Mbps supports 1 fast peer, while the last providing 10Mbps supports 2 PCs (a.k.a slow peers). We ran 5 tests for both the random and partition cases and we collected logs for each machine after each test. We use arithmetic averages over those tests in all cases, unless otherwise specified. The size of the transferred file is 152.5MB, each piece is 64kB, and thus we have 2383 pieces.

Time Required to Complete Download

The time necessary to complete the download is a primary metric. The download completes when all the pieces of the original file are received. Instead of showing the cumulative number of pieces received as a function of time, the graphs in Figures 3.7 and 3.8 show the number of pieces received by each peer as a function of time, in units of 5 seconds. Peers request pieces based on the information about which pieces a participant can provide. This information is obtained by requesting a state message. The number of state messages sent as a function of time is shown on the graphs as well.

Participants with fast connections complete downloading in less than 200 seconds (with most finishing around 130 seconds). Participants with slower connections (Peer 3 and 7), complete downloading in less than 450 seconds. The time necessary to complete downloading is roughly the same in both the random and partition cases, although most of the fast peers seem to finish around 20 seconds faster in the random case than in the partition case. Slow peers on the other hand seem to finish around 20 seconds faster in the partition case than in the random case. We have also ran test with only the source and one fast peer, yielding 97 and 81 seconds for random and partition cases respectively. Due to the limited nature of the experiments however, no definitive inference can be drawn, and further study is necessary. In both cases, peers start by downloading from the source, and around 30 seconds later obtain advertisements that allow them to start sharing pieces. This is an artifact of our implementation, where JXTA discovery happens periodically every 10 seconds. The period when peers download only from the source could be reduced by reducing this discovery period. The number of packets peers can obtain from the source will be a function of their own connection speed, and of how many peers the source is serving. After a peer discovers other sources of pieces, the
number of pieces received increases for the fast peers and drops for the slow peers. This is expected since fast peers have more download bandwidth than is available to them from the source only, whereas slow peers must now share their limited bandwidth with other peers. In this case, slow peers cannot improve their performance by connecting to multiple peers, and should limit their download connections to less than 4 currently allowed in the simulation. In order to minimize downloading time for all participants whenever there is more fast peers relative to slow peers, slow peers should generally behave as clients only, although the exact balance for which this holds needs further study.

Load on the Source and Users

We also look at the sustained load by the source and peers, expressed as the number of pieces transmitted as a function of time, in units of 5 seconds. The sum of the peers’ contribution is shown instead of the load on individual peers. This gives us a comparison of the work performed by the source relative to the work performed by other participants and is shown in Figures 3.9 and 3.10.

We observe that the source provides 6793 and 9268 pieces while the peers provide
10363 and 7840 pieces in random and partition cases respectively. In both cases the number of the pieces transmitted is greater than required for 7 copies (17156 and 17108 against 16681) due to duplicate pieces. In both cases after around 100 seconds, the number of pieces transmitted by the source and peers decreases sharply. In the random case, the contribution by individual peers is roughly equal to the source’s contribution reflecting the fact that pieces are by that time widely available. In the partition case however, the source provides relatively more pieces than the peers up until around 200 seconds. Additionally, participants rely relatively more on the source than other peers for pieces, implying that if the source is located on a slow peer, the partition case may cause slower download time than random case.

Cost of Sharing

Next, we assess whether there is a relationship between providing pieces (behaving as a server with respect to other peers) and download time (time to receive all the required pieces). The scatter diagram in Figure 3.11 presents results for each trial (averages are not used), plotting download time as a function of number of pieces uploaded. To highlight the relationship, linear and quadratic fitting is used for slow and fast peers.
Due to the wide bandwidth difference, slow peers fulfilling requests from fast peers will have a marginal effect on the fast peer's performance, but at a substantial cost to themselves. This is clearly shown in the diagram where increasing number of shared pieces increases the time necessary to complete the download. The trend for fast peers is more subtle, and shows a slight decrease of download time as the number of pieces transmitted increases, up to around 2500 pieces where the trend flattens (download time remains constant with increasing number of pieces). The initial decrease can be explained by the fact that by providing less pieces a peer removes upload bandwidth from the system, which increases the download time for all participants. Similarly, the flattening of the curve is consistent with the fact that once a peer finishes downloading the entire file, it starts to behave as a source to other peers. Finally, comparing the random and partition cases reveals broadly the same trends. If we design for the smallest download time for all peers, this would imply that the fast peers will share at least around 2500 pieces (close to the size of the file to share), while the slow peers should not share at all. This optimal design will most probably change with different proportions of fast to slow peers, as well as increasing heterogeneity of peers' available connection speed.
Impact of Duplicate Pieces

In order to assess the effect of duplicate pieces on the performance, the scatter diagram in Figure 3.12 presents results for each trial (averages are not used), plotting the number of duplicate pieces received as a function of download time. Peers keep track of duplicate pieces only when they do not have the entire file, and ignore (and do not log) any pieces that arrive after it has completed the download. Whenever a requested piece is not downloaded before its timeout occurs, another request will be issued for the same piece. The peer therefore can download multiple copies of the same piece, and only the first downloaded copy is not marked as duplicate. The subsequent request may be issued immediately or at a later time - depending whether the peer requests pieces sequentially or randomly, and if one peer was replaced by another in the list of connected peers. We note that 24 duplicate pieces constitute around 1% of the total file, and that on average peers do not exceed that number. Any impact due to duplicate pieces is therefore bound to be small on download time. Effectively, the fast peers’ download time does not show any correlation with the number of duplicate pieces received, while slow peers show only a slight correlation. More interestingly, we note that in the random case, fast peers have more duplicate packets than slow peers (average of around 11 and 6 respectively) while
in the partition case, this is reversed (average of 2 and 26 respectively). It is expected that this could have a more important impact on the performance if we were to change the time-out parameter for each piece from its current 20 seconds.

### 3.4 Security

In this section, we examine the framework from the security point of view. We carry out a brief risk analysis in order to highlight the security issues and present potential solutions. Using those solutions, we provide secure channels and ensure that peers are properly authenticated. The objective of this framework is to enable easily deployable and upgradeable multimedia collaborative authoring application and as a consequence, any security solution should be as transparent to the users as possible.
3.4.1 Risk Analysis

We envision that the context in which our application is to be used is consistent with the following assumptions. First, we assume that the participants know each other; that there is a limit on the number of users; and that they are both reliable and genuinely willing to cooperate. Second, the system is not designed to support collaboration on highly confidential information, however access to shared objects should be access-controlled. Third, we assume that Jabber messages are always received within a finite amount of time.

Threats can be divided into accidental events and malicious actions. In our context, accidental events are for example problems related to the network state and users' computers and as such are out of our scope. The following malicious actions are identified: (1) eavesdropping on Jabber communication, (2) eavesdropping on file transfer service, (3) illegal access to the system that stores the shared objects and (4) illegal access to the chat room which would enable the attacker to disturb the service by sending misleading messages.

The sensitive data and information are: (a) the Jabber messages used for data consistency maintenance (integrity), (b) shared objects should not be modified outside of
the valid execution of the protocol (integrity), and (c) the data transfer corresponding to the upload/download actions of the shared objects (confidentiality).

The framework thus is open to the following risks: (i) an attacker could issue Jabber messages to some users in order to compromise the data consistency maintenance, (ii) an attacker could enter the chat room and transmit misleading messages with the same objective as before, (iii) an attacker gains access to the server that stores the shared objects and succeeds in downloading or modifying them, (iv) an attacker eavesdrops on the upload or download of a shared object.

If a Web server is used to ensure the bulk transfer as in Figure 3.2, the solution addressing risks (iii) and (iv) is well-known and is composed of HTTPS or SHTTP to avoid eavesdropping during data transfer, and a login/password mechanism to control the access to the server.

In the following sections we discuss the security features provided by Jabber and JXTA that can be leveraged in order to protect the framework from the identified risks.

3.4.2 Jabber Security

The XMPP Core protocol used by Jabber specifies how to achieve both communication confidentiality and mutual authentication between a client and a server and between two servers. Confidentiality is provided with Transport Security Layer (TSL) encryption while peer’s authentication is achieved through the use of the Simple Authentication and Security Layer mechanism (SASL). If TSL and SASL are enforced, all Jabber packets are encrypted and thus it cancels the risk (i) identified in section 3.4.1. These two protocols can easily be enforced in our application transparently to the users, however TSL and SASL are optional for servers. This implies that users should either find or install and manage their own TSL and SASL enabled server. An end-to-end encryption for confidentiality and integrity independent of the servers is discussed in [3], but no implementation has been proposed. Jabber protocols support creating password-protected or members-only chat rooms. In both cases one of the members is in charge of creating a room. In the first case, this user will transmit the password to other participants, while in the second case a member whitelist has to be communicated to the Jabber server. Assuming SASL usage for user authentication, the access control over the room enables protection against risk (ii).
3.4.3 JXTA Security

We focus on two security mechanisms provided by JXTA: the peer group services and the TSL transport binding. One of the objectives of the creation of peer groups is to implement a secured environment in which confidential documents can be shared. Furthermore, a specific Membership service is used to grant or revoke access to members. JXTA implements TSL and so is able to provide confidentiality between peers. These two mechanisms address risks (iii) and (iv) identified in section 3.4.1.

3.4.4 Discussion

We showed in this section that some simple built-in security mechanisms can be leveraged in order to greatly reduce the risks associated with the infrastructure. Since most of the security mechanisms are transparent for the members and do not generate any significant overhead, the collaboration remains simple from the users' point of view.

3.5 Comparable Work

Related work was covered in Section 2.3 from the perspective of Collaborative Environments. Here, some comments specific to implementation of collaborative applications are included.

3.5.1 Collaborative Applications

As part of a broad collaborative environments [126] research category, the present research can be compared with many tools and frameworks. Collaboration on multimedia presentations is described in [138], but it requires an application-specific TCP-based protocol and places the emphasis on the authoring tool that is subsequently interfaced with communication and concurrency control modules. Collaborative authoring is addressed in [71] which introduces a Web Distributed Authoring and Versioning protocol (WebDAV) extensions enabling shared awareness through event notification. A framework for collaborative applications over a JXTA is presented in [78] and it provides supplemental services such as synchronous message transport, room administration, peer communication support and application space management.
3.5.2 Data Consistency

Data consistency is achieved through some kind of concurrency control implementation [22]. Implementations fall into two broad categories, optimistic and pessimistic. The first case assumes that no conflicts occur (hence optimistic) but detects conflicts at commit time and aborts conflicting transactions. Emphasis in those implementations is to reduce wasted effort as shown in [8]. The second case ensures that conflicts do not occur, and is usually based on some implementation of a two-phase locking mechanism [142]. Locking of course can lead to deadlocks, and is a major concern in those situations.

Implementations can also be centralized, distributed or token-based. Due to its nature, centralization is relatively easy to implement. Distributed implementations have to contend with exchange of many messages, group membership management and failures [30]. Finally, token-based implementations lessen the number of exchanged messages but need to consider token recovery and usually involve complicated implementations [48].

Locking mechanisms depend on either time synchronization or logical clocks implementation. Time synchronization can be achieved through algorithms such as presented in [91, 97]. Logical clocks [83] on the other hand, allow participants to agree on the order in which requests occur, not on the time they happened. Such implementations gracefully handle high rate of occurrence, as well as, small execution time of events. The choice between time synchronization and logical clocks depends on the exact requirements as to level of synchronization and implementation complexity.

3.5.3 Group Communication and Event Notification

A large body of work discusses alternative solutions to Jabber-supported event notification. An infrastructure presented in [11] supports development of scalable applications composed of loosely-coupled services that communicate via XML document exchange. Authors report the service invocation overhead to be roughly equivalent to that of a light-weight RPC protocol, and over an order of magnitude less than XML-based protocols such as SOAP/HTTP. An application-level multicast framework proposed in [112] targets group communication in interactive applications such as real-time collaboration by specifying a stateless mechanism - application level header contains an encoding of IP addresses of all multicast group members - together with a corresponding tree building algorithm.
3.5.4 Data Bulk Transfer

Bulk transfer is usually the domain of content distribution networks (CDNs). Recent studies suggest that users should share their upload bandwidth in order to help other participants get the file faster. Two technologies in particular, Application Layer Multicast (ALM) and implementation of a BitTorrent (BT) protocol make upload bandwidth utilization possible.

ALM allows for multicasting data at the application as opposed to the network layer, and can be separated into end-host and infrastructure solutions. The end-host solution involves hosts sharing the responsibility for forwarding data to others by organizing themselves into an overlay tree [109]. The infrastructure solution assumes that the infrastructure itself does the heavy lifting of efficient multicast while individual members of the infrastructure also act as proxies for the participants [158].

A BitTorrent file distribution usually consists of an ordinary web server, a torrent file, an active and centralized component, the tracker, an initial client with the full copy of the file to share and a set of downloading clients. A new client starts by downloading a torrent file containing the IP address of the tracker from a website indexing such files. The tracker keeps information about the peers that are currently active and acts as a rendez-vous point for all the clients of the torrent. Active clients periodically report their state to the tracker or when joining or leaving the torrent. Upon joining the torrent, a new client receives from the tracker a list of randomly selected active peers to connect to. Clients involved in a torrent cooperate to replicate the file by exchanging chunks of the file with one another. BitTorrent specifies two main algorithms, the choke and rarest-first, to make the process of chunk exchange efficient [25]. The choke algorithm encourages cooperation among peers, limits the number of peers a client concurrently exchanges chunks with and selects the best peer (optimistic unchoke), while the rarest-first algorithm controls which pieces a client will actually request in the set of pieces currently available for download.

While using the BitTorrent protocol in the context of our multimedia authoring application is possible, three issues would need to be addressed. BitTorrent is designed to efficiently replicate a file between a large number of peers that do not necessarily know each other, and in most likelihood will not cooperate on downloading another file again. In contrast, during a multimedia authoring session the same peers might collaborate on transferring multiple files. Torrent file creation and distribution would thus impose unnecessary costs if not adapted to our application. Secondly, the choking algorithm’s
benefits - reciprocity and peer selection - will not be fully utilized. In our application peers are assumed to be fully cooperative and thus there is no need to implement incentives to trade pieces. Similarly, due to the limited number of participants, searching for a better peer could again impose unnecessary costs. Finally, the tracker provided services such as keeping a global view of the system, are not used in our case since they are designed to support interaction between a large number of peers.

3.5.5 Security Issues

The motivation for addressing security issues in SOA-based applications is presented in [49]. A general view on security is presented in [148] which investigates security issues from both the network and application layer perspective in peer-to-peer networks, and [41] which discusses security requirements in service-oriented architectures as applied to ubiquitous computing.

Applications built using Web Services protocols would naturally gravitate toward WS-Security specification (SOAP Message Security) which provides mechanisms for securing exchanges of SOAP messages [4] and emerging specification such as WS-Trust in order to provide a framework for security tokens and to broker trust relationships between participants. The Web Services Security Policy Language (WS-SecurityPolicy) [2] is based on WS-Policy and enables the specification of security constraints such as for example restricting Web Service access to only SOAP messages signed with X.509 certificates. In [26] authors argue that the policies specified using WS-SecurityPolicy correspond to low level security enforcement choices, and that a higher level policy language should be defined. They suggest a new language based on a formal semantics and propose associated tools allowing them to prove the correctness of the policies. The type of security policies addressed focus on authorization data, certificates and password management.

3.6 Summary

A collaborative authoring application will require certain basic services which can be supplied by Jabber and JXTA frameworks. The security of the overall application will be in large part dictated by the the security features of those technologies.

Jabber was designed to provide near real-time structured information exchange and thus naturally provides the required group notification service. We are using this service,
in conjunction with the presence service to create a collaboration protocol by distributing the responsibility for document consistency to participating users. The implementation of this protocol mandates a strict document consistency, and presents a great scope for improvements by taking the application semantics into consideration. Future work includes running the experiments on a single high-bandwidth network and to reduce the probability of conflicting requests in order to obtain a measure of the protocols performance while in a controlled environment.

Finally, JXTA framework was designed to facilitate communication and collaboration between peers, and thus lends itself to provide the bulk data transfer service. Future work will address the following two issues. In case of heterogeneity of peers connection speed, better results can be achieved if certain peers do not share their bandwidth, or limit their upload rate. This suggests that deriving bounds for this optimum point and providing ways of achieving it, need to be explored. Secondly, we have highlighted two approaches that - by varying the way in which the content is downloaded from the original source - impacts participants performance. Further study is needed to determine which approach presents better characteristics, and if they are specific to particular cases. Additionally, a comparison of our multimedia authoring implementation to an implementation based on traditional web services standards could yield further insights.

A certain level of security in service-based collaborative applications is paramount to ensure its adoption by users. For this reason, we carried out a security analysis on our framework. We were able to show how to use the built-in features of the technologies we use to ensure a proper level of security. More specifically we can ensure the confidentiality and integrity of the communications by using adequate encryption solutions, and the authentication of the peers.
Chapter 4

Incentives Reference Framework

In contrast to a client-server model where servers provide services to clients, a peer-to-peer model (P2P) dictates that an entity should act both as a server and a client with respect to other entities. If providing a service entails costs, then the entity acting as a server should expect some form of compensation, or more generally, should have an incentive to offer this service. Incentive mechanisms are however neither fully understood, nor effectively deployed on existing popular P2P networks, with the result that many entities choose to act solely as clients (free-riders) [7].

In the context of service-based collaborative environments, which may be built on top of P2P architectures (see section 1.1), incentive mechanisms will therefore have an impact on deployed applications. A natural interest then is in the understanding of this impact, and in deriving a quantifying measure of its effect. A lack of common reference point leads to difficulty in comparing characteristics and performance of incentive mechanisms. In order to compare these characteristics, a reference framework is presented. This framework presents elements common to all incentive mechanisms, and choices available for their design.

4.1 Introduction

Although incentive mechanisms are well documented in business, economy and sociology literature [17], their application to peer-to-peer networks is relatively new. Issues such as improvement of cooperation using techniques from economics and social sciences, applicability of various market models and viability of different revenue models in peer-to-peer networks were recently addressed in [136, 129] and [70]. The fundamental difficulty
in deploying incentive mechanisms rests in ensuring that they are resilient to failures and robust against malicious entities [52]. Since entities are expected to be independent and rational, there is no guarantee that they will adhere to a given protocol or mandated strategy [134, 103]. Ensuring that an incentive mechanism is not subverted is complicated by the nature of current peer-to-peer networks, where an entity can join a network with an easily obtainable identity [94, 55], and [45].

Some file-sharing peer-to-peer networks do not deploy incentive mechanisms, and yet are very successful. It is natural then to ask if incentive mechanisms are truly necessary and not purely of academic interest. It can be argued that the success of file-sharing applications also depends on other factors besides the level of free-riding. The cost of providing services (files) on existing file-sharing networks is close to zero and the expected quality of service correspondingly low. Coupled with the compelling nature of the exchanged files, this creates a very useful network for entities to join. However, if the cost of providing services or the demanded quality of service rises, it is unlikely that a peer-to-peer network without an incentive mechanism can be successful.

Large numbers of free-riders on the peer-to-peer network bring up questions about the viability of the network in general, and about its usefulness to other participating entities in particular [82]. As argued in [144], benefits of peer-to-peer networks manifest themselves in massive diversity. When an entity free-rides, it contributes to the reduction of this diversity, and therefore to the decrease of usefulness of peer-to-peer networks [24]. Whenever rational decisions made by an individual entity negatively impact the utility of other entities, incentives (i.e. reward or punishment) become necessary to ensure that the usefulness of a peer-to-peer network does not diminish. Practical implications of incentive mechanisms thus relate to increasing collaboration and availability of services, and target various applications, e.g., file-sharing [92, 40], distributed storage [104] and streaming [63].

The rest of the chapter is structured as follows; section 4.2 describes the INCA framework; an evaluation of the framework based on proposed incentive mechanisms is presented in section 4.3; comparable work is discussed in 4.4 and a conclusion is presented in section 4.5.
4.2 INCA Reference Framework

4.2.1 Reference Framework Elements

All the incentive mechanisms have the following elements. Four of those elements are essential, and one is optional.

Motivation. There must be a clear motivation for entities to interact and collaborate. Usually, motivation is provided by a prospective gain for an entity from joining and participating in a network. Since entities produce and consume services, motivation needs to be assessed from both consuming and producing perspective. This element is therefore concerned with defining the motivation for entities to participate in a peer-to-peer network.

Differentiation. For an incentive mechanism to function properly there must be a concept of differentiation, either of services, quality of service or between entities. Just as we can select a bank with the best terms for a line of credit, and banks can choose to whom and at what rate they extend a line of credit, participants in a peer-to-peer network must be capable of observing and acting upon perceived differences. This element is therefore concerned with the manner in which differentiation is defined and made accessible to participating entities.

Peer Selection. The goal of this element is the selection of an entity (or entities) most likely to lead to a successful interaction. In certain applications it is possible, indeed desirable, to obtain services from multiple entities concurrently, or to dynamically seek out better entities to interact with. In those cases, this element acts as "glue" for the differentiation and utility calculation elements. In other cases, it might not be necessary to include this element in incentive mechanisms.

Utility Calculation. Defining an entity's perception of derived utility from producing or consuming services is one of the fundamental issues for an incentive system. It is however possible to come up with potentially infinite number of definitions since the exact utility derived by an entity can depend on targeted application, various assumptions about available knowledge or conditions, or even intangible factors. This element is therefore concerned with the characteristics of objective functions rather than their specific definitions.

Metric Scope. Some parameters are necessary for the preceding element. Incentive mechanisms may choose various parameters as metric, depending on the target application or availability of variables. Combining different parameters into a composite
parameter is also possible. The metric can also be thought of as a “proxy”, or store of value, for services rendered or consumed. The main concern of this element is the scope of the metric within the peer-to-peer network, and not its specific definition.

Elements describing characteristics of incentive mechanisms are presented in Figure 4.1. They are represented as layered one on top of another to highlight their interdependency.

### 4.2.2 Motivation

Understanding why an entity should interact and collaborate with another entity is paramount to building effective incentive mechanisms.

Two popular file-sharing peer-to-peer networks, Kazaa [87] and BitTorrent [39] allow users to exchange files. Their protocols for doing so are different, but in both cases we can think of the offered service as the permission to upload contents from a storage device using some (preset) bandwidth. In the first network, an entity can access offered services while not offering any services itself. An attempt to distinguish between classes of entities based on their participation level was defeated by the release of a software client implementation (e.g. KazaaLite) which always reported its participation level as the maximum defined. In the second network, entities are rewarded with faster download speed in proportion to how fast they allow other entities to upload from them. An entity however can easily receive more services than it actually produces by disconnecting from the network after receiving the requested file.

It can be argued that these two networks do not have robust enough incentive mecha-
nisms, and a quick look at supply and demand curves illustrates the problem. Considering the price of consuming a service to be close to zero, the demand for this service can grow arbitrarily high. Since the price of supplying a service remains constant regardless of the quantity supplied, the equilibrium point would then be at an arbitrarily high level of the quantity of service. Assuming that the number of entities willing to supply a given service for free is limited, a gap between the quantity of service supplied and demanded will result. The net effect is that a number of consumers will not be able to fulfill their need for a service. Furthermore, every time a service is provisioned, the server entity incurs a cost that decreases its ability to keep offering services. If the peer-to-peer network does not continuously add such producer entities, then the network’s capacity to offer services also decreases. It then follows that each entity consuming a service reduces the utility of the network to other consumer entities. A situation where there is a mismatch between supply and demand, and where each fulfilled demand reduces the utility of all, but where all consumer entities are marginally better in the short-term by consuming as much as they can, will potentially lead to the “tragedy of the commons”, or in other words, the collapse of the peer-to-peer network. If such a drastic outcome does not come to pass, we are still faced with the issue of entities consuming more of the free services than their “fair share”, or by choosing to restrict their contribution to the network, to avoid contributing their fair share of the cost. Such entities would in fact get a free-ride on the peer-to-peer network.

In effective incentive mechanisms, an entity should expect to either give or receive some form of compensation. Producers willing to offer services for free do exist, for example as a promotional give-away or as a loss leader strategy. Similarly, entities consuming a free service may decide to make a donation, in effect buying a service from a producer. Those examples however remain an exception rather than the rule, and entities will consume services for free if they can, while producers would prefer a more predictable revenue stream.

An obvious form of compensation is an exchange of money for the service, just as in the case of cash or credit card usage. Payment systems assume the existence of a currency that can be used outside of the network. Participating peers then have a motivation to offer services in order to receive this currency. If entities are capable of making properly informed choices in deciding on the appropriate level for the price of a service, then free riding should not exist. Such systems assume the existence of a robust framework for payment processing, which in peer-to-peer networks presents issues of its own such as, for example, reliable accounting mechanisms [66]. An example of an implementation based
If there is no payment system, then entities can be motivated to participate in a network by either “greed” or “fear”, or possibly a combination of both. On one hand, an entity may be enticed to contribute to the network by threats of sanctions and restrictions. Methods in this branch would work best in the context of networks where membership is restricted and participants have a well-known identity, such as communities or clubs. Ideas outlined in [130] could be applied to a potentially open and anonymous membership, and are based on client puzzles that participants might be asked to solve in exchange for services. On the other hand, an entity’s intrinsic need or desire (eagerness) to obtain a service may be leveraged. Methods in this branch can assume that participating entities freely decide on the level of their participation. An entity might be eager to, for example, obtain some files from a file-sharing network, or store its data on the network in such manner that it is both secure and highly available.

Another form of compensation can be based on trade, or payment-in-kind. Entities trade if they allow access to each other’s storage, bandwidth or computing power. A producer node can be compensated with another service or a promise of a service in the future. In both cases, entities are required to assign a value to their services, especially if these are not heterogeneous. In the first case, entities barter (negotiate) or allocate...
some portion of their capacity to perform a service for other services, while in the second case a producer entity obtains a voucher redeemable at a later time from the network or the consuming entity. Such vouchers must be worthless outside of the network. The motivation element can therefore be based on some concept of proxy currency, on barter or some combination of those characteristics. If there is no trading between entities, or in some cases trading takes place but is inefficient, a situation allowing extensive free-ride exists, creating an unbalanced network.

Whenever there is potential to receive something tangible, such as money or service, participating entities have a motivation to collaborate. Figure 4.2 presents key design choices for the motivation element of incentive mechanisms. Points “A” is where an entity can be expected to be motivated to collaborate in a network. Point “B” illustrates two common problems, tragedy of the commons and free-riding.

4.2.3 Differentiation

The ability of a network to provide differentiation of services, quality of service or between entities is necessary for designing viable incentive mechanisms. The concept of differentiation is not dependent on what exactly is chosen as basis to assess differences. Without loss of generality then, the following discussion will use quality of service as example.

Two main choices exist for differentiation. The first, already familiar to most shoppers, places the burden of describing a service and its cost on producers. Consumers then need to understand what is offered, and how to compare offers. The second involves producers calculating what class of service to offer to consumers. These calculations can be based on factors such as credentials supplied by consumer, the result of optimization of an objective function, or a combination of those two methods. For example, in the case of a customer with a bad credit history, a bank might decide to extend a line of credit at a punishing interest rate, if at all.

In the case of the first choice, we can further analyze this element based on which entity describes a particular service. In the simplest form, an entity is responsible for making its own claim. Claims can also be made by a third-party, which can be trusted to varying degrees. If the third-party is not fully trusted, incentive mechanisms can rely on referral or reputation infrastructures [141, 150, 135, 43]. If the third-party is fully trusted, design of incentive mechanisms becomes easier but at the expense of shifting complexity to the design and deployment of the trusted third-party itself.
The second choice implements an explicit reward and punishment mechanism. Producers can make decisions based either on their personal goals, or on some common group-specific goals. In the latter case, a group of producers ensures similarity of service offered to comparable consumers. Since the consumer does not know a priori what quality of service to expect, its natural behavior will be to try different producers and keep the best one.

Figure 4.3 presents key design choices for the differentiation element. By introducing the notion of receiving something tangible in compensation for services in the preceding layer, we automatically require the concept of differentiation in an incentive system. This element therefore describes the manner in which differentiation is defined and made accessible in the network.

4.2.4 Peer Selection

Peer selection element is the glue that holds the differentiation and utility calculation elements together, and indeed, it is sometimes subsumed by one of those neighbors. Basic design choices of peer selection element are presented in Figure 4.4.

In simple cases where a consumer is presented with a choice of producers, peer selection reduces to selecting a producer that maximizes an objective function of the consumer. Similarly, if the differentiation element is defined by a probability function for a producer, the peer selection element reduces to the choice of serving or not serving a particular consumer.
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Why is the peer selection element important then? Considering the transient nature of entities in a peer-to-peer network, we immediately see that some producers who are providing a service to consumers can leave the network, or new producers with possibly better qualifications can join the network. It would be beneficial for consumers to be able to monitor and seek out better partners for interaction and collaboration. This is also the case when producers select consumers with whom to interact. In instances where a producer optimizes an objective function, it might obtain better results if it replaces some consumers by others.

The goal of this element is the selection of an entity most likely to lead to a successful interaction. The basic design choice defines whether an entity’s interaction with other entities is static or dynamic.

4.2.5 Utility Calculation

Selection of a utility function is one of the fundamental decisions for an incentive mechanism as it will influence all interaction and collaboration between entities. Each entity could define its own utility function, but for the sake of clarity, we will assume that such functions will be defined in terms of specific applications’ requirements, or based on well-defined goals. In [85], for example, this function is defined in terms of cost and requirements as specified by parallel downloading or streaming of audio/video objects. In [21] on the other hand, this function tries to minimize the time necessary to select the best source for a file download.

Despite the potentially unlimited number of utility functions, the basic design choice of the utility calculation element is quite simple and is illustrated in Figure 4.5. Each entity will optimize an objective function that results in highest utility as perceived by itself, or by a group. In the former case, each entity is independently making rational decisions, and hence exemplifies a “free-for-all” concept. In the latter case, each entity
is making decisions that are rational in a collective context, and thus tries to optimize "social welfare" of the group. A group can be the whole or some subset of a peer-to-peer network.

This element, therefore, defines the characteristic of the chosen utility function, whether an entity explicitly acts in its own interest or the interest of some group.

4.2.6 Metric Scope

This element includes the definition of parameters used in the utility calculation element. For example, in the case of file-sharing or network storage applications entities can exchange information about their available upload bandwidth or available disk space. Quite often, it is very helpful to think of this layer as defining a proxy, or an intermediate store-of-value used in valuation of services exchanged between entities. This occurs for example in reputation frameworks, where an entity is judged by others depending on their reputation. Reputation itself can change depending on the amount and quality of supplied services. The basic design choice of this element is illustrated in Figure 4.6.

Although many metrics can be used, the basic characteristic of this element is the scope of such metrics within peer-to-peer networks. A group in a network can share the same metric, or each entity can create and use its own. Referral systems are examples of systems that need to carefully manage the semantics of metrics, while simple machine-learning implementations use metrics that have local meaning only.

If the chosen metric is an abstract concept such as reputation or trust, a corresponding model, associated data structures and operations need to be defined. Work presented in [5] assists users in identifying trustworthy entities, and gives them the ability to enhance their understanding of other entities' subjective recommendations. A method to assign each entity in a network a unique global trust value in a distributed and secure manner is presented in [75], and works by aggregating local trust scores of all entities, reflecting
their experience with a specific entity.

The main concern of this element is therefore the scope of the metric within the peer-to-peer network. In cases where a group of entities share a metric, this element may also be concerned with storing and managing metric information in a decentralized manner.

4.3 INCA Evaluation

Addition of incentive mechanisms to collaborative environments built on a peer-to-peer architecture has the potential to increase the robustness of various applications. To compare relative qualities of incentive-enabled systems many QoS parameters can be used, but ultimately, the level of satisfaction of a user will determine if a system is good or not [123]. Incentive mechanisms will impact the user’s perception of the interaction in various ways. In order to start defining quantitative parameters, four questions can be asked:

- Does the user’s benefit increase with increasing contribution?
- Do users with lower level of contribution receive lower benefit?
- Is a change in contribution reflected on the user’s benefit in a timely manner?
- Is the received benefit stable if the contribution level is also stable?

In general, if the answer is negative to those questions, the incentive mechanism does not improve user’s perception of the interaction. The following discussion presents four examples of implemented incentive mechanisms in different applications.
4.3.1 Game Theoretic Approach to File Sharing

Work presented in [92] strives to offer service differentiation dependent on the amount of each entity’s contribution to the peer-to-peer network.

Motivation In this case, peers trade by means of a proxy, present production for future consumption. Consumers compete for resources provided by the producer. The producer allocates more resources to the consumer whose contribution level is higher relative to other competing consumers.

Differentiation Each entity has publicly available credentials supplied by a trusted third-party. Producers use these to calculate how many resources should be offered to a consumer, depending on the group currently being served. Producers’ differentiation is not specifically addressed, but since their contribution levels and available bandwidth are known, consumers can presumably devise strategies that take this information into account.

Peer selection Peer selection is not discussed from consumers’ perspective: it is ancillary to the differentiation element. Producers tolerate joining and leaving consumers, and stop interacting with a consumer that does not provide proof of service. Producers attempt to distribute their resources according to a specific formula among all consumers, but do not make any attempt to interact only with a subset of requesting consumers; as such producers have a static peer selection element: it is subordinate to the utility calculation element.

Utility calculation Consumers’ utility calculation is not explicitly discussed. Instead, if consumers follow the given protocol (and have a non-zero contribution level), they can be guaranteed a share of resources as calculated by the producer. The producer computes consumers’ utilities and tries to optimize for all connected consumers. By maximizing the sum of connected consumers’ utilities, a producer guarantees to maximize its contribution level. A producer is in fact maximizing its contribution level by maximizing the utilities of connected peers.

The producer assumes that each connected consumer has the following utility function: $U_i(x_i) = \log \left( \frac{x_i}{b_i} + 1 \right)$ where $x_i \in [0, b_i]$ and is the allocated resource to consumer $i$, and $b_i$ is the requested resource by consumer $i$. The producer then performs the following constrained optimization: \[ \max \sum_{i=1}^{N} C_i U_i(x_i) \text{ subject to: } \sum_{i=1}^{N} x_i \leq W_A, \] where $x_i \in [0, b_i] \forall i$, $W_A$ is the total available resource at the producer and $C_i$ is the contribution level of consumer $i$. The authors use a competition game model where $C_i$ and $W_{Ai}$ are known to all participants and prove that $b_i^* = \frac{W_i C_i}{\sum_{j=1}^{N} C_j}$ for $i = 1..., N$ is a Nash
equilibrium. Similarly, the authors prove that the resource allocation to consumers \(x_i\) maximizes the producer’s contribution level.

**Metric scope** Metric is based on globally known quantities: contribution level of an entity \((C_i)\), and the amount of bandwidth resource provided by a producer \((W_{Ai})\). The contribution level is calculated based on evidence of rendered service: digitally signed requests for a specific amount of resource from a consumer \((b_i)\).

**Analysis**

Applying INCA framework allows us to highlight some further research areas for the preceding publication.

- The same consumer might be offered varying amounts of resources by different producers since at equilibrium \(b_i^* = x_i^*\) for \(i = 1, \ldots, N\) and which depends on the contribution level of all connected consumers to a particular producer offering \(W_A\). It would be in the consumers’ best interest to search for the most accommodating producer. This can lead to an impact on the overhead communication between entities.

- Producers do not necessarily need to maximize their contribution level, and can simply provide some resources to a consumer for its contribution level to go up. The resulting contribution level might be enough to satisfy an entity that subsequently wishes to consume resources (it is guaranteed not to be resource-starved). This is due to the fact that a producer does not know a consumer’s true utility function, assuming \(U_i(x_i) = \log \left( \frac{x_i}{b_i} + 1 \right)\) instead. If such a situation occurs and is persistent, then an entity, even conforming to all of the protocol’s rules, cannot be guaranteed to receive its fair share of resources undermining the basic premise of the motivation element.

- If there is no concept of decay of the contribution level, producers can build it up and then free-ride, undermining the basic premise of the motivation element.

- Over the long term, and as contribution levels of entities increase, new participants might have to offer resources for a long time before they can successfully compete with more established consumers. This could be unfair and would undermine the basic premise of the motivation element.
• Producers are interested in maximizing their contribution level. Maximizing the sum of consumers' utilities is a more complicated way of just maximizing the usage of offered service: a producer might find it more expedient to provide resources to only one consumer if $b_i > W_A$ rather than calculating precise allocations to multiple consumers. By not following the prescribed mechanism, such producers would undermine the basic premise of the motivation element.

• Two entities can collude by sending evidence of an improbably high allocation of resources. An entity would then have a very high level of contribution since there is no way to verify or exclude that evidence. Such a security loophole would undermine the basic premise of the motivation element.

• Rare files vs. popular files: if an entity shares rare files - generating less demand for its resources - its contribution level might be smaller than if it were offering popular files. In order to increase its contribution level, a producer could switch from offering rare files to offering popular files. This can lead to an impact on the diversity offered by the network.

4.3.2 Incentives in Media Streaming

Work presented in [63] describes an incentive system for peer-to-peer media streaming applications. Based on the insight that random peer selection provides random quality, the authors propose a system in which collaborative nodes are rewarded with higher flexibility in peer selection.

Motivation The incentive system is based on participants' score which increases when providing a service. Nodes with a higher score have more flexibility when selecting a producer, which leads to higher streaming quality. Motivation is thus based on proxy trading.

Differentiation Entities publish their scores. In order to mitigate potential cheating and collusion, the authors suggest using reputation systems such as [52] or [75]. Producers also differentiate themselves by publishing their availability and offered bandwidth rates which are also required to predict the expected streaming quality.

Peer selection Consumers locate producers willing to provide them with a service. Those producers are classified as active and standby, and the consumer can select producers that best match its requirements at any time. Peer selection is therefore dynamic. Although not explicitly stated, peer selection appears to be dynamic at the producer as
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well. A producer could for instance stop providing services to an existing consumer if a
more suitable consumer made a request.

**Utility calculation** Entities choose their contribution level in order to maximize
their own utility. The utility function is defined as \( U_i(x_i) = a_i Q(x_i) - b_i C(x_i) \) where \( Q \) and \( C \) are the quality and cost functions dependent on the contribution level \( x \). The
constrained optimization is: \( \text{max } U_i(x_i) \) subject to: \( U_i \geq 0 \) for \( x_i \geq 0 \) The cost function
is based on bandwidth and storage usage \( C(x_i) = (c_L + c_T) B_{\text{out}} \) where \( c_L, c_T \) are the unit
storage and unit transmission costs respectively, while the quality function is defined as
a monotonic non-decreasing in user score, asymptotically reaching a value of \( Q_{\text{MAX}} \) and
having a non-negative initial value \( Q_{\text{BestEffort}} \). User’s contribution first gives a certain
score. That score is then compared to the scores of other entities, yielding a certain
percentile ranking \( R_i \). The resulting quality function is: \( Q_i(R_i) = Q_{\text{MAX}} \) when \( R_i \geq a \),
and \( \frac{R_i}{a} (Q_{\text{MAX}} - Q_{\text{BestEffort}}) + Q_{\text{BestEffort}} \) otherwise. By increasing its contribution, a
producer expects to increase its ranking as compared to other producers, and thus its
quality function.

**Metric scope** The metric is each entity’s score, which is globally known. The score
can be computed in different ways, but is a function of the entity’s contribution. Supply/demand conditions on the network could be reflected in variable rewards for the
same contribution, or a punishment applied for refusing to honor a request. Furthermore,
scores can be subjected to decay over time.

**Analysis**

Applying INCA framework allows us to highlight some further research areas for the
preceding publication.

- An entity will co-operate until it obtains a ranking that makes its quality function
equal to \( Q_{\text{MAX}} \): increasing costs would make its utility smaller if it continues to co-
operate. As other entities co-operate, their score and thus their ranking increase,
lowering the relative ranking of the non co-operating entity. By increasing its co-
operation, an entity can then maximize its utility. In cases where other entities are
also co-operating, an entity might not be able to increase its ranking substantially,
while still incurring costs associated with providing services. A situation would
then arise where an entity, even willing to co-operate, is better off by not co-
operating even when its quality function is close to \( Q_{\text{BestEffort}} \). This situation of
‘score inflation’ could be caused by malicious nodes and is illustrated in Figure 4.7.
Since each entity is responsible for maximizing its own utility, the following situations are valid. An entity with high score can reply to an entity with any score - including lower score. Similarly an entity does not have to honor any request, even if it comes from an entity with higher score. The result is that unless entities have a social conscience and give preference to higher scores, higher scores do not mean that a producer will honor requests for service, or that it won't serve another consumer with a lower score instead, undermining the basic premise of the motivation element.

Since each entity reports its own score, the temptation to misrepresent it in order to gain an advantage are high since tangible benefits are at stake. Additionally, the risk of collusion between malicious entities needs to be taken into account. The authors identify reputation management systems as a possible solution to those problems. All the scores are then weighted by the degree of trust and/or reputation of the reporting and referring entity. Since both the score and trust-worthiness of an entity reflect its degree of co-operation, collecting scores appears then to be redundant.

In order to compute the utility function, an entity has to compute its ranking within the network. This computation requires $O(\sigma^2)$ samples, where $\sigma$ is the standard
deviation of the population. This $\sigma$ is a priori not known, and thus the number of samples taken can introduce variable errors into the calculation of the utility function.

### 4.3.3 Incentives in Distributed Storage

An architecture for fair sharing of resources is presented in [104]. It nominally addresses storage resources, but can be extended to bandwidth as well. An incentive system ensures that participating entities can consume only as much resources as they themselves provide in return to the network. A regime of audits is instituted in order to prevent entities from gaining more than their share of resources.

**Motivation** Participating entities can take advantage of resources on the network, provided that they make available an equal amount of resources available to other entities. All well-behaved entities will receive the same service, and in contrast to other systems where a malicious (or free-riding) entity will have its quality of service lowered or curtailed, a non co-operating entity will be expelled from the network. The motivation thus comes from the fear of expulsion.

**Differentiation** Each entity publishes a *usage file*, which contains information about its offered service and currently held contracts with other entities. Consumers simply need to find a producer that offers an amount of storage equal to or greater than their storage requirements: producers thus differentiate themselves by self-description. Producers on the other hand need to perform a simple calculation dependent on consumer's request and usage file. All producers perform the same calculation in order to reject consumers that are over their allowed storage quota: consumer differentiation is thus a group-driven calculation.

**Peer selection** Peer selection is static for both consumers and producers.

**Utility calculation** Utility calculation is not explicitly discussed by the authors, but is straight-forward. Consumers are only interested in being able to use network's resources whenever they need to, and that is a function of how much resources they offer in return. Producers on the other hand will only provide resources to well-behaved consumers, and as such are concerned with social welfare.

**Metric scope** As mentioned previously, entities use information contained in the usage file, which is global in scope.
Analysis

Applying INCA framework allows us to highlight some further research areas for the preceding publication.

- Assuming that identities are not easy to obtain, a malicious peer’s identity needs to be propagated throughout the whole network in order to ensure that it cannot enter into a contract with other peers. The main issue however is to ensure that a malicious peer cannot rapidly return with another identity.

- Assume that during a regular audit (where a consumer verifies that its content is truly stored by a given producer), the consumer discovers that the producer is malicious. The producer however passes audits by other consumers. Should the producer be punished (expelled from the network)?

- Following on the preceding point, what happens if a consumer claims - maliciously - that a producer is not storing files it claims to store?

- In order to motivate entities to be truthful, regular and random audits need to be performed. Whereas it is understandable that a consumer would take an interest that its files are properly stored - even at a cost to the consumer, performing random audits is less so. In fact, an entity could free-ride, and let other entities perform random audits. The benefit of performing a random audit accrues to all participants, but the cost is borne only by the auditing parties.

- A consumer, without being malicious, could still obtain more than its fair share of network resources by following this simple scenario: before requesting resources, increase its own offered resources. After allocating its files to producers for storage, decrease its own offered resources. Auditing, both regular and random, would not be able to detect this anomaly.

4.3.4 Incentives in Content Distribution

In order to improve the performance of data-sharing networks, [40] presents a protocol for creation of self-organizing topologies based on peers' assessment of which direct connections are most likely to result in satisfactory file download. This results in formation of clusters of well-behaved entities, which have a broader view of the network than non co-operative entities.
**Motivation** It can be argued that motivation in this case is a combination of fear and greed (carrot and stick approach). Knowledge of entities' actions (choice of co-operation or non co-operation) is accumulated throughout the network. After a sufficiently long time, each entity can be judged on the difference between the sum of co-operation instances and the sum of non-co-operation instances.

**Differentiation** Entities select good peers to connect to based on history of past interactions. Differentiation therefore is based on the result of a calculation by an entity.

**Peer selection** Peer selection is dynamic. Entities constantly update their connections with peers that maximize their utility function.

**Utility calculation** All entities are interested in increasing only their own utility. The network is defined as an undirected graph with $G = (P, E)$ where $P$ is the set of entities and $E$ is the set of connections such that $c(i, j) = 1$ when there is a connection, $c(i, j) = 0$ when there is no connection, and $c(i, i) = 0$ for $i, j \in P$. The objective function is defined as $Q_i = \sum_{j=1}^{\mu} c(i, j) s_{ij}$ subject to $\sum_{j=0}^{\tau} c(i, j) \leq \forall i$. The number of satisfactory interactions $s_{ij}$ is defined as $s_{ij} = satisfactory(i, j) - unsatisfactory(i, j)$.

**Metric scope** Metric is a combination of local trust, connection trust and void downloads. Entities assess other entities' co-operation from their own experience, but do not share this information with other entities; scope of the metric is thus local.

**Analysis**

Applying INCA framework allows us to highlight some further research areas for the preceding publication.

- In order to establish connection with well behaved peers, an entity must first learn about the entities it interacts with. This is a function of the size of the network, cycle time - the time it takes to make a decision on the success of an interaction, e.g. downloading a movie is slower than downloading a song, availability of entities - time they spent connected to the network, and the number of connections each peer can have. All of these have an effect on convergence to a state that is stable and/or acceptable to a peer.

- Assuming a stable state is found, entities that join the network will have no history of previous interaction and thus it will be difficult for them to establish links with well behaved peers.
4.4 Comparable Work

The body of literature describing frameworks for incentive mechanisms encompasses both quantitative and qualitative studies. In the latter case, [108] considers distributed systems composed of autonomous entities co-operating to achieve their goals. Authors observe that incentive schemes play a central role, and propose a classification of incentive patterns. Matching these incentive patterns with specific application environment allows for a more systematic approach to the design of incentive schemes.

Quantitative studies typically analyze incentive mechanisms in the context of game theory [122]. The performance of three incentive schemes, token-exchange, peer-approved and service-quality, is analyzed in [114] by defining and using a model based on Multi-Person Prisoner’s Dilemma. A generalized form of Evolutionary Prisoner’s Dilemma model is used to study cooperation in peer-to-peer networks [86]. Authors conclude that even with unfettered and decentralized creation of identities, adaptable incentive mechanisms can produce systems that converge to full cooperation. Furthermore, scalability and security of networks is addressed in the context of private and shared history of entities’ actions. A formal game theoretic model for systems relying on centralized servers is presented in [60], and provides an analysis of equilibrium of user strategies for various payment schemes. With the view to assess and evaluate incentive systems in peer-to-peer networks, [14] presents a model of utilities obtained by entities, and various schemes to address the lack of incentives. Analytical expressions are provided for cases where there is a lack of complete payoff information and an inability to individually compensate entities. Authors’ main findings relate to the size of the network and variability of entities’ utility functions. Another study presents a discussion of Nash equilibrium for a non co-operative game between strategic players [32]. Assuming that the probability of obtaining a service from a producer depends on the contribution of a consumer (its production), this study addresses cases when the benefit to a peer from other entities’ contribution is common to all, and when the benefit is specific to each peer.

In networks with autonomous and transient entities, the supply and demand of services is likely to fluctuate. It would be desirable to design incentive mechanisms to take into account the dynamics of peer-to-peer networks, offering higher compensation for scarce services, and lower for abundant ones. More generally, for each entity having a set of strategies and preferred outcomes, the challenge is to design a utility function that at equilibrium yields a certain desirable network property [51]. This, in essence, is the domain of mechanism design. Work presented in [149] designs a utility function, and
Incentives Reference Framework

provides a solution using control theoretic approach.

4.5 Summary

This chapter presents INCA, a qualitative reference framework for incentive systems. All such systems can be de-constructed into five elements, incentive, differentiation, peer selection, utility calculation and metric scope. Functional and effective incentive mechanism will have all of those elements, except possibly the peer selection element. Each element presents some design choices that will define characteristics of an incentive mechanism.
Chapter 5

Leveraging Inter-Service Redundancy

5.1 Applicability of FSMs to Represent Services

Finite State Machines (FSMs) are well-known formal concept, which finds wide application in software specification, specification and verification of protocols, sequential logic circuits design or control systems (software and hardware) [29, 81, 68, 62].

In the context of electronic commerce, work presented in [6] models the interaction of an application whose state is described by a relational database (business model) as a restricted class of transducers (semi-positive outputs and cumulative state), which the authors argue, capture wide range of practically significant business models.


Usage of FSMs to formally describe services (as conversations a service can have) has been used in [20], which was presented in section 2.2.3. The communication between components of a composite service represented as FSMs is considered in [31], where authors show that composite services may no longer be a FSM in presence of unexpected behavior. Noting that only regular activities (interaction with the service) are considered in [20, 31], and that more complex and non-regular activity sequences are possible,
infinite-state automata are considered in [42].

Having presented related research work that uses FSM for representations of services and their limitations, we note that the purpose of the present thesis is not to find a new or best formal (see section 2.2.1 for other methods, for example) representation of services, but to argue that inter-service redundancy can be exploited to improve the robustness of applications that depend on those services.

5.2 Representation of Services

A consumer $C$ and producer $P$ interact through message passing. We assume that all messages are parametrized on the type of message and are of the form $c_i(data)$ and $p_j(data)$ where $c_i$ are messages sent by the consumer and received by the producer and $p_j$ are messages sent by the producer and received by the consumer. Parametrization on the type of message [31] allows us to decouple the data that is passed to the producer from the message itself. For each received non-null message, the producer replies with exactly one message ($c_i \rightarrow p_j$), where $p_j$ can be a null-message ($c_i \rightarrow e$). For the same input sequence, a producer will send the same output sequence (otherwise service would be random). The result of this interaction is some service that the consumer receives from the producer:

**Definition 5.2.1. (Service)** Given a finite sequence $s_c$ of messages $c$ drawn from some finite alphabet $C$ and a finite sequence $s_p$ of messages $p$ drawn from some finite alphabet $P$, a service is a tuple $(s_c, s_p)$ such that $|s_c| = |s_p|

**Example 1:** Given the messages $c_1(data) = \text{calculateSquareRoot}(data)$, $c_2(data) = \text{calculateAverage}(data)$ and $p_1(data) = \text{result}(data)$, then two services are $s_1 = (c_1(9), p_1(3))$ and $s_2 = (c_2(49, 51), p_1(50))$.

**Example 2:** In the case of an on-line purchase of books, a service can be represented as $s_3 = (c_{10}c_{11}c_{12}, p_1p_2p_3)$ or $s_4 = (c_{10}c_{11}c_{11}c_{11}c_{12}, p_1p_2p_2p_2p_3)$

where $c_{10} = \text{searchListContaining}($"finite", "state", "machines")

$c_{11} = \text{addToCart}($BookID$)$

$c_{12} = \text{checkOut}($shippingInfo, creditCardDetails$)$

$p_1 = \text{result}(\text{bookList})$

$p_2 = \text{cartContents}(\text{list})$
\[ p_3 = \text{transactionResult}('true') \]

The choice of service definition in definition 5.2.1 constrains how the interaction is described, for instance, whereas the “pull” case is readily handled, the “push” case (the producer sends a message on a null-message) would need to be handled differently. If, for instance, a consumer is interested in the membership change of a group (join or leave), a service tracking this change can either be polled (pull) or send membership change information to all that indicated their interest in that information as it happened (push). Presumably, this information would only be sent if the consumer were in a state to receive it, as evidenced for example by periodic “keep alive” messages. The push case of such a service could then be represented as \((c_k c_k \ldots c_k, \epsilon \epsilon \ldots p_t)\) where \(c_k = \text{heartbeat}()\) and \(p_t = \text{groupMembership}()\).

As noted in the last example, a provider can render various services \(s_3\) and \(s_4\) that achieve the same goal from the point of view of the consumer: purchasing books. The producer can specify those services compactly as a finite-state machine:

**Definition 5.2.2.** (Service Specification) A service specification is a finite-state transducer \(S_k = (\Sigma, \Gamma, Q_k, q_0, \delta_k, \omega_k)\) where

- \(\Sigma = \) is a finite input alphabet, or the set of all messages that can be received by the producer
- \(\Gamma = \) is a finite output alphabet, or the set of all messages that can be send by the producer
- \(Q_k = \) represents a finite set of states
- \(q_0 = \) represents the initial state of the machine where \(q_0 \in Q_k\)
- \(\delta = \) is a transition function where \(Q \times \Sigma \rightarrow Q\)
- \(\omega = \) is a output function \(Q \times \Sigma \rightarrow \Gamma \cup \epsilon\)

Note that we omit the final (or accepting) states from the definition 5.2.2 and assume that all \(q \in Q_k\) are final, since in different contexts, different final states might be specified. Alternatively, instead of the transition and output function, we can use a set of relations \(E \subseteq Q \times \Sigma \times \Gamma \times Q\).

Definitions 5.2.1 and 5.2.2 are similar to the approach taken elsewhere [20, 31], however these are based on finite-state automata and therefore use different classes of algorithms.

There are also alternative service representation to the one proposed here, which for example, would allow the producer to send an extra message in addition to the output
message caused by some specific input message sequence \((c_i \rightarrow p_jp_kp_l)\), or to send an output message even if no input was received \((\epsilon \rightarrow p_j)\). Such representations are more flexible when modeling a system, but involve much more complex - sometimes impractical - methods and algorithms. Note that those two examples correspond to subsequential (or \(\omega\)-subsequential) and nondeterministic machines respectively.

The relationship between a service and a service specification is given by:

**Definition 5.2.3. (Service Conformance)** A service \(s\) conforms to a service specification \(S\) if and only if the service \(s\) is a regular relation computed by \(S\).

With those definitions, we can now proceed to discuss the similarity of various service specifications.

### 5.3 Redundancy Calculation

The following discussion uses the notation summarized in table 5.1. We start by creating a graph \(G = (V, E)\) from the target and candidate specification where vertices are given by \(Q_T \times Q_C\) relation and edges are defined as a subset of \(E_T \times E_C\). Given \((q, \sigma, \gamma, r) \in E_T\) and \((q', \sigma, \gamma, r') \in E_C\), we define

\[
E_{qr} = \{((q, q'), \sigma, \gamma, (r, r')) \mid \exists(q, \sigma, \gamma, r) \in E_T \land \exists(q', \sigma, \gamma, r') \in E_C, q \neq r, q' \neq r'\}
\]

and

\[
E_{qq} = \{((q, q'), \sigma, \gamma, (q, q')) \mid \exists(q, \sigma, \gamma, q) \in E_T \land \exists(q', \sigma, \gamma, q') \in E_C\}.
\]

Then,

**Definition 5.3.1. (Redundancy Graph)** The redundancy graph of a service specification
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\[ T = (\Sigma_T, \Gamma_T, Q_T, q_T, E_T) \] with respect to a service specification \( C = (\Sigma_C, \Gamma_C, Q_C, q_C, E_C) \) is a graph \( G = (V, E) \) where \( V = Q_T \times Q_C \) and \( E = E_{qr} \cup E_{qq} \).

**Definition 5.3.2. (Redundancy Subgraph)** The redundancy subgraph of \( G = (V, E) \) is a graph \( G_s = (V_s, E_s) \) where \( V_s \) is any binary relation on \( Q_T \times Q_C \) with the following properties:

i) if \((t, c) \in V_s \) and \((t', c') \in V_s \), then \( c = c' \)

ii) if \((t, c) \in V_s \) and \((t', c) \in V_s \), then \( t = t' \)

iii) if \(|Q_T| \leq |Q_C| \) then \( \forall t \in Q_T, \exists c \in Q_C \) such that \((t, c) \in V_s \)

iv) if \(|Q_T| > |Q_C| \) then \( \forall c \in Q_C, \exists t \in Q_T \) such that \((t, c) \in V_s \)

Definition 5.3.2 basically states that \( V_s \) defines \(|Q_T| \) or \(|Q_C| \) one-to-one relations between states of \( Q_T \) and \( Q_C \). We can now define the terms redundancy and maximum redundancy:

**Definition 5.3.3. (Redundancy)** The redundancy of a service specification \( T \) with respect to a service specification \( C \) is a tuple \((G_s, I)\) where \( G_s = (V_s, E_s) \) is any redundancy subgraph of graph \( G \) such that \(|E_s| > 0\) and \( I = V_s \cap \{q_T \times q_C\} \)

**Definition 5.3.4. (Maximum Redundancy)** The maximum redundancy of a service specification \( T \) with respect to a service specification \( C \) is a tuple \((G_s^{max}, I)\) where \( G_s^{max} = (V_s, E_s^{max}) \) is a subgraph of \( G \) such that \( |E_s^{max}| \geq |E_s| \) and \( I = V_s \cap \{q_T \times q_C\} \)

Note that a brute-force approach to find \( G_s^{max} \) requires a comparison of \(|Q_T| \times |Q_C| \times (|Q_T| - 1) \times (|Q_C| - 1) \times (|Q_T| - 2) \times (|Q_C| - 2) \times \ldots \times (|Q_T| - n) \times (|Q_C| - n) \), where \( n = \min(Q_T, Q_C) \) or \( \frac{|Q_T||Q_C|!}{(Q_T - Q_C)!} \) possibilities. Such an approach quickly becomes computationally intensive, since for even a small number of states, for example \( Q_T = Q_C = 7 \), there are over \( 25 \times 10^6 \) possibilities.

To find a local maximum, a heuristic based on finding successive nodes with the greatest number of incoming and outgoing transitions connected to previously selected nodes is used. The number of comparisons necessary is \(|Q_T| \times |Q_C| + (|Q_T| - 1) \times (|Q_C| - 1) + (|Q_T| - 2) \times (|Q_C| - 2) \times \ldots + (|Q_T| - n) \times (|Q_C| - n)\), where \( N = |Q_C| - 1 \) and assuming \(|Q_C| \leq |Q_T| \). Note that the number of comparisons is less than \(|Q_T| \times |Q_C| \times |Q_C| \) since \( \sum_{n=0}^{N} n(|Q_T| - n)(|Q_C| - n) \leq 0 \).

The algorithm to find the maximum redundancy of a target with respect to a candidate is given in algorithm 1 and uses three functions, \textsc{Mark}, \textsc{Match} and \textsc{MaxG} listed below.
Algorithm 1: Redundancy

\begin{algorithm}
\textbf{input}: FST $T = (\Sigma_T, \Gamma_T, Q_T, q_T, E_T)$, FST $C = (\Sigma_C, \Gamma_C, Q_C, q_C, E_C)$

\textbf{output}: Graph $G_s^{\text{max}} = (V_s, E_s^{\text{max}})$, function $H()$ and Boolean $I$

1. $(e_i^{Q_T \times Q_C}, e_i^{Q_T \times Q_C}) \leftarrow \text{Mark}(T, C)$
2. $H \leftarrow \text{Match}(e_i^{Q_T \times Q_C}, e_i^{Q_T \times Q_C})$
3. $G_s^{\text{max}} = (V_s, E_s^{\text{max}}) \leftarrow \text{MaxG}(H())$
4. $I \leftarrow (q_T \in V_s) \land (q_C = H(q_T))$
\end{algorithm}

The purpose of the first function is to find all the transitions common to both service specifications. A transition is common to both specifications just in case it has the same input and output labels and in each specification, leads either back to the originating state (self-transition), or to a different state. The number of possible comparisons is $|Q_T| \times |Q_C| \times |\Sigma_T \cap \Sigma_C|$ or $|Q_T| \times |Q_C| \times |\Sigma_C|^2$ if we assume that $\Sigma_T = \Sigma_C$. The size of the output alphabet $\Gamma$ does not have an impact since there can only be one transition with a particular input label (the underlying finite-state transducer is deterministic).

The purpose of the second function is to find a "partial" one-to-one correspondence between states of both specifications (in the sense that the number of states may differ). As previously discussed, assuming $|Q_C| \leq |Q_T|$ the number of necessary comparisons is less than $|Q_T| \times |Q_C| \times |Q_C|$.

Finally, the third function filters out all states and transitions of the target service specification that do not have a counterpart in the candidate specification. Again, assuming $|Q_C| \leq |Q_T|$, the maximum number of comparisons to make is $|Q_C| \times |\Sigma_C|$.

For illustration purposes, the target and candidate machines shown in figures 5.1 and 5.2 respectively will be used as an example. We now want to create a machine that contains the target specification using the maximum redundancy just found.

### 5.4 Target Decomposition

The maximum redundancy (states and transitions) suggests that there is a distinction between the sequences that can be handled by the candidate machine and those that cannot. We therefore look for a decomposition of the target machine into distinct parts; the first which encodes the relationship between those two parts, the second which encodes sequences handled by the candidate machine and contains all states and transitions specified by $G_s^{\text{max}}$, and finally, the third which encodes the remaining sequences. Those
Function Mark

input: FST \( T = (\Sigma_T, \Gamma_T, Q_T, q_T, E_T) \), FST \( C = (\Sigma_C, \Gamma_C, Q_C, q_C, E_C) \)

output: Set of transitions \( e^o_{u,v} \) and \( e^i_{u,v} \) for each \( q_{u,v} \in Q_T \times Q_C \)

1 forall \( u \in Q_T \) do
2     forall \( v \in Q_C \) do
3         forall \( (u, \sigma_1, \gamma_1, r) \in E_T \) do
4             forall \( (v, \sigma_2, \gamma_2, s) \in E_C \) do
5                 if \( (\sigma_1 = \sigma_2 \land \gamma_1 = \gamma_2) \) then
6                     if \( (u \neq r \land v \neq s) \lor (u = r \land v = s) \) then
7                         \( e^o_{u,v} \leftarrow (u \cdot v, \sigma_1, \gamma_1, r \cdot s) \)
8                         \( e^i_{r,s} \leftarrow (u \cdot v, \sigma_1, \gamma_1, r \cdot s) \)
9                 end
10             end
11         end
12     end
13 return \( e^o_{Q_T \times Q_C}, e^i_{Q_T \times Q_C} \)

three machines are referred to as \( T_\alpha, T_\beta \) and \( T_\gamma \) respectively. The desired result of the composition \( T_\alpha \circ T_\beta \circ T_\gamma \) is a machine that contains the target machine \( T \), and is shown in figure 5.7.

In the process of decomposing the target machine, we need to create some special identifiers, by adding a reference to the state [119], that are not contained in either the input or output alphabets and which can be used in addition to the original transition labels. These identifiers will not be used as input to, or output from the candidate machine, and must preserve the structure of the finite state machine with respect to its sequentiality. A straight-forward manner to generate those new symbols is string homomorphism which replaces a symbol with a particular string, the method \texttt{concatenate}(\sigma,q)\) for instance creates a new label by concatenating strings used to represent a particular symbol and state.

5.4.1 Functionality Separation

The functional separation machine \((T_\alpha)\) contains only two states \( Q_\alpha = \{r, s\} \), representing the fact that the work is performed by either the \( T_\beta \) or \( T_\gamma \) machine and its starting state depends on whether the initial state of the target belongs to \( V_s \) and the transitions
Function Match

input: Set of transitions $e_{u,v}^o$ and $e_{u,v}^i$ for each $q_{u,v} \in Q_T \times Q_C$
output: Correspondence between states $Q_T$ and $Q_C$ given by $H()$

1. $\text{row} \leftarrow Q_T$
2. $\text{col} \leftarrow Q_C$
3. $H(u,v) \leftarrow \text{argmax}_{q_{u,v} \in Q_T \times Q_C} (|e_{u,v}^o| + |e_{u,v}^i| - |e_{u,v}^o \cap e_{u,v}^i|)$
4. while $|\text{row}| > 1 \land |\text{col}| > 1$ do
5. $\hat{Q} \leftarrow (\text{row} \leftarrow u) \times (\text{col} \leftarrow v)$
6. $\hat{S} \leftarrow \{q_{r,c} \mid \exists \text{key} \in H(), (q_{r,c}, \sigma, \gamma, q_{\text{key} - H(\text{key})}) \in e_{r,c}^o, q_{r,c} \in \hat{Q}\}$
7. $\hat{S} \leftarrow \{q_{r,c} \mid \exists \text{key} \in H(), (q_{\text{key} - H(\text{key})}, \sigma, \gamma, q_{r,c}) \in e_{r,c}^i, q_{r,c} \in \hat{Q}\}$
8. $H(u,v) \leftarrow \text{argmax}_{q_{u,v} \in S} (|e_{u,v}^o| + |e_{u,v}^i| - |e_{u,v}^o \cap e_{u,v}^i|)$
9. end
10. return $H()$

Function MaxG

input: Correspondence between states $Q_T$ and $Q_C$ given by $H()$
output: Graph given by $G_{s}^{\max}$

1. forall $\text{key} \in H()$ do
2. $V_s \leftarrow \text{key}$
3. $E_s^{\max} \leftarrow \{(\text{key}, \sigma, \gamma, r) \mid \forall r \in H(), (q_{\text{key} - H(\text{key})}, \sigma, \gamma, q_{r-H(r)}) \in e_{r,c}^o\}$
4. end
5. return $G_{s}^{\max} = (V_s, E_s^{\max})$

are defined by algorithm 5. The maximum number of comparisons is given by $|Q_T| \times |\Sigma_C|$, assuming $\Sigma_T = \Sigma_C$. The global machine is shown in figure 5.4.

5.4.2 Redundancy Reuse

The redundancy reuse machine $(T_3)$ encodes the information about how the candidate machine should be accessed in order to use only that part which produces the maximal redundancy. A "foreign" state is created which represents any state that is not contained in $G_{s}^{\max}$. There will be two other types of transitions in addition to those specified in $G_{s}^{\max}$. The first type encodes information about transitions where both vertices are
in the foreign state, and the second where one vertex is in the foreign state. The $T_\beta$ machine is shown in figure 5.5, and is produced by algorithm 6. The maximum number of comparisons is given by $|Q_T| \times |\Sigma_T|$, assuming $\Sigma_T = \Sigma_C$.

### 5.4.3 Service State Support

The state support machine ($T_\gamma$) encodes the information about the states and transitions that are not contained in $G_{\alpha}^{\max}$. The procedure is similar as for the $T_\beta$ machine except that the “foreign” state represents now all states contained in $G_{\alpha}^{\max}$ and instead of using input labels we use output labels. The $T_\gamma$ machine is shown in figure 5.6, and is produced by algorithm 7. The maximum number of comparisons is given by $|Q_T| \times |\Sigma_C|$, assuming
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5.5 Implementation Notes

\( T_\beta \) machine encodes the information about how the candidate machine should be accessed. This information must be interpreted in some way in order to realize an implementation. Any implementation would take advantage of the fact that regular relations are closed under concatenation, union and compositions operations (see section A.1.7). We first discuss three basic cases and then the two remaining complex cases which rely on the basic cases for implementation.

5.5.1 Transition to Start State

Whenever we have a transition \( \sigma_m/\gamma_n \) from a foreign state \( F \) to a state of \( T_\beta \), it implies that a transition should be made into the candidate machine \( C \). This particular case applies when \( q_i \in T_\beta \) corresponds to the start state of machine \( C \), in effect starting a new instance of the candidate machine. Those transitions can be expressed as \( F \xrightarrow{\sigma_m/\gamma_n} (q_i \mid q_i \in Q_\beta, q_i = q_C) \).
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Figure 5.4: $T_\alpha$ machine, where states $\{0, 1\}$ represent $\{r, s\}$ respectively

If a finite-state transducer $\tau_1$ computes a relation $|\tau_1|(\sigma_m) = \{\gamma_n\}$, then the concatenation $\tau_1 \cdot C$ results in a finite-state transducer $(\Sigma'_C, \Gamma'_C, Q'_C, F, E'_C)$ where $\Sigma'_C = \Sigma_C \cup \sigma_m$, $\Gamma'_C = \Gamma_C \cup \gamma_n$, $Q'_C = Q_C \cup F$ and $E'_C = E_C \cup (F, \sigma_m, \gamma_n, q_C)$.

5.5.2 Transition to Foreign State

Similarly to the previous case, whenever we have a transition $\sigma_m/\gamma_n$ from some state $q_i \in T_\beta$ to the foreign state $F$, it implies that a transition should be made out of the candidate machine $C$, in effect leaving the current instance of the candidate machine. Those transitions can be expressed as $(q_i \mid q_i \in Q_\beta) \xrightarrow{\sigma_m/\gamma_n} F$.

If a finite-state transducer $\tau_2$ computes a relation $|\tau_2|(\sigma_m) = \{\gamma_n\}$, then the concatenation of $C \cdot \tau_2$ results in a finite-state transducer $(\Sigma'_C, \Gamma'_C, Q'_C, q_C, E'_C)$ where $\Sigma'_C = \Sigma_C \cup \sigma_m$, $\Gamma'_C = \Gamma_C \cup \gamma_n$, $Q'_C = Q_C \cup F$ and $E'_C = E_C \cup (q_i, \sigma_m, \gamma_n, F)$.

5.5.3 Direct Connection Between States

The case where a transition $\sigma_m/\gamma_n$ must be made from one state of $T_\beta$ to another when there exists an extended transition function such that $\hat{\delta}(q_i, s) = q_j$ (equation A.1) implies that we remain in the current instance of the candidate machine, but that both the input and output labels of the transition do not belong to the alphabet of the candidate machine. Those transitions can be expressed as $q_i \xrightarrow{\sigma_m/\gamma_n} (q_j \mid q_i, q_j \in Q_\beta, \exists \hat{\delta}(q_i, s) = q_j, s \in \Sigma^*)$.

If two finite-state transducers compute the following relations, $|\tau_{3a}|(\sigma_m) = \{s\}$ and
Algorithm 5: createAlpha

input: FST $T = (S_T, \Gamma_T, Q_T, q_T, E_T)$, graph $G_s^{\max} = (V_s, E_s^{\max})$ and Boolean $I$
output: FST $T_\alpha = (\Sigma_\alpha, \Gamma_\alpha, Q_\alpha, q_\alpha, E_\alpha)$

1. $Q_\alpha \leftarrow (r, s)$
2. if (I) then $q_\alpha \leftarrow r$ else $q_\alpha \leftarrow s$
3. forall $q \in Q_T$ do
4.   forall $(q, \sigma, \gamma, q') \in E_T$ do
5.     symbol $\leftarrow$ concatenate($\sigma, q$)
6.     if ($q \in V_s \land q' \in V_s$) then
7.       if ($q, \sigma, \gamma, q' \in E_s^{\max}$ then $(\Sigma_\alpha, \Gamma_\alpha, E_\alpha) \leftarrow (\sigma, \gamma, (r, \sigma, \sigma, r))$
8.     else $(\Sigma_\alpha, \Gamma_\alpha, E_\alpha) \leftarrow (\sigma, \gamma, (r, \sigma, \sigma, r))$
9.     if ($q \notin V_s \land q' \notin V_s$) then
10.    $(\Sigma_\alpha, \Gamma_\alpha, E_\alpha) \leftarrow (\sigma, \gamma, (s, \sigma, \sigma, s))$
11.    if ($q \in V_s \land q' \notin V_s$) then
12.      $(\Sigma_\alpha, \Gamma_\alpha, E_\alpha) \leftarrow (\sigma, \gamma, (r, \sigma, \sigma, s))$
13.    if ($q \notin V_s \land q' \in V_s$) then
14.      $(\Sigma_\alpha, \Gamma_\alpha, E_\alpha) \leftarrow (\sigma, \gamma, (s, \sigma, \sigma, r))$
15. end
16. end
17. return $T_\alpha$

$|\tau_{3b}|(w) = \{\gamma_n\}$, where $w \in \Gamma^*$ is given by the extended output function $\tilde{\omega}(q_i, s) = w$ (equation A.2), then the composition of $\tau_{3a} \circ C \circ \tau_{3b}$ results in a finite-state transducer which computes the $\sigma_m/\gamma_n$ relation.

5.5.4 Transition to Arbitrary State

Whenever we have a transition $\sigma_m/\gamma_n$ from a foreign state to a state of $q_i \in T_\beta$ when $q_i$ is not the start state of machine $C$, it implies that a new instance of the candidate machine $C$ should be created and its state moved to the desired state before accepting any inputs. Those transitions can be expressed as $F \xrightarrow{\sigma_m/\gamma_n} (q_i \mid q_i \in Q_\beta, q_i \neq q_C)$.

This case can be handled by noticing that we can first create a transition $F \xrightarrow{\sigma_m/\gamma_n'} q_C$ as in case 5.5.1, and then obtain a direct transition $F \xrightarrow{\sigma_m/\gamma_n} q_i$ as in case 5.5.3.
5.5.5 Indirect Connection Between States

The case when a transition $\sigma_m/\gamma_n$ must be made from $q_i \in T_{\beta}$ to $q_j \in T_{\beta}$ but no extended transition function $\hat{\delta}(q_i, s) = q_j$ (equation A.1) exists, implies leaving the current instance of the candidate machine and moving to an arbitrary state of a new instance of a candidate machine. Those transitions can be expressed as $q_i \xrightarrow{s/w} (q_k \mid q_i, q_j, q_k \in Q_{\beta}, q_k \neq q_j, \forall \hat{\delta}(q_i, s) = q_k, s \in \Sigma^*)$.

This case can be handled by noticing that we can first create a transition $q_i \xrightarrow{\sigma_m'/\gamma_n'} F$ as in case 5.5.2 and a transition $F \xrightarrow{\sigma_m''/\gamma_n''} q_j$ as in case 5.5.4 before obtaining a direct transition $q_i \xrightarrow{\sigma_m'/\gamma_n'} q_j$ as in case 5.5.3.
Algorithm 6: createBeta

input: FST $T = (\Sigma_T, \Gamma_T, Q_T, q_T, E_T)$, FST $C = (\Sigma_C, \Gamma_C, Q_C, q_C, E_C)$, graph $C_s^{\text{max}} = (V_s, E_s^{\text{max}})$, function index($Q_T$) → $Q_C$ and Boolean $I$

output: FST $T_\beta = (\Sigma_\beta, \Gamma_\beta, Q_\beta, q_\beta, E_\beta)$

1. $T_\beta \leftarrow C$
2. $Q_\beta \leftarrow \text{foreign}$
3. if (I) then $q_\beta \leftarrow q_C$ else $q_\beta \leftarrow \text{foreign}$
4. for all $q \in Q_T$ do
5.   forall $(q, \sigma, \gamma, q') \in E_T$ do
6.     $L \leftarrow \text{concatenate}(\sigma, q)$
7.     $R \leftarrow \text{concatenate}(\gamma, q')$  
8.     if $(q \in V_s \land q' \in V_s)$ then
9.       if $(q, \sigma, \gamma, q') \notin E_s^{\text{max}}$ then
10.      $(\Sigma_\beta, \Gamma_\beta, E_\beta) \leftarrow (L, R, (\text{index}(q), L, R, \text{index}(q')))$
11.     else
12.      $(\Sigma_\beta, \Gamma_\beta, E_\beta) \leftarrow (\sigma, \sigma, (\text{foreign}, \sigma, \sigma, \text{foreign}))$
13.   end
14.     if $(q \notin V_s \land q' \notin V_s)$ then
15.      $(\Sigma_\beta, \Gamma_\beta, E_\beta) \leftarrow (L, R, (\text{index}(q), L, R, \text{foreign}))$
16.     end
17. end
18. return $T_\beta$

5.6 Summary

This chapter presents the formalization of the concept of redundancy based on the finite-state machine notation, and an algorithm to obtain this redundancy from any pair of services, as well as an algorithm to express one service in terms of another using the redundant functionality between the two services. The second algorithm works by decomposing the target service into three submachines such that the entire functionality of the original target machine can be recreated through application of the composition operation to the submachines. One of the submachines is a modified candidate machine while the remaining submachines represent the locally implemented functionality and
Although the performance of the proposed method is polynomial with respect to the service size, the additional cost is the implementation of the non-redundant functionality and related control locally. Additionally, the proposed method is obviously dependent on the expressive power of the regular relations (transducers), and future work includes investigations into the applicability of other formal ways of representing services.
Algorithm 7: createGamma

input : FST \( T = (\Sigma_T, \Gamma_T, Q_T, q_T, E_T) \), graph \( G_s^{\text{max}} = (V_s, E_s^{\text{max}}) \) and Boolean \( I \)

output: FST \( T_\gamma = (\Sigma_\gamma, \Gamma_\gamma, Q_\gamma, q_\gamma, E_\gamma) \)

1 \( Q_\gamma \leftarrow \text{foreign} \)

2 if (I) then \( q_\gamma \leftarrow \text{foreign} \) else \( q_\gamma \leftarrow q_T \)

3 forall \( q \in Q_T \) do

forall \( (q, \sigma, \gamma, q') \in E_T \) do

4 symbol \( \leftarrow \) concatenate(\( \gamma, q' \))

5 if \( (q \in V_s \land q' \in V_s) \) then

6 if \( (q, \sigma, \gamma, q') \in E_s^{\text{max}} \) then \( (\Sigma_\gamma, \Gamma_\gamma, E_\gamma) \leftarrow^+ (\gamma, \gamma, (\text{foreign}, \gamma, \gamma, \text{foreign})) \)

7 else \( (\Sigma_\gamma, \Gamma_\gamma, E_\gamma) \leftarrow^+ (\text{symbol}, \gamma, (\text{foreign}, \text{symbol}, \gamma, \text{foreign})) \)

8 if \( (q \notin V \land q' \notin V) \) then

9 \( (Q_\gamma, \Sigma_\gamma, \Gamma_\gamma, E_\gamma) \leftarrow^+ (\{q, q'\}, \sigma, \gamma, (q, \sigma, \gamma, q')) \)

10 if \( (q \in V \land q' \notin V) \) then

11 \( (Q_\gamma, \Sigma_\gamma, \Gamma_\gamma, E_\gamma) \leftarrow^+ (q', \text{symbol}, \gamma, (\text{foreign}, \text{symbol}, \gamma, q')) \)

12 if \( (q \notin V \land q' \in V) \) then

13 \( (Q_\gamma, \Sigma_\gamma, \Gamma_\gamma, E_\gamma) \leftarrow^+ (q, \text{symbol}, \gamma, (q, \text{symbol}, \gamma, \text{foreign})) \)

14 end

end

15 return \( T_\gamma \)
Figure 5.7: $T_\alpha \circ T_\beta \circ T_\gamma$ machine
Chapter 6

Method Evaluation

This chapter is concerned with evaluating the method proposed in chapter 5. A proof-of-concept is presented first, based on the service-based application developed in chapter 3. Then, time and space complexity analysis of the method is discussed.

6.1 Proof of Concept

This section outlines the representation of services as finite-state machines, and the application of algorithms presented in chapter 5.

6.1.1 Group Notification and Presence

One of the possible representations of a service that allows a group of users to send notification messages to each other or to the whole group, as well as being notified about new users joining the group or current users leaving the group is shown in figure 6.1. The service consists of only one state, in which it accepts requests to send messages and membership changes.

In this simplified model, the service is assumed to manage a list of current users and groups, and the users are assumed to fail gracefully, that is, by notifying the service of their departure. There are only four events to which the service will respond, a request to send a message to a particular user, a request to send a message to the whole group, a request to join the group and a request to leave the group. A listing of these events is given in table 6.1.
6.1.2 Bulk Transfer

A user that wishes to transfer a large file to all members of the group, proceeds as follows. It first uploads a file to the service and receives a status of that operation. It then notifies the service that this file should be made available to the whole group. The user then notifies all members of the group that the file is available for download, using the `sendGroupMessage(msg)` functionality. All participants then download the file and notify the owner of the file of their successful download using `sendPrivateMessage(msg)` functionality. The owner deletes the file from the service when all participants have downloaded the file. A listing of events specific to this service is given in table 6.2.

The service has three states, `ready`, `stored` and `downloading`. Time-outs (for example service duration specification) and file access control (basic security and group management) are assumed to be implemented by the service itself. Such a service could offer various performance characteristics, from storage space to download bandwidth made available to service consumers. A model of this service is shown in figure 6.2.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td><strong>sendPrivateMessage</strong>(<strong>msg</strong>): This functionality allows a message to be sent to a specific user. The <strong>msg</strong> parameter contains the unique identifier of the user and the message to be delivered.</td>
</tr>
<tr>
<td>b</td>
<td><strong>sendGroupMessage</strong>(<strong>msg</strong>): This functionality allows a message to be sent to all members of a specific group, including the sender. The <strong>msg</strong> parameter contains the unique identifier of the user and the message to be delivered.</td>
</tr>
<tr>
<td>c</td>
<td><strong>join</strong>(<em>group</em>): This functionality allows a user to become a member of a specific group.</td>
</tr>
<tr>
<td>d</td>
<td><strong>leave</strong>(<em>group</em>): This functionality allows a user to cease being a member of a specific group.</td>
</tr>
<tr>
<td>e</td>
<td><strong>status</strong>(<strong>msg</strong>): A user may receive a message detailing the status of some event. The <strong>msg</strong> parameter may be empty or contain information to be interpreted by the receiver.</td>
</tr>
<tr>
<td>f</td>
<td><strong>groupMembership</strong>(<em>list</em>): Whenever a user leaves or joins a group, this fact is made known to all current members of that group. The <em>list</em> parameter may contain the new membership list, or the difference with previously sent membership update.</td>
</tr>
</tbody>
</table>

Table 6.1: Group notification and presence service events

### 6.1.3 Data Consistency

All participants eventually must agree on the state of an object that can be modified by any one of them. A data consistency service then would help participants reach the consensus. A data consistency service may implement a strict exclusion or allow concurrent access to a given common object. In the model of figure 6.3 however, the data consistency service devolves the decision of allowing the modification to users themselves. This flexibility allows user to “implement” strict locking, majority voting, preemptive or some other mechanism. A listing of events specific to this service is given in table 6.3.

This service consists of two states, *unlocked* and *locked*. A specific object can only be modified when the service is in the locked state, a transition to which is decided by agreement of users. For example, if the users decide that the first request should be given the right to modify an object, then the timestamp of **modificationRequest**(**msg**) functionality would decide the user that is allowed to make modifications. If, on the other hand, majority voting is required, then users will send a request to modify, and
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>g</td>
<td>uploadFile(file): This functionality allows a file to be stored by the service.</td>
</tr>
<tr>
<td>h</td>
<td>share(msg): This functionality allows a user to share a file where the msg parameter specifies a unique file identifier.</td>
</tr>
<tr>
<td>i</td>
<td>download(msg): This functionality allows users to download a file where the msg parameter specifies a unique file identifier.</td>
</tr>
<tr>
<td>j</td>
<td>delete(msg): This functionality allows a user to delete a previously uploaded file where the msg parameter specifies a unique file identifier.</td>
</tr>
</tbody>
</table>

Table 6.2: Events specific to the bulk transfer service

act based on the received replies.

Note that this service is modeled as a client of the presence service: the membership of the group information is used to make decisions (when the owner of the lock leaves for example) and to notify all interested users by changes to the common object. On an implementation level, this model can be achieved by either registering this service as a member of the group, or by having one member of the group forward it information about membership change.

Figure 6.3: Model of data consistency service
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td>modificationRequest(msg): This allows the user to request that an object specified by the msg parameter be modified.</td>
</tr>
<tr>
<td>l</td>
<td>modify(msg): This allows the user to lock an object specified by the msg parameter.</td>
</tr>
<tr>
<td>m</td>
<td>memberLeave(): a group member left, where member ≠ lock owner</td>
</tr>
<tr>
<td>n</td>
<td>ownerLeave(): the lock owner left</td>
</tr>
</tbody>
</table>

Table 6.3: Events specific to the data consistency service

### 6.1.4 Exploiting Redundancy

Interaction with the services specified in figures 6.1, 6.2 and 6.3 allows the creation of a collaborative authoring application as discussed in chapter 3. If, however, we assume that an analysis of the incentives present in the data consistency service using the framework presented in chapter 4 yields a result that leads us to believe that this service is likely not to behave as specified, resulting in a negative impact on the reliability of the application, then we would like to replace it by a service based either on the notification and presence or the bulk transfer services. The assumption here, of course, is that those two candidate services are more reliable than the data consistency or target service.

It is easily found that there is no redundancy between the models of bulk transfer and data consistency services. On the other hand, application of algorithm 1 allows us to find the three submachines alpha, beta and gamma, shown in figures 6.4, 6.5 and 6.6 respectively. It can be easily verified that alpha o beta o gamma machine is equivalent to the data consistency service representation.

The beta submachine is a modified notification and presence service, modified in the sense that some new messages are defined and used between participants (e.g. k0 : e0 message). Some of those new messages are allowed only in certain cases, which is simulated by another state (e.g. k : k messages can only occur if l0 : e1 precedes it). Any implementation based on discussion in sections 5.5.1, 5.5.2 and 5.5.3 can be used in order to realize this submachine.

### 6.2 Complexity Evaluation

With the assumptions that $\Sigma_T = \Sigma_C$ and $|Q_C| \leq |Q_T|$, running the REDUNDANCY, CREATEALPHA, CREATEBETA and CREATEGAMMA algorithms, in the worst case, takes
What is the consequence of using this method on the number of states and transitions?

If the candidate specification is equivalent to the target specification \((C \equiv T)\), then both \(T_\alpha\) and \(T_\gamma\) machines will be simple identity machines, and no interpretation of \(T_\beta\) is necessary to realize it.

Considering the set of states and links of a machine, where the number of states and links of a machine \(M\) is denoted as \(|M|\) and \(<M>\) respectively, the number of states...
and links for $alpha$, $beta$ and $gamma$ machines is as follows. $Alpha$ will have one state and $< C >$ links (all functionality is performed by $r$ state while $s$ state is unconnected), $beta$ is exactly the candidate machine $C$ ($|C|$ states and $< C >$ links) and $gamma$ has one state (foreign) and $< C >$ links. The total therefore is $|C| + 2$ states and $3 < C >$ links.

If there is no redundancy between the candidate and target machines, $alpha$ will have one state and $< T >$ links ($r$ state is unconnected), $beta$ has one state (all functionality is performed by the foreign state) and $< T >$ links and $gamma$ has $|T|$ states and $< T >$ links, resulting in a total of $|T| + 2$ states and $3 < T >$ links. This is of course comparable the previous case: either all work is done by the candidate machine or by the local implementation and control.\(^1\)

For all cases in between, where some redundancy is found, $alpha$ always has at most two states and at most $< T >$ links, $beta$ has $|C| + 1$ states and at most $< C > + < T > - < C \cap T >$ links (where $< C \cap T >$ are the redundant transitions) and $gamma$ has $|T| - |C \cap T| + 1$ states (where $|C \cap T|$ are the redundant states) and at most $< T >$ links. The total therefore is $|C| + |T| - |C \cap T| + 4$ states and $< C > + 3 < T > - < C \cap T >$ links. Realization of the $beta$ machine will of course add to the space complexity, but is dependent on the specific implementation. The complexity of the proposed method therefore is polynomial with respect to time and linear with respect to space.

\(^1\)In the case when $C \equiv T$, that is, $T$ contains $C$ and $C$ contains $T$, then the number of states and links is exactly the same.
Chapter 7

Conclusions

7.1 Summary of Results and Contributions

An example of an Internet collaborative application based on services is presented. Starting from the basic requirements of the application, it is shown how these can be fulfilled by utilizing certain services accessed through standard set of protocols and off-the-shelf techniques. If, however, a service is executed in a manner that is not consistent with its advertised performance, due to rational behavior of the service producer for example, then the application using this service might not meet user's requirements. If we can estimate which services are more likely to behave in this manner, then it would be possible to classify them into candidate and target services respectively. A qualitative reference framework is proposed which can be used for this classification.

In order to improve the robustness of the resulting application, it is desired to express target services in terms of candidate services, especially if the two services share some common functionality. The premise of services in the context of service-oriented architectures is that they may be used in contexts not foreseen by designers of those services. It is likely therefore that some of the functionality may be duplicated between services, or, in other words, that some part of a service will be redundant with respect to some part of another service. This thesis formalizes the concept of redundancy and proposes an algorithm to obtain this redundancy from any pair of services expressed as finite-state machines.

Using this concept of redundancy furthermore, an algorithm to express the target service in terms of a candidate service is proposed. The algorithm works by decomposing the target service into three submachines such that the entire functionality of the original
target machine can be recreated through application of the composition operation to the submachines. One of the submachines is a modified candidate machine while the remaining submachines represent the locally implemented functionality and control.

The performance of the proposed method is polynomial with respect to the service size (states and alphabet). When applied to increasing the reliability of an application however, the additional cost is the implementation of the non-redundant functionality and related control locally.

7.2 Applicability

Despite the best effort of its proponents, a wide variety of services available on the Internet is not going to come into existence at some discontinuity in the (near) future, but is more likely to appear progressively, with both the quantity and differentiation between services increasing only gradually as business cases are made, tried out and validated. The direct impact on the various automatic service composition algorithms is that it might not be able to replace a service with an equivalent one, or it might not be able to find enough of pertinent services to complete the composition. Furthermore, services that are available might initially be of an experimental nature or provided by technology enthusiasts without any warranty of the service quality, resulting in fragile compositions. On the upside, such composition of services has the potential to reduce the cost of creation, customization and maintenance of applications, and is therefore unlikely to be abandoned as long as the relentless quest to improve the bottom line continues. The reasons presenting a fairly negative case for applications built from services could thus be ascribed to the growing pains of a new technology, a period that most technologies go through and during which various proposals jostle for attention, evolve, and sometimes flourish and sometimes wither and fade.

In the short and medium term therefore, before there is an extant body of services, it might be useful to provide an algorithmic method that allows to construct applications from services, not so much by composition, but by reusing services to fill in the blank left by an unreliable or inexistent service.

7.3 Open Questions

The method presented in this thesis still leaves some open questions. First and foremost, the developed algorithms are applied to sequential finite-state machines (transducers)
which model services. Can all services be expressed in this way, or is there a class of services that can always be modeled by a transducer? Furthermore, can this model be arrived at in an “automatic” manner? Additionally, from the formalism point of view, can we characterize the class of transducers that lends itself to the described method (i.e. does this method apply to all sequential transducers)?

Secondly, algorithm 4 (MAXG) finds a local optimum. Is there a method that guarantees a global optimum? Current proposal expresses a target in terms of a candidate; can a target be expressed in terms of two or more candidates?

A potential improvement to the presented approach would allow to specify what constitutes redundancy for a user, allowing the preservation of certain properties across services. A limitation of this method is illustrated by the following scenario: two services, $s_a$ and $s_b$ use a third service $s_c$. Assuming service $s_c$ is unreliable, a user may replace service $s_a$ by $s_b$ since from the point of view of the user, $s_a$ is unreliable and services $s_a$ and $s_b$ share the common functionality $s_c$. In that case, the user would still be depending on the unreliable service.

Finally, the current service-based application was implemented with Jabber, JXTA and HTTP protocols. A WS-based implementation of the same application would allow to compare performance and ease of development, as well as potentially serve as a platform for future developments. Additionally, an algorithmic classification of services into target and candidate based on the INCA framework would help to make the proposed method fully automatic.
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Appendix A

Finite-State Machines

A.1 Finite State Machines

This chapter presents a brief summary of the finite-state machines, along with some definitions that will be used in subsequent chapters.

A.1.1 Deterministic Machines

A finite state machine (FSM) can be defined [59] as:

Definition A.1.1. (FSM) A finite state machine $M$ is a synchronous system represented by a quintuple $M = (E, T, Q, \delta, \omega)$ with a finite input alphabet $\Sigma = \{\sigma_1, \ldots, \sigma_k\}$, a finite output alphabet $\Gamma = \{\gamma_1, \ldots, \gamma_l\}$, a finite state set $Q = \{q_1, \ldots, q_n\}$ and a pair of characterizing functions $\delta$ and $\omega$ given by $q_{v+1} = \delta(q_v, \sigma_v)$, $\gamma_v = \omega(q_v, \sigma_v)$ where $\sigma_v, \gamma_v, q_v$ are the input symbol, output symbol and state of $M$ at $v = 1, 2, \ldots$.

Thus the input to the machine is a sequence of symbols $\sigma_1 \ldots \sigma_k$, and the output of a machine is a sequence of symbols $\gamma_1 \ldots \gamma_k$. In general then, we can describe the behavior of a machine that is in some state in response to some input sequence using the following definitions:

Definition A.1.2. (Machine configuration) The configuration $(q, s)$ of a machine $M = (\Sigma, \Gamma, Q, \delta, \omega)$ is any element of $Q \times \Sigma^*$.

Where $\Sigma^*$ is the set of all strings over the alphabet $\Sigma$. This is defined in terms of the powers of the alphabet, which defines sets of strings formed from the alphabet with
specific lengths. The empty string (absence of symbols) is denoted as $\epsilon$. Thus, $\Sigma^0 = \{\epsilon\}$, $\Sigma^1 = \Sigma$, $\Sigma^2 = \Sigma \times \Sigma$ and so on, giving $\Sigma^* = \Sigma^0 \cup \Sigma^1 \cup \Sigma^2 \cup \Sigma^3 \ldots$

**Definition A.1.3. (Machine yield)** A machine in configuration $(q, s)$ yields the configuration $(q', s')$ in one step if there exist a symbol $\sigma \in \Sigma$ such that $s = \sigma s'$ and a transition function $\delta(q, \sigma) = q'$.

Where we have settled on a “direction” in the sense that the machine “consumes” one symbol at a time from the string instead of “produces” longer strings which would be the case if $s' = \sigma s$.

Noting that if $\delta(q, \epsilon) = q$, that is, for an empty string input the state does not change, it can be shown by induction [69] that a configuration $(q_1, s_1)$ yields a configuration $(q_n, s_n)$ if there exists a sequence of configurations $(q_1, s_1), (q_2, s_2), \ldots, (q_n, s_n)$ where $(q_i, s_i)$ yields $(q_{i+1}, s_{i+1})$ in one step. We can thus define an extended transition function [69] which takes a state and a string and returns a state $p$ after processing the string $s$ starting from state $q$:

$$\delta(q, s) = p$$  \hspace{0.5cm} (A.1)

We can similarly define the extended output function which takes an input string and returns an output string by setting $\omega(q, \epsilon) = \epsilon$ and where $\forall \sigma \in \Sigma$, $\forall s \in \Sigma^*$, $s = \sigma s'$

$$\omega(q, s) = \omega(q, \sigma s') = \omega(q, \sigma)\omega(\delta(q, \sigma), s') = s''$$  \hspace{0.5cm} (A.2)

To predict the output sequence produced by a machine, knowledge of the input sequence and the functions $\delta, \omega$ is not sufficient and the initial state (the state of the machine when the input sequence is presented) is also required. Additionally, an acceptance condition can be specified (the machine must end in some predefined state for example for the result to be valid) and represented as a subset of the valid states. For these reasons, an alternate and more specialized definition is given as:

**Definition A.1.4. (DFSM)** A deterministic finite state machine $M$ is a tuple $M = (\Sigma, \Gamma, Q, q_0, \delta, \omega, F)$ where $\Sigma$ is a finite input alphabet, $\Gamma$ is a finite output alphabet, $Q$ is a finite set of states, $q_0 \in Q$ is the initial state of the machine, $\delta$ is a transition function, $\omega$ is the output function and $F$ represents the acceptance condition where $F \subseteq Q$.

A further distinction can be made for the output function $\omega$ which can be expressed as either:

$$\omega : Q \times \Sigma \to \Gamma$$  \hspace{0.5cm} (A.3)
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\[ \omega : Q \rightarrow \Gamma \]  \hspace{1cm} (A.4)

describing a transition-assigned (or Mealy) machine or a state-assigned (or Moore) machine respectively. The exact choice between the Mealy or Moore machines is usually driven by the application at hand and systems that can be represented by one machine can also be represented by the other\(^1\). One of the differences is the amount of states necessary to represent the system, however, as expressed in [59]:

The selection of a state set in any given problem is neither unique nor necessarily simple. Since no general rules are available for this selection, it often calls for a trial-and-error approach. The speed at which the state set is selected and the size of the selected set are, by and large, a matter of "insight" and personal acquaintance with the system at hand.

Both Mealy and Moore machines are just special cases of more general machines where each input symbol may give an output sequence (e.g., \( \omega : Q \times \Sigma \rightarrow \Gamma^* \)), or an input sequence gives an output sequence (e.g., \( \omega : Q \times \Sigma^* \rightarrow \Gamma^* \)).

Note that the machine as defined in Definition A.1.4 can only be in one state at a time, and has the following property: \( \forall p, q, r \in Q, \forall \sigma \in \Sigma, \forall \gamma, \gamma' \in \Gamma, \) if \( \delta(p, \sigma) = r, \omega(p, \sigma) = \gamma \) and \( \delta(q, \sigma) = r, \omega(q, \sigma) = \gamma' \) then \( p = q \) and \( \gamma = \gamma' \) (or if we assume that equation \( \delta(q, \sigma) \) returns a set of states, then this property will be simply \( |\delta(q, \sigma)| \leq 1, \forall q, \sigma \)) A nondeterministic machine on the other hand can be in multiple states at once, and as such is a conceptual tool and does not represent a physical implementation of some system or behavior.

A.1.2 Nondeterministic Machines

In contrast to the deterministic machines, nondeterministic machines may for instance change state even if there is no input, may have multiple starting states and there may be none or more executable transition rules. To accommodate those differences a transition mapping is defined as \( \delta_n : Q \times \Sigma^* \rightarrow \mathcal{P}(Q) \), where the return value is represented as a powerset\(^2\) of \( Q \). The output mapping can similarly be defined as \( \omega_n : Q \times \Sigma^* \times Q \rightarrow \Gamma^* \).

In the nondeterministic cases, an alternative notation is more convenient, and instead of the mappings \( \delta_n \) and \( \omega_n \), the transition relation \( \Delta \) is used:

\(^1\)Note that in the case of the Moore machine, an output could be generated even in the absence of an input (empty string \( \epsilon \)). The Mealy machine cannot do that unless \( \epsilon \in \Sigma \).

\(^2\)A powerset of \( S \) is the set of all subsets of \( S \), including the empty set \( \emptyset \).
Definition A.1.5. (NFSM) A nondeterministic finite state machine $M$ is a tuple $M = (\Sigma, \Gamma, Q, Q_0, \Delta, F)$ where $\Sigma$ is a finite input alphabet, $\Gamma$ is a finite output alphabet, $Q$ is a finite set of states, $Q_0 \subseteq Q$ are the initial states of the machine, $\Delta \subseteq Q \times \Sigma^* \times \Gamma^* \times Q$ is the transition relation and $F$ represent the acceptance condition where $F \subseteq Q$.

Each transition relation $(p, \sigma, \gamma, q) \in \Delta$, or edge from state $p$ to state $q$ can be represented as $p \xrightarrow{\sigma, \gamma} q$, where $\sigma$ and $\gamma$ play the role of input and output labels of the edge respectively. Each input to the machine will describe a path which is a finite sequence $[18]$ of relations represented as: $q_0 \xrightarrow{\sigma_1, \gamma_1} q_1 \xrightarrow{\sigma_2, \gamma_2} q_2 \cdots \xrightarrow{\sigma_n, \gamma_n} q_n$. The input and output labels of the path are $\sigma_{in} = \sigma_1 \sigma_2 \cdots \sigma_n$ and $\gamma_{out} = \gamma_1 \gamma_2 \cdots \gamma_n$ respectively. The machine thus computes the relation $(\sigma_{in}, \gamma_{out})$ on $\Sigma^* \times \Gamma^*$. A path is called successful if it starts from an initial state $q_s \in Q_0$ and ends in some state $q_f$ that fulfills an acceptance condition, usually defined as $q_f \in F \subseteq Q$. In general then, and in contrast to deterministic machines, a nondeterministic machine can have multiple successful paths for the same input label $\sigma_{in}$ resulting in a set of relations $R = \{(\sigma_{in}, \gamma_{out}), (\sigma_{in}, \gamma_{out}) \cdots (\sigma_{in}, \gamma_{out})\}$.

A.1.3 State and Machine Equivalence

If a system is described using a finite state machine, it is helpful to be able to decide if some states are equivalent$^3$. Equivalent states can be combined, resulting in a lower number of states.

Definition A.1.6. (State equivalence) Given a machine $M = (\Sigma, \Gamma, Q, q_0, \delta, \omega, F)$ and two states $q_i, q_j \in Q$ then $q_i \equiv q_j$ if and only if $\hat{\omega}(q_i, s) = \hat{\omega}(q_j, s) \forall s \in \Sigma^*$.

It can be shown that two states are equivalent if for every input sequence of length $|Q - 1|$, the same output sequence is produced $[67]$. State equivalence in two distinct machines $M_A = (\Sigma, \Gamma, Q_A, q_A, \delta_A, \omega_A, F_A)$ and $M_B = (\Sigma, \Gamma, Q_B, q_B, \delta_B, \omega_B, F_B)$ can be defined similarly.

Definition A.1.7. (Containment) Given two machines $M_A = (\Sigma, \Gamma, Q_A, \delta_A, \omega_A, F_A)$ and machine $M_B = (\Sigma, \Gamma, Q_B, \delta_B, \omega_B, F_B)$, $M_B$ contains $M_A$ if for every state $q_A \in Q_A$ there exists at least one equivalent state $q_B \in Q_B$.

---

$^3$If $R$ is a relation on $S \times S$, then
- $R$ is reflexive if $(a, a) \in R \forall a \in S$
- $R$ is symmetric if $(b, a) \in R$ then $(a, b) \in R$
- $R$ is transitive if $(a, b) \in R$ and $(b, c) \in R$ then $(a, c) \in R$

An equivalence relation ($\equiv$) is reflexive, symmetric and transitive. Equivalence relations give rise to equivalence classes that contain all and only related members.
Definition A.1.8. (Machine equivalence) Machine $M_A = (\Sigma, \Gamma, Q_A, \delta_A, \omega_A, F_A)$ and machine $M_B = (\Sigma, \Gamma, Q_B, \delta_B, \omega_B, F_B)$ are equivalent if and only if machine $M_A$ contains $M_B$ and $M_B$ contains $M_A$.

A.1.4 Transformation and Classification

Finite state machines are a model for real systems or behavior, and thus, it helps to understand the nature of this physical behavior, or alternatively, describe which behavior is realizable by finite-state machines.

As is apparent from the above definitions and equations (A.3) and (A.4), a machine transforms an input sequence into an output sequence. Two main characteristics are due to the finiteness of states. For example, it can be shown [67] that a machine with $|Q| = n$ states presented with an input sequence with period $p$ produces an output sequence with period at most $np$. If the input sequence is composed of indefinite number of identical symbols, then the output sequence will also become periodic. A machine that transforms input sequences into output sequences is sometimes referred to as finite state transducer.

Instead of using a finite-state machine to transform input sequences, it is possible to use it in order to classify those sequences. If for example equation (A.3) is constructed such that given $\Gamma = \{0, 1\}$, for any input $\sigma \in \Sigma$ and any state $p, q \in Q$, the output function is $\omega(p, \sigma) = 1$ whenever $\delta(p, \sigma) = q$ and $\omega(p, \sigma) = 0$ otherwise, then it would be possible to “accept” or “recognize” a sequence that enters the machine into the $q$ state. The same can be achieved - in a more explicit fashion - by using the equation (A.4) instead. The definition of a machine can then be rephrased as:

Definition A.1.9. (FSA) A finite state automaton is a tuple $A = (\Sigma, Q, q_0, \delta, F)$ where $\Sigma$ is a finite input alphabet (or symbols), $Q$ is a finite set of states, $q_0 \in Q$ is the initial state of the automaton, $\delta$ is a transition function, $\delta : Q \times \Sigma \rightarrow Q$ in the deterministic case or $\delta : Q \times (\Sigma \cup \{\epsilon\}) \rightarrow \mathcal{P}(Q)$ in the nondeterministic case, $F = \{q_f \mid \forall (p, \sigma), \delta(p, \sigma) = q_f \land \omega(p, \sigma) = \gamma \}$ is the set of favorable (or final or accepting) states.

Finite state machines can therefore be defined with respect to their intended domain of application, as automata (recognizers) or transducers.

A.1.5 Machine Description and Properties

The description of a finite state machine is usually given in a transition table or transition graph [68] from which the $\delta$ and $\omega$ functions can be obtained. For example, the same
machine can be represented by a transition table where rows are a subset of \((Q \times \Sigma \times Q \times \Gamma)\) relations, or a transition graph where edges are labeled with a subset of \((\Sigma \times \Gamma)\) relations as shown in Figure A.1.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>State (i)</td>
<td>Input (i + 1)</td>
</tr>
<tr>
<td>(q_0)</td>
<td>-</td>
</tr>
<tr>
<td>(q_1)</td>
<td>-</td>
</tr>
<tr>
<td>(q_2)</td>
<td>0</td>
</tr>
<tr>
<td>(q_2)</td>
<td>1</td>
</tr>
<tr>
<td>(q_3)</td>
<td>0</td>
</tr>
<tr>
<td>(q_3)</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure A.1: Representation of a machine using either a transition table or graph

As with any theoretical method that provides a solution to a practical problem, we would like to be able to implement it while minimizing the associated cost. If the description therefore is not in a deterministic form, which it may not be for reasons of easier system characterization, then it needs to be transformed into its deterministic equivalent (see section A.1.3) before being physically implemented, a process called determinization. The second concern is with the complexity of the model (both in terms of the number of states and transitions) and thus with the minimization of a machine. Since there is no general way to minimize the number of nodes or transitions in a nondeterministic graph [67], minimization is usually applied to deterministic machines.

If we are concerned with classification tasks, there is a straightforward way of transforming a nondeterministic graph into an equivalent deterministic one, as well as minimizing it [81, 69]. In the task of describing input-output transformations, nondeterministic transition graphs pose problems at the determinization level as the equivalence (and intersection) of two nondeterministic transducers are equivalent to the Post Correspondence Problem\(^4\) and are thus undecidable [19].

\(^4\)An instance of the Post Correspondence Problem (PCP)[69] consists of two lists \(A = a_1, \ldots, a_k\) and \(B = b_1, \ldots, b_k\) of strings over an alphabet \(\Sigma\) and of the question if this instance has a solution. The solution will be a sequence of one or more integers \(i_1, \ldots, i_n\) such that \(a_{i_1} \ldots a_{i_m} = b_1 \ldots b_m\).
A.1.6 Automata, Languages and Operations

Given a deterministic automaton \( A_D = (\Sigma, Q, q_0, \delta, F) \), and using equation (A.1), a language\(^5\) \( L \) of \( A_D \) denoted \( L(A_D) \) [69] is:

\[
L(A_D) = \{ w | \hat{\delta}(q_0, w) \in F \}
\]

Similarly, for a nondeterministic automaton \( A_N = (\Sigma, Q, q_0, \delta, F) \) where \( \hat{\delta}(q, w) \) returns a set of states, a language \( L \) of \( A_N \) denoted \( L(A_N) \) is:

\[
L(A_N) = \{ w | \hat{\delta}(q_0, w) \cap F \neq \emptyset \}
\]

Note that section A.1.3 defines equivalence of two states in terms of the output function \( \omega \). We can restate it in terms of the set \( F \) and equation A.1 as follows. Two states \( p, q \in Q \) are equivalent if and only if \( \forall s \in \Sigma^* \), \( \hat{\delta}(p, s) \in F \land \hat{\delta}(q, s) \in F \). In general, two automata are equivalent iff \( L(A_i) = L(A_j) \), that is, \( L(A_i) \subseteq L(A_j) \) and \( L(A_j) \subseteq L(A_i) \).

Languages accepted by finite-state automata are called regular languages. Given two languages \( L(A_i) \) and \( L(A_j) \), then the operations shown in Table A.1 result in some other regular language accepted by automaton \( A_k \) [81]. A major result of automata theory is that a language \( L \) is accepted by some nondeterministic automaton if and only if \( L \) is accepted by some deterministic automaton [69].

If a system is composed of two or more automata executing in parallel, then the state of that system can be expressed in terms of the states of the individual automata. For two automata \( A_1 \) and \( A_2 \), the system will have \( Q_1 \times Q_2 \) (or \( |Q_1| \cdot |Q_2| \)) states. The transition function \( \delta' \) is a relation on \( Q_1 \times Q_2 \times (\Sigma_1 \cup \Sigma_2) \times Q_1 \times Q_2 \) and is defined as:

\[
\delta'((p, q), \sigma) = \{ (p', q') | \delta_1(\sigma, p) = p', \delta_2(\sigma, q) = q' \}
\]

where \( p, p' \in Q_1 \), \( q, q' \in Q_2 \) and \( \sigma \in \Sigma_1 \cup \Sigma_2 \). If the system halts in some state \( (p', q') \in F_1 \times F_2 \) then the string is accepted by both automata, which is exactly the result of \( L(A_1) \cap L(A_2) \).

A.1.7 Transducers, Relations and Operations

Depending on the problem at hand, finite-state transducers can be interpreted in the following ways [121].

---

\(^5\)A regular expression can also be used to specify all regular languages. Algorithmic procedures exists to convert from a regular expression to a finite state automaton, and vice versa.
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Table A.1: Operations that result in regular languages

<table>
<thead>
<tr>
<th>Operation</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Union</td>
<td>$L(A_k) = L(A_i) \cup L(A_j)$</td>
</tr>
<tr>
<td>Complementation</td>
<td>$L(A_k) = \Sigma^* - L(A_j)$</td>
</tr>
<tr>
<td>Difference</td>
<td>$L(A_k) = L(A_i) - L(A_j)$</td>
</tr>
<tr>
<td>Concatenation</td>
<td>$L(A_k) = L(A_i)L(A_j)$</td>
</tr>
<tr>
<td>Kleene star</td>
<td>$L(A_k) = (A_i)^*$</td>
</tr>
<tr>
<td>Intersection</td>
<td>$L(A_k) = L(A_i) \cap L(A_j)$</td>
</tr>
</tbody>
</table>

We can view finite-state transducers as finite-state automata with an alphabet $\Sigma = \Sigma_1 \times \Sigma_2$, accepting or rejecting string pairs $(a, b)$ where $a \in \Sigma_1^*$ and $b \in \Sigma_2^*$. This automaton is given by $A = (\Sigma, Q, q_0, \delta, F)$ where $F \subseteq Q$ represents some acceptance condition consistent with the problem at hand, and $\delta = \{(p, (a, b), q) \mid (p, a, b, q) \in Q \times \Sigma_1^* \times \Sigma_2^* \times Q\}$\(^6\).

We can view finite-state transducers as translators when we consider a class of mappings from strings defined on $\Sigma^*$ to sets of strings $\mathcal{P}(\Gamma^*)$, for example, house $\rightarrow \{maison, casa, Haus\}$. This mapping is rational if it can be realized by some finite-state transducer. Assuming that $\delta(q, (a, b))$ may return a set of states and using equation A.2, we can define a rational transduction $t : \Sigma^* \rightarrow \mathcal{P}(\Gamma^*)$ such that $t(s_i) = \{s_0 \mid \exists \omega(q_0, s_i), s_i \in \Sigma^*\}$ and a rational function if $|t(s_i)| \leq 1, \forall s_i \in \Sigma^*$.

Finally, a finite-state transducer can be viewed as computing relations between sets of strings\(^7\). By analogy with finite-state automata accepting languages if and only if they are regular (see section A.1.6), transducers accept (compute) relations if and only if they are regular.

Regular relations are defined as [76]: $\{\emptyset\}$ and $\{(a_i, a_j) \mid a_i, a_j \in A\}$. Furthermore, if $R_a$, $R_b$ and $R_c$ are regular relations, then the following also describe regular relations:

1. $R_a \cdot R_b = \{(a_ib_n, a_jb_m) \mid (a_i, a_j) \in R_a, (b_n, b_m) \in R_b\}$
2. $R_a \cup R_b = \{(r_i, r_j) \mid (r_i, r_j) \in R_a \text{ or } (r_i, r_j) \in R_b\}$
3. $\cup_{k=0}^{\infty} R_c^k = \emptyset \cup R_c \cup R_c \cdot R_c \cup R_c \cdot R_c \cdot R_c \cdot R_c \ldots$

\(^6\)This can also be seen as a class of directed graphs where states are vertices and labeled edges are given by $E \subseteq Q \times \Sigma_1^* \times \Sigma_2^* \times Q$.

\(^7\)Any subset of the cross-product (including the empty set) between two sets, $A \times B = \{(a, b) \mid a \in A, b \in B\}$, is a binary relation over $A \times B$. 
Table A.2: Operations that result in regular relations

<table>
<thead>
<tr>
<th>Operation</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Union</td>
<td>$R(M_k) = R(M_i) \cup R(M_j)$</td>
</tr>
<tr>
<td>Complementation</td>
<td>Generally not closed</td>
</tr>
<tr>
<td>Difference</td>
<td>Generally not closed</td>
</tr>
<tr>
<td>Concatenation</td>
<td>$R(M_k) = R(M_i)R(M_j)$</td>
</tr>
<tr>
<td>Kleene star</td>
<td>$R(M_k) = R(M_i)^*$</td>
</tr>
<tr>
<td>Intersection</td>
<td>Generally not closed</td>
</tr>
<tr>
<td>Cross product</td>
<td>$R(M_k) = L(A_i) \times L(A_j)$</td>
</tr>
<tr>
<td>Composition</td>
<td>$R(M_k) = R(M_i) \circ R(M_j)$</td>
</tr>
</tbody>
</table>

where $R^k$ are $k$ concatenations of $R$. By definition, thus, regular relations are closed under the concatenation, union and Kleene-star operations. Operations on regular relations that result in other regular relations are presented in Table A.2. In contrast to the intersection operation on regular languages, regular relations are generally not closed under intersection. To use an oft-cited example, two regular relations $R_1 = (a^n b^*, c^n)$ and $R_2 = (a^* b^n, c^n)$ relate a regular language into another regular language, however $R_1 \cap R_2 = (a^n b^n, c^n)$ relates a non-regular language into a regular language.

If we use the output of one machine as the input into another, the machines are then connected in series (or cascade). It is possible to combine the individual machines into one equivalent machine through the composition operation. Using the definitions for the finite-state machines $M_i = (\Sigma, H, Q_i, \delta_i, \omega_i)$ and $M_j = (\Gamma, H, Q_j, \delta_j, \omega_j)$, then we obtain $M_k = (\Sigma, \Gamma, Q_i \times Q_j, \delta_k, \omega_k)$ where,

$$
\delta_k((p, q), \sigma) = \{(p', q') \mid \delta_i(\sigma, p) = p', \delta_j(\omega_i(\sigma, p), q) = q'\}
$$

$$
\omega_k((p, q), \sigma) = \{\sigma' \mid \sigma' = \omega_j(\omega_i(\sigma, p), q)\}
$$

(A.5)

The cross-product operation applied to sets of regular languages, $L(A_1) \times L(A_2)$ can be shown [76] to create regular relations. The input strings $L_I(M) = \{s \in \Sigma^* \mid \exists (s, z) \in R(M)\}$ and output strings $L_O(M) = \{z \in \Gamma^* \mid \exists (s, z) \in R(M)\}$ (and thus the input and output automata) can be retrieved from transducer $M$ through projection operations.

### A.2 Transducer Properties

Certain transducers can exhibit the following properties. They can be $\epsilon$-free, where no edge is labeled with the empty string (the class of transducers with $\Delta \subseteq Q \times \Sigma \times \Gamma \times Q$
is closed under the intersection operation [121]); minimal, where no other graph with exactly the same paths that has fewer states exists; trim, where all states are accessible from the initial states and where there is at least one successful path from each state (states not meeting this requirement can be removed without changing the capability of the machine); real-time where the input label is a single symbol from $\Sigma$ or $\Sigma \cup \{\epsilon\}$ resulting in $\Delta \subseteq Q \times \Sigma \times \Gamma^* \times Q$.

### A.2.1 Unambiguous Transducers

Transducers are unambiguous if any input to the machine is the label (see section A.1.2) of at most one successful path. If any input string in $\Sigma^*$ is mapped to either an empty set or to a set containing only one member, then the mapping represents a rational function (see section A.1.7). Thus, unambiguous transducers realize rational functions, and any rational function $\pi$ can be represented by an unambiguous transducer if $\pi(\epsilon) = \emptyset \lor \{\epsilon\}$ [121].

### A.2.2 Functional Transducers

Any transducer that realizes a rational function is called a functional transducer, where functionality is a decidable property of transducers [128]. For example, the class of unambiguous transducers is functional since they realize rational functions. Note that given an input label, if there are two or more successful paths (an ambiguous transducer) but the output labels are exactly the same for all paths, then the transducer still realizes a rational function. In general, the equivalence of two finite-state transducers is an undecidable problem, unless transducers are functional [19]. An example of a functional transducer that is not sequential (and does not have a sequential equivalent [56]) is shown in Figure A.2.

### A.2.3 Sequential and p-Subsequential Transducers

A functional transducer that is deterministic with respect to one projection or the other (the automaton that accepts the resulting language is deterministic) is called a sequential transducer, and form the most practical class of transducers. By definition, a rational function is sequential if it can be realized by a sequential transducer, and those functions
can be characterized as follows [99]: if $f$ is a rational function mapping $\Sigma^*$ to $\Gamma^*$, then $f$ is sequential if and only if there exists a positive integer $K$ such that $\forall s \in \Sigma^*, \forall \sigma \in \Sigma, \exists w \in \Gamma^*, |w| \leq K : f(sa) = f(s)w$.

Functional transducers can be shown to be exactly the composition of left- and right-sequential transducers [99]: if $f$ is a function mapping $\Sigma^*$ to $\Gamma^*$, then $f$ is rational if and only if there exists a left-sequential function $g : \Sigma^* \rightarrow \Omega^*$ and a right-sequential function $h : \Omega^* \rightarrow \Gamma^*$ such that $f = g \circ h$, where left- and right-sequentiality refers to the input and output labels respectively.

Sequential transducers are deterministic machines [99] as described in section A.1.1. An equivalent definition is given in [18], where three conditions must be met, namely that the transducer is real-time, that it has a unique initial state, and that for any state and input, there is at most one transition leaving that state and labeled with the input. These conditions ensure that for any input string $s_i \in \Sigma^* \setminus \{e\}$, there is at most one output string $i_o \in \Gamma^*$ such that $(s_i, s_o)$ is a regular relation. An example of a sequential transducer is shown in Figure A.3 [99].

Subsequential transducers are a generalization of sequential transducers, and have additional output symbols based on the final state reached by the transducer during

---

8 An example of a function that is not sequential [99] is: $f(w) = \begin{cases} a^{\lvert w \rvert} & \text{if } \lvert w \rvert \text{ is even} \\ b^{\lvert w \rvert} & \text{if } \lvert w \rvert \text{ is odd} \end{cases}$
the computation of the input. Thus, a subsequential transducer is defined as $M_{\text{subseq}} = (\Sigma, \Gamma, Q, q_0, \delta, \omega, \rho)$, where $\rho$ is the final emission function, $\rho : Q \rightarrow \Gamma^*$ and other terms are defined as before [121]. For any input string $s$, therefore, a subsequential transducers defines a mapping to $\hat{\omega}(q_0, s_i)\rho(\hat{\delta}(q_0, s_i))$ or to $\{\emptyset\}$ if there is no successful path. Subsequential transducers are therefore functional; p-Subsequential transducers on the other hand allow up to $p \geq 1$ final emission strings to be associated with each state, allowing to model a certain finite level of ambiguity in the application. An example of a 2-subsequential transducer is shown in Figure A.4 [99].

![Figure A.4: An example of a 2-subsequential transducer](image)

### A.2.4 Classes of Transducers

Finite-state transducers in literature are identified as functional (FUNC), non-functional (NONF), ambiguous (AMBI), unambiguous (UNAM), deterministic (DET), sequential (SEQ), subsequential (SUBS) and p-subsequential (PSUB). The definition of a deterministic machine given in A.1.1 corresponds to the definition of a sequential transducer in [121] and both conform to the definition of an unambiguous transducer, thus UNAM = DET = SEQ. The relationship between those concepts is presented in Figure A.5

![Figure A.5: Relationship between classes of transducers](image)
A.3 Transducer Composition and Decomposition

Decomposition of a machine $M$ with a specified terminal behavior into two or more sub-machines $M_a, \cdots, M_w$ can be phrased in terms of a composition problem: find two or more machines which will produce the desired terminal behavior when connected in a prescribed way. This requirement does not imply that the original machine and the combination of sub-machines be equal, or even equivalent. It is sufficient for the combination of sub-machines to contain the original machine. In practical terms it means that the composition can do whatever the original machine can do.

The method of connecting the sub-machines play an important role in both the composition and decomposition problems. Serial and parallel connection methods are the basic building blocks, although more complex connection schemes can be defined. Note that it is assumed that all machines have the same input and output alphabet, and furthermore, in the serial case, $\Sigma = \Gamma$. Parallel composition is associative and commutative and is only defined in case all machines are $e$-free (see section A.2). The composition operation was described in section A.1.7 where the output and transition functions are given in equation A.5.

In certain cases it is also possible to compose transducers in parallel. The number of resulting states is in practice less than the product of the number of states of the component machines since many states are undefined or unreachable. Using the definitions for the finite-state machines $M_i = (\Sigma, \Gamma, Q_i, \delta_i, \omega_i)$ and $M_j = (\Sigma, \Gamma, Q_j, \delta_j, \omega_j)$, then we obtain $M_k = (\Sigma, \Gamma, Q_i \times Q_j, \delta_k, \omega_k)$ where,

\[
\delta_k((p, q), \sigma) = \{(p', q') | \delta_i(p, \sigma) = p' \land \delta_j(q, \sigma) = q' \land \exists \omega_k((p, q), \sigma)\}
\]
\[
\omega_k((p, q), \sigma) = \{\sigma' | \omega_i(p, \sigma) = \sigma' \land \omega_j(q, \sigma) = \sigma'\}
\] (A.6)

Although at first glance, serial and parallel composition of transducers appears very different, in one application area, the finite-state morphology, Karttunen and Beesley [77] write:

*From a formal point of view there is no substantive difference; a cascade of rewrite rules and a set of parallel two-level constraints are just two different ways to decompose a complex regular relation into a set of simpler relations that are easier to understand and manipulate.*
A.4 Algorithms

Within the class of finite-state machines which are available to describe a variety of problems, Mohri [99] notes:

$s$equential transducers are computationally interesting because their use with a given input does not depend on the size of the transducer but only on the size of the input. Since using a sequential transducer with a given input consists of following the only path corresponding to the input string and in writing consecutive output labels along this path, the total computational time is linear in the size of the input [...].

As such, the following issues are usually addressed: verification that a given transducer defines a functional relation; verification that a given transducer defines a subsequential relation; for transducers that define subsequential relations, determinize it by constructing an equivalent subsequential transducer; and, for subsequential transducers, minimize it by constructing an equivalent minimal subsequential transducer.

A.4.1 Decidability

Schützenberger [128] showed that functionality of finite-state transducers is a decidable property. Choffrut [37] proved that sequentiality of finite-state transducers is decidable and Mohri [99] generalized this to p-subsequential transducers while Roche and Schabes [121] show how to decide subsequentiality of unambiguous transducers. Béal and al. [19] proposed squaring transducers to decide functionality and sequentiality. Gaál [56] proposes an algorithm that decides if a given transducer represents a p-subsequential mapping.

A.4.2 Determinization and Minimization

Determinization algorithms (possibly application-specific) are applied to transducers to obtain sequential or p-subsequential transducers, for example [120, 18].

Minimization algorithms for sequential or p-subsequential transducers reduce the size of the finite-state transducers and examples include [98, 100, 38].

In addition to these algorithms, composition [151], union, equivalence [84] and factorization [80] algorithms for transducers are useful in many instances.
A.5 Illustrative Example

In order to illustrate the concepts introduced in previous sections, consider two finite state machines as shown in figure A.6. The initial state is in bold, accepting states are represented by double circles and $\Sigma \cap \Gamma = \{2, 6\}$. Both machines can be easily verified to be deterministic.

![Component machines](image)

**Figure A.6: Component machines**

The composition of these machines is presented in figure A.7. Note that inaccessible states (states into which there is no path from the initial state) as well as non-final states out of which there is no transition are not shown. The composed machine thus computes $(26^*, 66^*)$ relations. This machine is functional (since the component machines are functional) and can easily be verified to be deterministic as well.

![Composition](image)

**Figure A.7: Composition ($a \circ b$) of machines in figure A.6**

If we are now interested in factorization, that is, given the machine of figure A.7, finding two machines $c'$ and $d'$ such that $c' \circ d'$ gives an equivalent machine, we can use the following procedure. We choose that machine $c'$ will have 2 states $Q_{c'} = \{A, B\}$ where $A$ is the start state and $B$ is the accepting state. Similarly, machine $d'$ will have 2 states $Q_{d'} = \{P, Q\}$ where $P$ is the start state and $Q$ is the accepting state. The composed machine will have $|Q_{c'} \times Q_{d'}| = 4$ states, $Q_{c'd'} = \{AP, AQ, BP, BQ\}$ where $AP$ is the start state and $BQ$ is the accepting state.
Figure A.8: Factor machines

From the target machine in figure A.7, we can see that from the starting state and on an input symbol “2”, a transition occurs to a final state with the output symbol “6”. The composed machine must transition from \( AP \) to \( BQ \) if the input is “2” while issuing an output symbol “6”, or using a shorthand notation, \( 2 : AP \rightarrow BQ : 6 \). Therefore the transitions \( 2 : A \rightarrow B : x \) and \( x : P \rightarrow Q : 6 \) must be defined for machine \( c' \) and \( d' \) respectively. The second and final constraint in the target machine is the transition \( 6 : 6 \) from a final state to another final state. This can be reflected in the composed machine as \( 6 : BQ \rightarrow BQ : 6 \) or as \( 6 : B \rightarrow B : y \) and \( y : Q \rightarrow Q : 6 \) in machine \( c' \) and \( d' \) respectively. We can arbitrarily set \( x = 6 \) and \( y = 6 \). The transitions are shown in figure A.8.

Figure A.9: Composition \((c' \circ d')\) and \((c \circ d)\) of machines in figures A.8 and A.10

The result of the composition of the machines \( c' \) and \( d' \) is shown in figure A.9. Although this is a very basic example (machine \( c' \) is in fact equivalent to the target machine in figure A.7 and machine \( d' \) is an identity machine), it illustrates the fact that there are at least two solutions to each factorization.

Note that if we extend the machine \( c' \) and \( d' \) by \( 6 : A \rightarrow A : z \) and \( z : P \rightarrow R : 2 \) where \( z = 2 \), to obtain machine \( c \) and \( d \) respectively, the composition \( c' \circ d' \) and \( c \circ d \) are equivalent. This machines also computes exactly the \((26^*, 66^*)\) relations. Machines
$c$ and $d$ are shown in figure A.10.

Figure A.10: Extended factor machines