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Abstract

The use of distributed systems is growing more and more, given the advantages that they present, particularly the powerful computational capabilities that they provide. However, one challenge of distributed computing is ensuring that once the different system components are collaborating, their combined behavior will result in the behavior that was originally intended for the global system, without coordination conflicts.

This thesis deals with automating the process of deriving the components behaviors of distributed systems, starting from the description of that global system, defined as a UML Activity Diagram. The derived component specifications are produced as Activity Diagrams, and provided to the user in a graphical form. The generated components diagrams include the exchange of the necessary coordination messages. We also explain through many test cases the importance and purpose of these coordination messages. Besides, tests were conducted to verify that the obtained components designs correspond to the intended results.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD</td>
<td>Activity Diagram</td>
</tr>
<tr>
<td>CBA</td>
<td>Call Behaviour Action</td>
</tr>
<tr>
<td>CF</td>
<td>Control Flow</td>
</tr>
<tr>
<td>cim</td>
<td>choice indication message</td>
</tr>
<tr>
<td>DOM</td>
<td>Document Object Model</td>
</tr>
<tr>
<td>EMF</td>
<td>Eclipse Modeling Framework</td>
</tr>
<tr>
<td>fm</td>
<td>flow message</td>
</tr>
<tr>
<td>FN</td>
<td>Final Node</td>
</tr>
<tr>
<td>GEF</td>
<td>Graphical Editing Framework</td>
</tr>
<tr>
<td>GMF</td>
<td>Graphical Modeling Framework</td>
</tr>
<tr>
<td>HTML</td>
<td>HyperText Markup Language</td>
</tr>
<tr>
<td>IN</td>
<td>Initial Node</td>
</tr>
<tr>
<td>MOF</td>
<td>Meta Object Facility</td>
</tr>
<tr>
<td>OMG</td>
<td>Object Management Group</td>
</tr>
<tr>
<td>PR</td>
<td>Participating Role</td>
</tr>
<tr>
<td>SR</td>
<td>Starting Role</td>
</tr>
<tr>
<td>TR</td>
<td>Terminating Role</td>
</tr>
<tr>
<td>UML</td>
<td>Unified Modelling Language</td>
</tr>
<tr>
<td>XMI</td>
<td>XML Metadata Interchange</td>
</tr>
<tr>
<td>XML</td>
<td>EXtensible Markup Language</td>
</tr>
<tr>
<td>XSD</td>
<td>XML Schema Definition</td>
</tr>
<tr>
<td>W3C</td>
<td>World Wide Web Consortium</td>
</tr>
</tbody>
</table>
Chapter 1

INTRODUCTION

1.1 Background

Multiple types of applications developed for distributed systems are being used everyday. These applications are needed in real life, for example banking applications, or the ever-growing popularity of web-based applications. Indeed, the Internet is a distributed system immensely large, used by billions of people worldwide. Internet users receive information and services at will, without having any idea about the nature of the system providing them. In fact, an aspect of a distributed system is that it seems to provide its services by a unique component [1]. This joins the definition by Tanenbaum, who says “A distributed system is a collection of independent computers that appear to the users of the system as a single computer” [2].

In [3] a distributed system is defined by Coulouris as a system “in which hardware or software components located at networked computers communicate and coordinate their actions only by passing messages”. Another definition provided by Lamport [4] is that “a distributed system consists of a collection of distinct processes which are spatially separated, and which communicate with one another by exchanging messages”.

The usage of distributed systems is expanding more and more because of the numerous advantages that distributed computing presents.
1.2 Motivation

One of the important advantages of distributed computing is that the capabilities of the participating components put together, gives distributed systems the potential to be much more powerful than systems running on stand-alone computers.

Another benefit is parallelism. In distributed systems, components can be used concurrently to solve computational problems. Resources can also be shared between multiple processes and thus accessed simultaneously by users. For this, the coordination of actions assigned to different components may be necessary at times, and can be done when needed by message passing.

Distributed systems also allow scalability. They are suitable to serve a growing number of users, and to satisfy the requirements for increased performance [5]. This can be achieved by incrementally adding more resources, or faster processors to the system.

However, when modeling applications for distributed systems, the designer faces two major challenges. They are related to two aspects of distributed systems, namely: (1) the components participating in the system do not share any common clock, and (2) they do not share any common memory space [6]. The first aspect causes uncertainty about the order in which events located in different components happen [4]. So a specific component does not have visibility about when other components execute certain tasks. However, it could still be necessary to ensure coordination between components, as far as some specific actions are concerned, such as accessing a shared resource, or updating the same data.

As for the second aspect, the lack of shared memory, it has as consequence that components can only communicate through message passing. This leads us to the approach adopted by this thesis, which avoids discordances between the different processes, using message sending where appropriate. These messages can be of different kinds following the cases as we will discuss later.
1.3 Objectives

During the design of a distributed system, among the first stages is the modeling of the global system's behavior. Then comes the need to generate the separate designs of the different components that participate in the system. These have to be modeled in such a way that when each one of the components performs its assigned behavior, the global outcome would meet what was originally designed for the system as a whole.

However, once the global behavior of a distributed system is designed, deriving the components specifications for that system is not straightforward. In reality, if each component just executes its corresponding part as it was designed for the global system, there may be discordances between components' operations. The existence of such discordances has to do with the physical separation of the components, which means, as mentioned before, that there can be no global clock shared among them, and therefore no global ordering of their actions. So, to ensure this ordering of distributed events and eliminate possible conflicts between components, there needs to be more work done after the modeling of the system as a whole.

This thesis focuses on assisting the designer in the modeling of distributed computing systems, by automating a part of the design process, that is, the derivation of individual models for each component, based on the global specification of the system.
1.4 Thesis Scope and Contributions

The contributions of this thesis are the following:

- We present the ambiguity that may occur when we introduce the use of weak sequencing in the Activity Diagram of a distributed system in addition to the strong sequencing. We explain that this ambiguity does not exist for standard UML Activity Diagrams which only make use of strong sequencing. We show how this problem can be solved by prioritizing one type of sequencing over the other.

- We designed a way to automate the derivation process of the component designs of a distributed system from the global specification of that system. We built a software tool that takes as input an Activity Diagram representing the global system model, and derives the separate behaviors of all components that participate in the system, as well as generates the coordination messages that are necessary for the synchronization between the components of the system. This derivation tool then produces the respective Activity Diagrams representing the design for each of the system components. Particularly, this derivation tool allows for the global system's Activity Diagrams to be drawn graphically using an Eclipse plugin, and also produces graphical output Activity Diagrams for the system components.

- We show through multiple test cases, situations where the coordination messages exchanged between different components avoid design problems of the system, such as race conditions.
1.5 Thesis Outline

This thesis is organized as follows:

In Chapter 2, we present some background material that will be needed throughout this thesis. We give an overview of distributed systems and explain some of the design problems related to distributed computing. We also present some background information related to UML Activity Diagrams, since these will be the input as well as the output of our software tool, as we explain later.

In Chapter 3, we discuss the approach followed to generate specifications from the global design of a distributed system, for each component participating in that system.

Chapter 4 discusses the requirements of our software through multiple case studies, showing where the developed software can be of help to the designer, to avoid discordances between components. We included for every case, the global Activity Diagram, which was used as an input, as well as the derived Activity Diagrams which represent the intended output of the software tool.

In Chapter 5, we explain the conceptual choices that were done during the development of the software tool.

Chapters 6 is concerned with the implementation phase of our project. We first present the tools that we used for the development of our software tool. We then describe how the derivation algorithm is automated, as well as the assumptions under which the developed tool can be used. This tool takes as input an Activity Diagram that represents the global distributed system's design, and produces as output multiple Activity Diagrams, representing the specifications of the different components.

Chapter 7 presents a case study of using the tool, and explains the derived Activity Diagrams for the system components that are generated by our tool.

Finally, we use chapter 8 to conclude and discuss possibilities for future work.
Chapter 2

BACKGROUND LITERATURE

This chapter covers the background of the present thesis. First, it describes distributed systems briefly, as well as some problems related to distributed computing. And then, since Activity Diagrams present the main input to our program, this chapter introduces different UML notations used to build these diagrams. We also present some background material related to the Extensible Markup Language (XML) needed in our project.

2.1 Distributed Systems

2.1.1 Definition and uses

The term distributed systems is usually used when different processes communicate with each other through message passing. This could refer to processes that are located in physically separated computers that are part of the same network. It could also mean independent processes that are located on the same computer and that communicate with each other.

One of the uses of distributed systems is the achievement of the same shared goal, by several physically separated components. These components perform each their individual tasks in the global system, while interacting with each other to coordinate between these tasks. Distributed systems can also be used when there is no common goal; in this
case, the message passing between the components of the system allows, for example, the sharing of common resources such as system hardware, software, and data.

An important advantage of distributed computing over using a single supercomputer is reliability. If a computation is distributed over multiple computers, and one of them fails, then this will not affect the rest of the computers, so the problem concerning that computer can be solved individually, and taking less time to diagnose the source of the problem. Whereas, if a system uses a single powerful computer, and this computer fails, then the whole system will be down, unless of course, that computer is redundant, which will be costly because of the high performance of the machine.

But of course controlling multiple computers to achieve the system's goal comes at a cost and can be challenging. Indeed, if we want to take advantage of all these benefits of distributed computing, we need to be able to coordinate the tasks of these components in order to obtain the specification that was intended in the design of the system.

2.1.2 Distributed computing problems

Without the use of some specific mechanisms, there could be many problems that arise when we derive the specifications of each component participating in the system, from the global behavior of that system. Such problems include deadlocks, where a component waits indefinitely for the reception of a message. Another possible problem are race conditions. We say that there is a race condition [7] in a specification if there is a possibility that two events are executed in a different order than what was stated in the specification. For example, a message could be received by a component when this component was supposed to perform another task, and is not ready to receive that message. This is called an unspecified reception [8].

A mechanism that can contribute to resolving coordination conflicts between system components is message ordering [8]. A race condition can occur if messages, sent from a component to another, are delivered through the network in any order, possibly different from the order in which they were sent (out-of-order delivery). One cause for race could be that if two messages are sent by a component, then the receiving component is
designed to receive them in the specific order in which they were sent. So if it receives them in a different order then this can be the cause of an unspecified reception. This condition could be avoided by the use of a communication network with in-order delivery.

In the same context of message ordering, we can also dissociate between reception and consumption of messages at a given component. The component could impose a total ordering of messages for consumption, if it stores the messages at their reception, and then reorders them for consumption as needed. There is also the reordering of messages between sources [8], where a component stores messages received from each sending component in a different FIFO buffer. It may then choose from which buffer to consume the next message. Otherwise, there may be no ordering at all, in which case the components have no control over what message they will consume next, so components just consume messages in the same order in which they are received. In the latter case, the system is more prone to race conditions unless it makes use of other methods of coordination between components.

Another kind of coordination problem between system components could arise for example in the case of strong sequencing between two activities where multiple components collaborate. Strong sequencing between these two activities means that the first one should be totally completed before the second one could start. But the problem here is that the components starting activity 2 may not know whether the first activity is completed or not. The components that have this information are actually the terminating components of activity 1. Here, we need to introduce the sending of some messages, called coordination messages. These are messages that will contribute to the synchronization between the different components that play a role in the global system. The purpose of these coordination messages in this case, is to enforce the strong sequencing. These messages will be sent from all the terminating components of activity 1 to the starting components of activity 2 [9]. Other types of coordination messages are used following the different cases where a conflict between system components may arise. This is what will be detailed in this work.
2.2 Unified Modeling Language

The Unified Modeling Language (UML), created by the Object Management Group (OMG), is a standardized modeling language for software systems, especially used for object oriented systems. It is a set of graphical notations, based on a single metamodel, that allows the description and design of software systems, by creating visual models and documenting them.

There are thirteen different diagrams in UML, categorized into three types as shown in Figure 2.1.

In what follows, we are going to focus our attention on one of the behavior diagrams which is the Activity Diagram, since this is the diagram that we use in our project.

2.3 UML Activity Diagrams

The activity diagram is a behavior diagram of UML, it can be used to model the dynamic behavior of a system. It describes the business process, the workflow or the procedural logic of a system.

Activity Diagrams provide a way to show the ordering of activities performed in a system, by using constructs such as sequences, choices and concurrency.

In a given activity diagram, every activity consists of a certain number of nodes, linked to each other by control flows or object flows [11]. These flows are represented by arrows indicating the direction of the flow in the activity diagram.

The nodes can be either object nodes, action nodes or control nodes.

- Action nodes: execute operations on control and data tokens that was sent to them, and then send control and data tokens to some other action nodes.
- Object nodes: they represent data passed between different action nodes, or tokens kept for a certain time before they move down the flow.
Figure 2.1: UML Diagram Types (corrected from [10])
• Control nodes: specify how the data or tokens will move forward through the diagram.

The nodes can be linked as we mentioned either by object flows, or by control flows.

• The object flows allow data to be sent from an action to another action where it will serve as input.

• The control flows indicate the order of execution of the actions connected by them.

In the sections that follow, we will look in more detail at each of these elements that compose an activity diagram in UML.

2.3.1 Action Nodes

Actions are the basis for UML activity diagrams [12]. They are indeed the only elements in the activity diagram that have an executable functionality. This means that any behavior defined by the activity has to be divided into actions that will represent it. Actions contained in a certain activity can also call the behavior defined by another activity [13].

Actions are denoted by round-cornered rectangles. Their notation is as shown in Figure 2.2.

![Confirm purchase](image)

**Figure 2.2:** UML Action Notation

2.3.2 Control Nodes

The control nodes used in activities in UML 2, are as shown in Figure 2.3.

These different types of control nodes are described in the following sections.
2.3.3 Initial Node

The initial node is the starting point of an Activity Diagram. An activity can contain one or more initial nodes. Because it is the starting point, an initial node can only have outgoing edges and cannot have any incoming edges.

The notation for an initial node is a filled circle. An example of the initial node can be found in Figure 2.6. The Receive Order, which is the action that comes after the initial node, is started just after the activity starts.

2.3.4 Decision Node

A decision node is a control node at which an incoming edge arrives and branches into more than one outgoing edge. It is a node in the activity where the choice is made to continue the flow in a specific direction, based on the evaluation of the conditions specified on the outgoing edges. These conditions are called guards.

Figure 2.4 is a simple example that shows the usage of a decision node.
2.3.5 Merge Node

This is a control node that is used to reunite alternate incoming flows. The Merge node's notation is the same as for the decision node, except that the merge node has multiple incoming edges, and only one outgoing edge, while it is the opposite for the decision node.

The example shown in Figure 2.5 shows a merge node used in combination with the decision node. The merge node allows the flow in the activity to reunite after it was split at the decision node following the action Receive Order.

![Merge Node Diagram](image-url)
2.3.6 Fork Node

The fork node, in an activity diagram, is the control node that allows activities to be executed concurrently. It can have only one incoming edge. It then splits it into multiple outgoing edges. The fork node is notated as a segmented line.

In the example in Figure 2.6, the actions that come after the fork node, that is Fill Order and Deliver Order on one side, and Send Invoice and Receive Payment on the other side, are actions that happen in parallel. It is acceptable by the semantics of the diagram that they happen simultaneously, or sequentially, or with some interleaving. So the occurrence of actions in one side does not affect or constrain the timing of the occurrence of actions in the other side.

This allows the modeler to specify that some actions have to occur in parallel, while still being open as to the ordering in which these actions are executed. This is a useful aspect of Activity Diagrams, that allows modeling concurrency in distributed systems.

2.3.7 Join Node

Join nodes are the control nodes that support concurrency in UML, along with the fork nodes. Join nodes combine multiple flows into a single one. They must have at least one incoming edge, and exactly one outgoing edge.

If we consider the example in the Figure 2.6, we see that after the two concurrent flows, we have a join node that takes both flows before letting the Close Order action happen. This is because the join node will cause the activity to wait until all the incoming flows have arrived at the join, and only then can the activity proceed with the outgoing flow.

2.3.8 Final Node

Final nodes are used to stop flows in an activity. A final node cannot have any outgoing edges, and can have any number of incoming edges. There are two types of final nodes in activity diagrams: flow final nodes and activity final nodes.
2.3.8.1 Flow Final Node

It is used to stop any flows that come to it. The flow final does not terminate any other flow in the activity, that does not arrive at it.
2.3.8.2 Activity Final Node

This type of final node is used to terminate all flows in an activity. An activity may contain multiple activity final nodes. If any of them is reached, it stops all flows in this activity.

2.3.9 Object Nodes

Object Nodes are constituents of the UML activity diagram capable of holding and storing data temporarily. There are four types of Object Nodes as shown in Figure 2.7 in terms of functionality. The maximum number of values an object node can hold, called the upper bound, depends on its type. There are object nodes that can hold only a single token and there are others that can handle more than one.

![Object Nodes Diagram](image)

**Figure 2.7: Object Nodes (taken from [16])**
2.3.9.1 Activity Parameter Node

Activity Parameter Nodes present parameters of the containing activity. These parameters specify the types of values that are input to the activity or output from the activity.

Figure 2.8 illustrates an example of parameter nodes in a partial activity. It has two input parameter nodes on the left and two output parameter nodes on the right. The input parameter nodes get their values simultaneously at the moment the activity starts while the first output parameter node that gets a value holds the received value until a value reaches the other parameter node.

Parameter nodes specify the type of values they can hold. The example in Figure 2.8 shows parameter nodes that can hold values of type ‘Company’ and ‘Share’. If no type is specified, the corresponding parameter node can hold any type of values. In addition, parameter nodes may specify the state of the object that they can hold. In the example shown in Figure 2.8, the parameter node ‘Merged Company’ can only hold objects that are in the state ‘New’, and the parameter node ‘New Shares’ can only hold objects that are in the state ‘Unsold’.

![Figure 2.8: Activity Parameter Nodes (taken from [16])]()

2.3.9.2 Pin

Pins are object nodes where input values wait for each other in order to be passed all together to the action. Figure 2.9 illustrates an example with two input pins. In the
case one of the input pins receives a value, it holds it and waits for the other input pin to receive its value. Then the two values are passed to action which will make it start immediately.

A Pin can be described either only through the object moving through it, or also through the effect its actions have on that object. Such effect is one of the four values: CREATE, READ, UPDATE, DELETE. Figure 2.10 illustrates an example where 'Take Order' action creates an instance of order while the action 'Fill Order' updates that instance of order.

![Figure 2.9: Input Pins (taken from [16])](image1)

![Figure 2.10: Pins' Effect (modified from [16])](image2)
2.3.10 Interruptible Activity Region

The Interruptible Activity Region is used when a group of action nodes may be interrupted during its execution. These action nodes are surrounded by a dashed rectangle, traversed by a zigzag line, called interrupting edge [17]. These actions are executed normally, unless the interruption happens, in which case the interrupting token traverses the interrupting edge, and all the actions and tokens in the interruptible activity region are terminated [18].

An example of an interruptible region is shown in Figure 2.11. The two actions "Retrieve Customer Number" and "Search Order Archives" are contained in the interruptible region. If the interruption "Cancel Search Request" occurs during the execution of these two actions, then their execution is aborted, and "Display Cancellation Message" is executed instead. Otherwise, the execution of these two actions continues normally and then the action "Display Results" takes place.

![Figure 2.11: Interruptible activity region example (taken from [19])](image)

2.4 Extensible Markup Language

The Extensible Markup Language (XML) was developed by a working group of the W3C [20]. It is a markup language designed to be self-descriptive in order to carry,
store and transport data. In the real world, computer systems and databases contain data in incompatible formats and XML provides a software- and hardware-independent way of storing and sharing data between different computer systems. XML's flexibility in defining tags is an important feature, facilitating data exchange between incompatible systems. It is amazing how quickly XML became a standard and how quickly this standard was adopted by a large number of software vendors.

W3C has recommended two notations for defining the structure of XML documents:

- Document Type Definition (DTD)
- XML Schema Definition (XSD)

It is the XSD that has been adopted to define the UML metamodel for the reasons explained in the next section.

2.4.1 XML Schema Definition (XSD)

An XML Schema Definition (XSD) is an XML encoded document that describes the structure of XML documents. It presents an XML-based alternative to the Document Type Definition (DTD). XML Schema became a W3C Recommendation in May 2001[21].

Both Document Type Definition (DTD) and XML Schema Definition (XSD) are industry standards, and both define the building blocks of an XML document. While DTDs are still used for the definition of the structure of many legacy XML documents, XSD is gaining support from the major XML software providers.

Although DTDs have the merit to use a very compact syntax, they still are limited when it comes to specifying the content inside the elements: everything is a string. XSDs, on the other hand, have the following merits over DTDs [21]:

- XSD supports primitive (built-in) data types (eg: xsd:integer, xsd:string, xsd:date, and so on) which makes it suitable to use in conjunction with other typed data, such as in relational data bases.
• XSD supports namespaces.

• XSD has ability to define custom data types, using object-oriented data modeling principles: encapsulation, inheritance, and substitution.

2.5 XML Metadata Interchange (XMI)

XML Metadata Interchange (XMI) is an Object Management Group (OMG) standard for exchanging metadata information. It can be used for any metadata whose metamodel can be expressed in Meta-Object Facility (MOF). A standard way to exchange structured data between tools is the Extensible Markup Language (XML). The most common use of XMI is as an interchange format for UML models.

One important purpose of the XML Metadata Interchange (XMI) is to enable easy interchange of data between UML-based modeling tools and MOF-based metadata repositories in distributed heterogeneous environments. As part of model-driven engineering, XMI is also widely adopted as the medium by which models are passed from modeling tools to software generation tools.

Thus, XMI is based on three industry standards:

• XML: Extensible Markup Language, a W3C standard.

• UML: Unified Modeling Language, an OMG modeling standard.

• MOF: Meta Object Facility, an OMG language for specifying metamodels. MOF originated in the Unified Modeling Language (UML); the OMG was in need of a metamodeling architecture to define the UML. MOF is part of a four-layered architecture. It can be viewed as a standard to write metamodels.

The integration of these three standards into XMI allows tool developers of distributed systems to share object models and other metadata. XMI is an international standard since 2005.
2.6 Document Object Model (DOM)

The W3C Document Object Model (DOM) is a platform and language-neutral modeling paradigm for representing objects that are encoded as HTML, XHTML or XML documents. A DOM presents an XML document in the form of a tree of nodes allowing developers to navigate and search information efficiently, each node representing one of the building blocks of the XML document (element, attribute, etc).

Figure 2.13 illustrates a DOM tree built starting from the table in Figure 2.12:

```
<TABLE>
  <TBODY>
    <TR>
      <TD> Shady Grove </TD>
      <TD> Aeolian </TD>
    </TR>
    <TR>
      <TD> Over the River, Charlie </TD>
      <TD> Dorian </TD>
    </TR>
  </TBODY>
</TABLE>
```

**Figure 2.12: DOM table (taken from [22])**

![Figure 2.13: DOM Tree Example (taken from [22])]
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FROM GLOBAL ACTIVITY DIAGRAMS TO COMPONENT ACTIVITY DIAGRAMS

During the design stage of distributed applications, the first concern is the definition of the system's description as a whole, to satisfy the specified requirements. The functions are thus defined globally, where different components will collaborate to achieve the system's specified behavior.

However, before the development stage of such a system can be started, it is necessary that the design of each component individually is specified, in such a way that it can perform its assigned functions while being physically separated from the other components of the system.

A derivation algorithm that generates the behaviors of different system components, from the global specification of the system, is proposed in [23]. We devote this chapter to a detailed description of this algorithm. The following chapters describe how this algorithm has been integrated into our software tool.
3.1 Derivation of Component Designs

3.1.1 Related work

The approach followed by the derivation algorithm in [23] to ensure synchronization between system components consists of introducing coordination messages exchanged between system components. This approach is similar to what was used in [9], where the sending and receiving of synchronization messages are introduced whenever there is a sequencing operator separating two subexpressions of a given service.

The derivation algorithm in [23] also adopts the concept of message buffering at reception. This means that whenever a message is received by some component in the system, this message is first added to a buffer and not necessarily consumed right away. Then, whenever one of the roles played by this component needs a specific message, that message can be consumed from the buffer, or it can be waited for if it was not received yet. A similar concept has been used in [24], where every SDL process has a single input buffer for the reception of messages. Then, in order to avoid deadlocks, an SDL save construct is introduced whenever a message can arrive at a component before it is ready to receive it. So in this approach, messages are put in the input buffer of a given component following their order of arrivals. Then, the “save” construct allows the reordering of these messages by the receiving component before they are consumed.

As far as the system’s behavior representation is concerned, various notations for representing user requirements are detailed in [25]. In particular, this work describes UML Activity Diagrams as an “interesting way” to define the requirements of a system. We are particularly interested here in Activity Diagrams; for a detailed comparison between different notations for representing system requirements, the reader is referred to [25]. Activity Diagrams show the dynamic behavior of a system, in terms of activities linked by constructs such as sequences, parallel constructs, choices and loops. In addition, Activity Diagrams allow the refinement of activities for a more detailed description of their behavior. This is done by defining sub-activities that decompose some activities previously defined as basic activities in the Diagram.
Activity Diagrams are also adapted to describe the global behavior of a system, where multiple components participate. In this context, the derivation algorithm adopts the UML Activity Diagrams for defining the dynamic behavior of the system, but replaces the activities by UML collaborations as explained later in section 3.1.3.

### 3.1.2 Characteristics of the derivation algorithm

The derivation algorithm [23] proposes a transformation from the global behavior of the system as a whole, to the behaviors of the different components that participate in that system. It also ensures, during this process, the coordination between the work of the different components of the system, by introducing the exchange of some messages, and keeping the number of these messages as small as possible.

No formal proof of correctness of the derivation algorithm is provided in [23], nor is it provided in this thesis. However, as it was discussed in [23], the sending and receiving of coordination messages related to a given situation are all defined as part of the same rule of the algorithm, as we will see in more detail in section 3.3.2. This gives one some assurance that the algorithm avoids deadlocks as well as unspecified receptions when the components collaborate to achieve the global behavior initially specified by the user.

In order to represent the specification of the global behavior of the system, the algorithm adopts the sequencing operators used in the notations of UML Activity Diagrams.

### 3.1.3 The Use of UML collaborations

In Activity Diagrams, the actions that compose an activity are performed by one specific component in the system. However, in the context of a distributed system, it is more interesting for the designer to be able to describe the system in terms of actions that are possibly performed by multiple components, rather than a single component.

In order to allow that, the actions in the Activity Diagrams are replaced here by UML Collaborations [26]. This way the system is modeled by an extended version of Activity Diagrams, in a sense that it makes use of collaborations instead of simple actions.
3.1.4 The notion of weak sequencing

An important aspect of this algorithm is that it takes into consideration the weak sequencing [26]. The weak sequencing between two collaborations means that each component that participates in these collaborations will start by performing its assigned actions related to the first collaboration. Then once it has completed its part there, it can immediately proceed with the second collaboration, without waiting for the completion of the first one by the other participating components. If this component did not have any actions to perform in the first collaboration, then it will just immediately start with the second one. This saves time by letting components proceed with their roles in the next collaborations as soon as they have completed the actions of the previous one. This way it allows some sort of parallelism in performing tasks by the components. It also saves exchanges of some coordination messages as we will see later in this chapter.

3.1.5 Starting, Participating and Terminating Roles

The first information needed by the algorithm are the starting, participating and terminating roles of each collaboration in the model. The definition of these roles is as follows:

- The **Starting roles** (SR) of a collaboration are defined as the roles that are responsible for the set of actions that initiate a collaboration, such that no other action in that collaboration is executed before any action of that set.

- The **Participating roles** (PR) of a collaboration are the roles that perform some action in that collaboration.

- The **Terminating roles** (TR) of a collaboration are the roles that are responsible for the set of "last" actions in a collaboration, such that no other action in that collaboration is executed after any action of that set.
3.1.6 Roles and system components

With the introduction of collaborations in the use of Activity Diagrams for modeling, and since many roles can participate in a given collaboration, it becomes necessary to specify which roles belong to which system components. In this context, we note that one system component can involve multiple roles, but each role belongs to one and only one system component. This allocation of roles to specific components is not specified by the derivation algorithm, but this information is important for its functioning and should be provided by the system architect.

An allocation function, Alloc(), is introduced here and defined in the algorithm as a function that returns, for a given role r, the system component to which r belongs.

3.2 Language constructs for describing the system’s behavior

The different constructs that are considered by the algorithm are mostly similar to those that we find in Activity Diagrams. The Activity Diagrams here are assumed to be well structured similarly to the notion of structured programming. These diagrams have thus a single start point as well as a single end point. Another assumption made here is about the constructs involving decision making. These are the choice construct as well as the while loops. In these cases, local choice is assumed, which means that a single component is responsible for making the choice.

The different constructs, their notation as written in [23], as well as their equivalent in Activity Diagrams, are explained in the following sections.

3.2.1 Primitive activity

This refers to a simple action, assigned to a single role.

The notation adopted for a primitive activity is <action>^{(r)}<action>, where r is the role in charge of this action.
3.2.2 Invocation of a sub-collaboration

This is the call of a collaboration \textit{subcol}, written \textless \textit{subcol}\textgreater _{(R)}, that is performed by the set of roles \textit{R}.

3.2.3 Strong sequence

This is the sequencing operator that is used by Activity Diagrams. There is a sequence between two collaborations in an Activity Diagram, when they come successively in the diagram, and are separated only by a control or data flow. The first collaboration has to be totally completed before actions related to the second one can start. This means that any role that is involved in the second collaboration, but not in the first one, still has to wait for the first collaboration to finish before it can perform its actions in the second one.

If the first collaboration is called \textit{C1} and the second one \textit{C2}, then this construct is written \textit{C1 ; s} \textit{C2}, where the 's' refers to 'strong' as opposed to 'weak' sequence.

3.2.4 Weak sequence

This sequencing operator is an extension to Activity Diagrams. The weak sequencing, as described above, between two collaborations \textit{C1} and \textit{C2} is written \textit{C1 ; w} \textit{C2}. The 'w' refers to 'weak' as opposed to 'strong' sequence.

3.2.5 Choice

It is used when we have two alternative collaborations \textit{C1} and \textit{C2} and only one of them will be executed. This construct is represented in Activity Diagrams by a Decision node.

The choice between two collaborations \textit{C1} and \textit{C2} is written \textit{C1]}\textit{C2}. 
3.2.6 Strong while loop

The Strong while loop is used when we have a loop of some collaboration C1, followed by another collaboration C2, with a strong sequence separating them. The strong loop also means that all successive executions of C1 are strongly sequenced.

The collaboration C2 can be empty and in this case it is written as ε. The strong while loop is itself written C1 \*S C2.

It is assumed here that the choice at each end of the loop, between either re-executing C1 or executing C2, is a local choice. This assumption is ensured by limiting the set of starting roles of C1 to just one role which will perform the choice. If C2 is not empty, then the starting role of C2 has to be that same role.

In the Activity Diagram, the while loop is constructed by a merge node followed by the collaboration to be looped over, then followed by a decision node, where the decision is made to either repeat the loop, or exit the loop and perform C2. In the extended notation adopted here for the Activity Diagrams, the while loop has to be followed by a strong sequence then followed by the next collaboration C2.

3.2.7 Weak while loop

What was said for the strong loop is also true for the weak loop. The difference is that here, we have a weak sequence at the end of the loop.

3.2.8 Concurrency

This construct is used when two collaborations C1 and C2 take place in parallel. It is written C1 || C2.

In Activity Diagrams, the control node used for parallelism is the fork node.
3.2.9 Competition

The two collaborations in competition\(^1\) are started in parallel, then as soon as one of them is completed, the other one is interrupted. The activity continues then normally with the next actions in the flow, that will receive the information about which of two collaborations completed successfully.

Competition between two collaborations C1 and C2 is written as C1 $<>$ C2.

3.2.10 Interruption

In this construct, noted as C1 $|$ $>$ C2 else C3, once a collaboration C1 is started, it may be interrupted by another collaboration C2. If it is not interrupted, then C3 takes place as soon as C1 completes. Otherwise, if the interruption starts while C1 is still in progress, then C3 will not take place, and the activity continues with the actions that follow the interrupt construct.

In Activity Diagrams, the interruption corresponds to the interruptible activity region.

3.3 Overview of the derivation method

The algorithm takes the global specification of a distributed system, as well as the definition of the different roles allocated to the components that participate in the system. The algorithm calculates the starting, participating and terminating roles of the different constructs used in the global specification. Using these calculated roles, as well as the type of the construct itself, the coordination messages that need to be exchanged between components are then determined, and a derivation of the specification for each component is obtained.

\(^1\)The competition construct is from an unpublished version of [23]
3.3.1 Computing the Starting, Participating and Terminating roles

Determining the starting, participating and terminating roles for a given construct depends on the type of construct used between two collaborations, as well as on the starting, participating and terminating roles of each of these two collaborations. The method of calculation is shown in the following table, taken from [23].
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<table>
<thead>
<tr>
<th>Construct</th>
<th>Starting roles (SR)</th>
<th>Terminating roles (TR)</th>
<th>Participating roles (PR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>primitive activity</td>
<td>{r}</td>
<td>{r}</td>
<td>{r}</td>
</tr>
<tr>
<td>invocation of a sub-collaboration where R is the set of participating roles</td>
<td>SR(&lt;name&gt;)</td>
<td>TR(&lt;name&gt;)</td>
<td>PR(&lt;name&gt;) = R</td>
</tr>
<tr>
<td>strong sequence</td>
<td>SR(C1)</td>
<td>TR(C2)</td>
<td>PR(C1) U PR(C2)</td>
</tr>
<tr>
<td>weak sequence</td>
<td>SR(C1) U (SR(C2) - PR(C1))</td>
<td>TR(C2) U (TR(C1) - PR(C2))</td>
<td>PR(C1) U PR(C2)</td>
</tr>
<tr>
<td>choice</td>
<td>SR(C1) U SR(C2)</td>
<td>TR(C1) U TR(C2)</td>
<td>PR(C1) U PR(C2)</td>
</tr>
<tr>
<td>strong while loop</td>
<td>SR(C1) = SR(C2) = {r} (assumption: single starting role)</td>
<td>TR(C2)</td>
<td>PR(C1) U PR(C2)</td>
</tr>
<tr>
<td>weak while loop</td>
<td>same as for strong while loop</td>
<td>TR(C2) U (TR(C1) - PR(C2))</td>
<td>PR(C1) U PR(C2)</td>
</tr>
<tr>
<td>concurrency</td>
<td>SR(C1) U SR(C2)</td>
<td>TR(C1) U TR(C2)</td>
<td>PR(C1) U PR(C2)</td>
</tr>
<tr>
<td>interruption</td>
<td>SR(C1)</td>
<td>TR(C2) U TR(C3)</td>
<td>PR(C1) U PR(C2) U PR(C3)</td>
</tr>
</tbody>
</table>

3.3.2 Deriving the components behavior from a global specification

This section describes the steps of the algorithm in detail. It is then presented in a more formal way in a table taken from [23] at the end of this section. For each of the constructs defined earlier, we will explain the derivation rule introduced by the algorithm.

3.3.2.1 Primitive action: <action>^(r)

This is a basic action performed locally in Alloc(r), therefore, there are no coordination messages needed here.

3.3.2.2 Invocation of a sub-collaboration: <subcol>^(R)

There are no coordination messages needed for this construct either.
3.3.2.3 Strong sequence: $\texttt{C1;}\texttt{s} \texttt{C2}$

In order to ensure that all the actions in $\texttt{C1}$ are terminated before any action of $\texttt{C2}$ can start, there are flow messages that are introduced whenever this construct is encountered. Indeed, the terminating roles of $\texttt{C1}$ must inform the starting roles of $\texttt{C2}$ of the completion of their tasks in $\texttt{C1}$. This information is passed between the components by means of flow messages, $fm(x)$, that include a parameter $x$ [9] which indicates the strong sequence construct it refers to.

So for the strong sequence to be enforced, all the components that have roles in the set of terminating roles of $\texttt{C1}$, must send $fm(x)$ to all components with roles in the set of starting roles of $\texttt{C2}$. The only exception to this rule, is that if a component has a role that belongs to both sets, then it does not send a message to itself, since it is clearly not needed.

3.3.2.4 Weak sequence: $\texttt{C1;}\texttt{w} \texttt{C2}$

In the case of weak sequence, no additional messages are needed.

3.3.2.5 Choice: $\texttt{C1[}\texttt{]}\texttt{C2}$

The choice here is assumed to be local to a single component. When there is choice between two alternatives $\texttt{C1}$ and $\texttt{C2}$, the components that participate in $\texttt{C1}$ but not in $\texttt{C2}$ (or inversely), receive a message from one of the components involved in $\texttt{C2}$, when the alternative $\texttt{C2}$ has been chosen.

The message exchanged in this case is called choice indication message (cim). It ensures that the components participating in only one alternative of the choice, will receive the information that the choice has been made, in the case where the alternative in which they do not participate has been chosen. The message cim has a parameter called $y$, that will indicate to which choice construct this message belongs.
3.3.2.6 Strong while loop: C1 *s C2

As mentioned earlier, the strong while loop is assumed to have a single starting role. There are two types of messages needed in this case.

Firstly, the while loop can be seen as a kind of choice, in the sense that at each execution of the loop, a choice has to be made between performing the loop C1, or exiting the loop and executing the next collaboration C2. Therefore, when C2 is chosen, a choice indication message needs to be sent to components that take part in C1 but not in C2. This message will be generated by the role responsible for the choice, which is the starting role of C1.

The second message needed is due to the strong sequencing. Since any two successive executions of C1 should be strongly sequenced, then a flow message should be sent by the terminating roles of C1 to its starting role.

3.3.2.7 Weak while loop: C1 *w C

The first message described for the strong while loop is also needed here.

Another information needed in this case is a loop counter. Indeed, because of the weak sequencing, the components involved in both collaborations C1 and C2, may not have the information of how many times C1 has been executed before C2 was started. So, such components will not actually know whether they have received all the messages that have been sent to them during the executions of C1. However, this information is necessary for them to make the decision on when they can consider that their role in C1 is finished, and that they can proceed with C2.

This is solved by the sending of the loop counter parameter in the first message received by components playing a role in both C1 and C2. Furthermore, the loop counter should also be sent in all cim messages.
3.3.2.8 Concurrency: C1 || C2

No coordination messages are needed for concurrency.

3.3.2.9 Interruption: C1 | > C2 else C3

Assumptions related to the interruption:

- The set of starting roles of C2 contains only one element r.
- The collaboration C2 can be written as \(<\text{action}(r)\); C2'\).

There are three types of coordination messages needed for this construct.

- Interrupt enable message (iem): This is sent by the starting role of the collaboration C1 to r. And it is sent as soon as C1 has started, in order to inform C2 that it can now start any time.

- Interrupt message (im): This message is sent by the component to which r belongs, to all components involving roles that participate in C1. It is sent whenever C2 starts. The components that receive it become interrupted if they did not finish performing their roles in C1 yet.

iem and im messages both have a parameter z that allows distinguishing between messages sent from different interruption constructs.

- Flow messages: These messages will contain the information whether or not the components that involve roles participating in C1, were interrupted. These components will send these flow messages to the starting components of C2' and C3. If the messages indicate that the interruption has indeed occurred, then C2' will start. If on the opposite, no component has been interrupted, then C3 will start.
3.3.2.10 Competition: C1 <-> C2

This construct is not defined in UML, but was defined in [23] as a construct that can replace the UML Interruption. This is achieved by the use of a central synchronizer that will identify which collaboration has completed its execution first. The central synchronizer will then take charge of sending the necessary interruption messages to interrupt the execution of the other collaboration involved in the competition construct.

The derivation rules for the competition construct are defined as follows. We first choose a component sc that will play the role of the central synchronizer. We then distinguish between two cases.

The first case is where we are deriving the behavior of component sc. In this case, in addition to performing its role in C1, sc will also receive flow messages from all the terminating components of C1. If this is done without interruption from C2, then sc notes that C1 has terminated, and sends an interruption to all participants of C2. This is done in parallel to sc playing its role in C2 and receiving a flow message from every terminating component in C2, and if this is done without interruption, then sc sends an interruption to all participants of C1.

The second case is where we are deriving the behavior of another component c different from sc. In this case, this component will play its role in C1, and as mentioned above, if it is a terminating components of C1 then it will send a flow message to sc. This process could be interrupted at any time by an interruption message sent from sc. Again this is done in parallel to c playing its role in C2, and then sending a flow message to sc if it is among the terminating components of C2. This process too could be interrupted by an interruption message from sc.

3.3.2.11 The algorithm

The following table is taken from [23]. It presents the algorithm that has been detailed in this section, in the form of rules that can be applied to a general specification. This

---

2This construct is from an unpublished version of [23]
specification is seen as a main collaboration $C$, which is then broken up into constructs that define relationships between sub-collaborations. The process continues recursively until we reach basic collaborations that cannot be decomposed any further. In the table, the function $T_c(C)$ refers to the transformation function, which defines the actions performed by the component $c$ in the collaboration $C$.

<table>
<thead>
<tr>
<th>Structure of expression</th>
<th>Definition of $T_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C = &lt;\text{action}&gt;^{(r)}$</td>
<td>$T_c(C) = \text{if } \text{Alloc}(r) = c \text{ then } &quot;&lt;\text{action}&gt;&quot; \text{ else } \epsilon$</td>
</tr>
<tr>
<td></td>
<td>Note: $\epsilon$ is the empty string and means that no actions need to be performed.</td>
</tr>
<tr>
<td>$C = \text{invoke } &lt;\text{subcol}&gt;^{(R)}$</td>
<td>$T_c(C) = \text{if } c \in \text{Alloc}(R) \text{ then } \text{&quot;invoke } &lt;\text{subcol}&gt;&quot; \text{ else } \epsilon$</td>
</tr>
<tr>
<td>$C = C_1 ; C_2$</td>
<td>$T_c(C) = T_c(C_1) &quot;;&quot; \text{SFM}(C_1, C_2) &quot;;&quot; \text{RFM}(C_1, C_2) &quot;;&quot;$</td>
</tr>
<tr>
<td></td>
<td>$T_c(C_2)$</td>
</tr>
<tr>
<td></td>
<td>where $\text{SFM}(C_1, C_2) = \text{if } c \in \text{Alloc}(\text{TR}(C_1)) \text{ then }$</td>
</tr>
<tr>
<td></td>
<td>&quot;send fm(x) to all } c' \in (\text{Alloc} (\text{SR}(C_2)) - {c}) &quot;</td>
</tr>
<tr>
<td></td>
<td>and $\text{RFM}(C_1, C_2) = \text{if } c \in \text{Alloc}(\text{SR}(C_2)) \text{ then }$</td>
</tr>
<tr>
<td></td>
<td>&quot;receive fm(x) from all } c' \in (\text{Alloc}(\text{TR}(C_1)) - {c})&quot;</td>
</tr>
<tr>
<td></td>
<td>Note: The term &quot;- {c}&quot; avoids that flow messages are sent to the component itself.</td>
</tr>
<tr>
<td>$C = C_1 ;_w C_2$</td>
<td>$T_c(C) = T_c(C_1) &quot;;&quot; \text{ } T_c(C_2)$</td>
</tr>
<tr>
<td>$C = C_1 \parallel C_2$</td>
<td>$T_c(C) = \text{DOcim}_c(C_1, C_2) \parallel \text{DOcim}_c(C_2, C_1)$</td>
</tr>
<tr>
<td></td>
<td>where $\text{DOcim}_c(C_1, C_2) =$</td>
</tr>
<tr>
<td></td>
<td>$\text{if } c \in \text{Alloc}(\text{PR}(C_1)) \text{ then } &quot;( T_c(C_1)&quot; \text{ if } c \text{ is responsible for cim then}$</td>
</tr>
<tr>
<td></td>
<td>&quot;</td>
</tr>
<tr>
<td></td>
<td>$\text{else if } c \in (\text{Alloc}(\text{PR}(C_2) - \text{Alloc}(\text{PR}(C_1))) \text{ then } &quot;receive cim(y)&quot;$</td>
</tr>
</tbody>
</table>
### Structure of expression

<table>
<thead>
<tr>
<th>Definition of $T_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Note: The function $DO_{cim}(C_1, C_2)$ generates code for performing $C_1$, and looks after the transfer of choice indication messages from some component participating in $C_1$ to those components not participating in $C_1$, but in $C_2$.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$C = C_1 \ast_s C_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>We assume that $Alloc(SR(C_1)) = {r}$ and that $Alloc(SR(C_2)) = {r}$ or $C_2 = \epsilon$.</td>
</tr>
</tbody>
</table>

- $T_C(C) = "(" \ T_C(C_1) "\); SFM(C_1, C_1) "\); RFM(C_1, C_1) "\); |
- if $c = r$ then "|| send $cim(y)$ to all $c'$ in $(Alloc(PR(C_1)) - Alloc(PR(C_2)) - \{r\})" |
- if $c \in (Alloc(PR(C_1)) - Alloc(PR(C_2)) - \{r\})$ then "|| receive $cim(y)$ from $r" |

<table>
<thead>
<tr>
<th>$C = C_1 \parallel C_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>As above, except that the SFM and RFM constructs are absent</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$C = C_1 \parallel C_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_C(C) = T_C(C_1) \parallel T_C(C_2)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$C = C_1 \triangleright C_2$ else $C_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>We assume that $C_2$ has the form &quot;$&lt;action&gt;(r);_s C_2&quot;$.</td>
</tr>
</tbody>
</table>

- $T_C(C) = NormalBeh \parallel* InterruptBeh$. (see note below) |

These two parts communicate within each component using the following boolean local variables which are initially false:

- $Interr$: an interrupt occurred (but it may have occurred too late) |
- $Interrupted$: the normal behavior has been interrupted |

In addition, a local variable $I$-Enabled is used by the $InterruptBeh$ part. |

The action "$wait(x)$" waits until the expression $x$ becomes true. |

- $NormalBeh =$ |
- if $c \in Alloc(PR(C_1))$ then "$\ T_C(C_1) \triangleright (wait(Inter); |
- $Interrupted := true;)$ else $\epsilon;" |
- if $c \in Alloc(TR(C_1))$ then "$send fim(x, Interrupted) to all $c'$ in $|
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<table>
<thead>
<tr>
<th>Structure of expression</th>
<th>Definition of Tc</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ((\text{Alloc}(\text{SR}(c'2)) \cup \text{Alloc}(\text{SR}(C3))) - {c}); ) * this is similar to SFM(C1, C'2</td>
<td></td>
</tr>
<tr>
<td>if ( c ) in ( (\text{Alloc}(\text{SR}(C'2)) \cup \text{Alloc}(\text{SR}(C3))) ) then</td>
<td></td>
</tr>
<tr>
<td>(&quot; ( * similar to RFM(C1, C'2</td>
<td></td>
</tr>
<tr>
<td>(( \text{for all } c' \text{ in } (\text{Alloc}(\text{TR}(C1)) - {c}) \text{ do } \text{receive fim}(x, i) \text{ from } c'); )</td>
<td></td>
</tr>
<tr>
<td>if i then Interrupted := true;</td>
<td></td>
</tr>
<tr>
<td>if not Interrupted then DOcimc (C3, C'2);</td>
<td></td>
</tr>
<tr>
<td>(</td>
<td></td>
</tr>
<tr>
<td>else &quot;(DOcimc (C'2, C3) [ DOcimc (C3, C'2) ); &quot;</td>
<td></td>
</tr>
</tbody>
</table>

InterruptBeh =

if \( c = r \) then ( |
    if \( c \) in \( (\text{Alloc}(\text{SR}(C1))) \) then "I-Enabled := true; " |
    else "for all \( c' \) in \( (\text{Alloc}(\text{SR}(C1)) - \{c\}) \) do \( \text{receive iem}(z) \) from \( c' \); I-Enabled := true) |
    \( ||(\text{wait}(\text{I-Enabled}); <\text{action}> (\text{* this may never happen *}); \) |
    Interr := true; send im(z) to all \( c' \) in |
    \( (\text{Alloc}(\text{PR}(C1)) - r) ; \) " |
    else (\text{* c not equal r *}) ( |
        if \( c \) in \( \text{Alloc}(\text{SR}(C1)) \) then "send iem(z) to \( r; " |
        if \( c \) in \( \text{Alloc}(\text{PR}(C1)) \) then |
            "(receive im(z) from \( r (\text{*may not happen *}); \) |
            Interr := true; ) " |

\( C^3 = C1 <> C2 \)

We choose a component \( sc \) which determines which of the two collaborations terminates first; it is the only terminating component of this composition. \( C_{sc} \) is a dummy action located at \( sc \).

\(^3\)This construct is from an unpublished version of [23]
### Structure of expression

<table>
<thead>
<tr>
<th>Definition of Tc</th>
</tr>
</thead>
<tbody>
<tr>
<td>if ( c = cs ) then</td>
</tr>
<tr>
<td>( ( ( Tc (C1) ; SFM^{**} (C1 , Csc) )</td>
</tr>
<tr>
<td>if there was no interr1 then raise interr2 locally and send interrupt message to all participants of C1 )</td>
</tr>
<tr>
<td>(</td>
</tr>
<tr>
<td>if there was no interr2 then raise interr1 locally and send interrupt message to all participants of C2 )</td>
</tr>
</tbody>
</table>

else

\( ( ( Tc (C1) ; SFM^* (C1 , Csc) ) | > interr1 ) \)

\( || ( ( Tc (C1) ; SFM^* (C1 , Csc) ) | > interr2 ) \)

Note: this may lead to some dangling messages that are not received; they should be eliminated automatically (we need appropriate identifiers)

### 3.4 Summary

In this chapter, we have described the derivation algorithm [23] that defines a method to derive components designs from a global specification. This derivation ensures that the coordination between the different components in the distributed system is done in a way that avoids conflicts between these system components. This is ensured by the introduction of several coordination messages exchanged between the system components and allowing their global coordination.
Chapter 4

REQUIREMENTS OF THE DERIVATION SOFTWARE TOOL

In the following, we will present the requirements of our derivation software tool for distributed systems. We will also describe case scenarios for the different constructs covered by the Derivation Tool, to help better understand the requirements for this tool. For each case, we will present the result that needs to be obtained as the derived behavior for the components that participate in the Activity Diagram. We will then explain the importance of the derivation rules that are applied and how they prevent coordination problems between the system components.

Note: The Activity Diagrams presented in this chapter are diagrams that were used as input or were obtained as output from our Derivation Tool after the development phase.
4.1 Extending the notation of Activity Diagrams for describing collaborations

The Derivation Tool takes as input an Activity Diagram describing the specification of a distributed system, and derives the designs of the different components participating in that system. The output is then the set of Activity Diagrams describing the behavior of these components individually. For each system component, the corresponding Activity Diagram generated by the Derivation Tool is to be executed locally by this component. However, for the global Activity Diagram of the distributed system, which is the input of the Derivation Tool, each activity in the diagram may involve several system components that play a role in its execution. For example, in the global Activity Diagram shown in Figure 4.2, the call behavior action CBA1 involves two different components, 'p' and 'q', which both play a role in it. For this reason, the Derivation Tool takes as input an extended version of Activity Diagrams, where activities are replaced by UML Collaborations involving multiple components, as was described in the derivation algorithm [23] presented in Chapter 3.

The collaborations are specified in the input Activity Diagram, using UML Call Behavior Actions. However, since the collaborations may involve several roles, which is not the case for UML Actions, we then need a way to allow the user to specify the roles for each collaboration in the diagram. For this purpose, we make use of UML stereotyping as we explain in the next section, in order to define the starting, participating and terminating roles for collaborations.

Another extension of Activity Diagrams that we note here is related to the number of starting actions of sub-activities involved in an Activity Diagram. In standard UML Activity Diagrams, each sub-activity starts with a single action, even if several input parameters are involved. However, in our case, collaborations can have multiple starting actions, that may be played by different roles. This means that a specific collaboration may have multiple starting roles specified for it.
4.2 Definition of requirements

4.2.1 Input notation for specifying collaboration roles

In order to derive the components designs, the Derivation Tool needs information about the starting, participating and terminating roles of each of the collaborations of the global system's Activity Diagram. Figure 4.1 shows how the starting, participating and terminating roles of collaborations are represented in the input Activity Diagrams. The set of the starting roles for a given collaboration is indicated by a pin whose label starts with "S:", followed by a list of comma-separated roles. For example, the label 'S:p,q' for some collaboration means that p and q are both starting roles of that collaboration. The same goes for the set of participating roles, except that the 'S:' is replaced by 'P:'. And similarly for the set of terminating roles, we have a 'T:' instead of 'S:'.

![Diagram showing collaboration roles]

**FIGURE 4.1:** Representation of starting, participating and terminating roles

4.2.2 The allocation of roles to system components

Each system component participating in the distributed system may implement multiple roles that are responsible for actions performed locally at this component. It is up to the system's architect to determine how the system is physically distributed over different components, and which roles each component plays in the global system. The
Derivation Tool takes this information as an input (described later in Chapter 5), and internally defines an allocation function Alloc() [23], that returns for each role, the system component to which this role belongs.

This allocation function is important for the Derivation Tool for the following reason. On the one hand, the input global Activity Diagram does not contain any information about the system components themselves, but rather contains definitions of roles participating in the different collaborations. On the other hand, we do not want to generate the behavior for each role separately, instead, the output required from the Derivation Tool is the local design for each system component, involving all the roles it realizes. Here, the Alloc() function provides the translation from roles to components, allowing the Derivation Tool to include the right roles while generating a specific system component's Activity Diagram.

4.2.3 Transformation algorithm

The Derivation Tool automates the algorithm described in Chapter 3 for deriving the component designs from a global system's specification [23]. This algorithm defines a method of transformation of a global distributed system's specification into the separate designs of the different components of that system. This transformation takes into consideration the global synchronization of the components, that makes the system consistent with what was designed for it, and that avoids race conditions. This is achieved by the introduction of coordination messages exchanged between system components.

The algorithm considers the system's specification to be defined in terms of constructs similar to those used by UML Activity Diagrams, and considers the activities of the system to be collaborations between multiple components.

4.3 Test Scenarios

In what follows, we will present test scenarios involving different constructs covered by the Derivation Tool. For each scenario, we will explain the results expected from the Derivation Tool for every component participating in the system.
4.3.1 Strong Sequence

The diagram in Figure 4.2 is a test case for strong sequencing. In this diagram, we have a strong sequence between the collaboration CBA1 and CBA2, and then between CBA2 and the parallel composition of CBA3 and CBA4, and finally between the latter and CBA5.

There are three components involved in this diagram, which are p, q and r. For simplicity, let us also call p, q and r the roles allocated to these components respectively.

The derived Activity Diagrams generated by our Derivation Tool for the components q, p and r are shown in Figures 4.3, 4.4 and 4.5, respectively.

The following are the coordination messages exchanged between these components.

- Since q is the terminating component of the collaboration CBA1, it sends a flow message to r which is the starting component of the collaboration CBA2 that follows it. This is message fm(1) in the derived Activity Diagrams of q and r, where the parameter of fm uniquely refers to the strong sequencing construct between CBA1 and CBA2. This message will enforce the strong sequencing here, since r has to wait for this message before it can start the execution of CBA2.

- Next, r is a starting component of the parallel construct CBA3 || CBA4, because r is the starting components of CBA3. On the other hand, q and p are also starting components of this parallel construct, since they are starting components of CBA4. Therefore, r, q and p all needs to receive a fm from the terminating components of CBA2, that is r. The flow message from r to itself is eliminated, and the messages needed are one from r to q, and another one from r to p. These will ensure that the parallel execution of CBA3 and CBA4 will not start before CBA2 is completely terminated.

- In the last strong sequencing construct, we have multiple sending components as well as multiple receiving components of flow messages. Indeed, p, q and r are all terminating components for CBA3 || CBA4. And p and q both start CBA5. After eliminating messages from p to itself, and from a to itself, The messages that
will remain are a fm from p to q, another fm from q to p, and finally two flow messages from r to both p and q. These coordination messages will keep CBA5 from starting until CBA3 and CBA4 are both finished.

We note that in figure 4.3, the coordination messages “receive fm(3) from <r>” and “receive fm(3) from <p>” are not necessarily received in this order. However, this is not a problem because, as explained in section 3.1.2 of the previous chapter, the derivation algorithm adopts the idea of buffering the messages at reception, and later consuming them as needed. The same is true for the following figures where two coordination messages are received consecutively.

4.3.2 Choice

Let us consider the Activity Diagram shown in Figure 4.6. In this diagram, the collaboration CBA1 is followed by a choice between two collaborations, CBA2 where the component p does not participate, and CBA3 where the component p plays a role.

In respect of the local choice assumption, the set of the starting roles of CBA2 and CBA3 contains only one role which is r. That is the role responsible for making the choice.

When we apply the derivation algorithm to obtain the corresponding behavior for the component p, we obtain the Activity Diagram shown in figure 4.7

The component p will alternatively either perform its role in CBA3, or it will receive a message from r. That message is called choice indication message. It will ensure that the component p receives an indication in case the alternative CBA2 was chosen.

The behavior of the component q follows in Figure 4.8. As the component q is present in both alternative collaborations CBA2 and CBA3, the choice indication message is not needed in this case. Therefore the derivation for component q does not involve the sending of any particular coordination messages in the corresponding Activity Diagram in Figure 4.8.
Figure 4.2: Strong sequence test AD
Figure 4.3: Derivation of the strong sequence test AD for the component q
Figure 4.4: Derivation of the strong sequence test AD for the component p
FIGURE 4.5: Derivation of the strong sequence test AD for the component r
Figure 4.6: Choice test AD
Figure 4.7: Derivation of the diagram "Choice test case" for the component p
Figure 4.8: Derivation of the diagram "Choice test case" for the component q
Figure 4.9: Derivation of the diagram "Choice test case" for the component r
Chapter 4. REQUIREMENTS OF THE DERIVATION SOFTWARE TOOL

For the component r, the derivation obtained by the transformation software is as in Figure 4.9. In parallel to performing its role in the collaboration CBA2, the component r sends a coordination message to p. This is the choice indication message explained above.

To further explain the importance of this derivation rule, let us assume that the choice indication message is not included in the behavior of the derived components. If the collaboration CBA3 is chosen, then there is no problem and the execution of the diagram is straightforward. But if the collaboration CBA2 is chosen, the component p does not know this information, and does not have any way to know when CBA2 will be completed. And since here it is the starting component for the following collaboration CBA4, it may be waiting indefinitely before starting the execution of CBA4.

4.3.3 Strong While Loop

In the test case of Figure 4.10, we have four collaborations. The first is CBA1, followed by a strong while loop containing CBA2 and CBA3 weakly sequenced, then followed by CBA4 which comes after a strong sequence.

There are five roles allocated to four components as follows: the roles p, r, and q belong respectively to the components p, r and q. And both roles s and t are allocated to a single component that we will call st.

The component p is involved in two kinds of coordination messages related to the loop.

1. The starting component of the loop is p, which has the behavior shown in Figure 4.11. Since this is a strong loop, its starting components need to receive a flow message from its terminating components. This is to ensure that the strong sequence is respected between every two successive executions of the loop.

The loop involves CBA2 and CBA3, separated by a weak sequence. The terminating components of the loop include the terminating components of CBA2 that do not participate in CBA3, plus of course the terminating components of CBA3.
So the terminating components of the loop are r and st. Therefore, both r and st will send a flow message to p at each end of the loop.

2. Since p is the starting component of the loop, it has to send a choice indication message to all components that play a role in the loop but not in the collaboration CBA4 that follows the loop. This must be done when the loop terminates and CBA4 is performed. This means that p sends a cim to the component r. The component p does that in parallel to playing its role in the collaboration CBA4.

The next figure 4.13 represents the behavior generated for the component r. As already explained above, r will send a flow message to p at each end of the loop, as well as receive a cim message from p after the loop has ended. Note: The flow message “receive fm(2) from r” in Figure 4.11, which is part of the behavior of p, and the flow message “send fm(2) to p” in Figure 4.13, which is part of the behavior of r, both have the same parameter (2). This parameter is unique for each strong sequence construct, and avoids any possible confusion for the component sending the flow message and the one receiving it.

The generated behavior for component st is shown in Figure 4.14. One of the roles allocated to this component, which is t, participates in CBA4. This means that this component is involved in CBA4 which is the collaboration that comes after the loop. Therefore, this component does not need to receive any cim message after the choice has been made to end the loop.

So the only coordination message that component st is involved in, is the flow message that it has to send to component p at each end of the loop.

The generation of the behavior of component q, as shown in figure 4.12, is straightforward, since it does not have to send any coordination messages. Note: The global Activity Diagram (Figure 4.10) shows that the component q does not participate in CBA2. So after projecting this global behavior on the component q, this collaboration CBA2 is just eliminated which explains the fact that it is not included in Figure 4.12.
Figure 4.10: Strong loop Activity Diagram
Figure 4.11: Derivation of the strong loop AD for the component p
Figure 4.12: Derivation of the strong loop AD for the component q
Figure 4.13: Derivation of the strong loop AD for the component r
Figure 4.14: Derivation of the strong loop AD for the component st
4.3.4 Weak While Loop

The following scenario is an example for the weak while loop. As shown in Figure 4.15, the collaboration CBA1 is followed by a weak while loop including the collaborations CBA2 and CBA3, weakly sequenced. The loop is itself followed by the collaboration CBA4. CBA4 invokes another Activity Diagram that details its behavior, let us call it CBA4-Behavior. This diagram contains two sub-collaborations separated by a strong sequence. The first one is the sending of a message between two components, followed by a strong sequence, and then by a second sub-collaboration CBA4’.

The derivation of the behavior of components p, r and q are shown in Figures 4.16, 4.17 and 4.18, respectively. The first coordination message for component p is the flow message fm(1) that it receives from component r. This message is due to the strong sequencing between CBA1 and the loop, and since r is the terminating component of CBA1 and p is the starting component of the loop, then r has to send a flow message to p. This will prevent p from initiating the loop before CBA1 is terminated, because p is waiting for a message from r, which will not be sent until r is done with its role in CBA1.

Component p plays the starting role in the weak loop, and is the one responsible for the choice between either performing another execution of the loop or proceeding with the following collaboration CBA4. Since the component r does not participate in CBA4, and plays a non-starting role in the loop, then p is responsible for sending a choice indication message (cim) to r when p takes the decision to end the loop. p sends this message in parallel to performing its role in CBA4. This cim message will avoid that r waits indefinitely for another execution of the loop to be performed.

The cim message has two parameters. The first parameter refers uniquely to the choice construct between the loop and CBA4. The second parameter is a loop counter. This parameter indicates the number of times the loop has been performed. The component p as well as r keep track of an internal loop counter by executing the action “Increment LoopCounter” during each loop. Then when p sends the cim message to r after the last execution of the loop, the loop counter included in this cim message will allow r to know
exactly how many times the loop has been performed, and then compare it with its internal loop counter. If the latter is smaller, then \( r \) will not consume the CIM message yet, and will still wait for additional messages belonging to the loop, while incrementing its internal loop counter at each loop instance. When they become equal, then \( r \) can consume the CIM message and consider its role in the loop to be finished.
Figure 4.15: Weak loop Activity Diagram
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FIGURE 4.16: Derivation of the weak loop AD for the component p
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Figure 4.17: Derivation of the weak loop AD for the component r
Main.Activity

\[ S:p,q \]

\[ P:p,q,r \]
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\[ S:p \]
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FIGURE 4.18: Derivation of the weak loop AD for the component q
Contrary to the other collaborations, the collaboration CBA4 that comes after the loop, does not have its starting, participating and terminating roles specified. This is permitted in this case because CBA4 makes a call to the sub-Activity Diagram CBA4-Behavior. The Derivation Tool calculates the roles of CBA4 from the sub-Activity Diagram, by using the rules of the table presented in Section 3.3.1.

The component $q$ participates both in the collaboration CBA4 and in the loop. So $q$ has to receive the loop counter as an additional parameter, as part of the first message that it receives in CBA4, that is message1 that belongs to the sub-Activity Diagram CBA4-Behavior. The role of the loop counter here is to allow component $q$ to know whether the loop is actually finished, or if message1 has just been received earlier because of the weak sequencing, while the loop is still running. In the last case, the component $q$ will not consume this message until it has received all messages belonging to the loop. $q$ will be able to know this by comparing the internal loop counter it is keeping track of, with the loop counter received from $p$.

4.4 Summary

We have described in this chapter the different requirements for the Derivation Tool. We have shown for each construct the derivation rules that need to be applied, and we have illustrated that by examples of input Activity Diagrams for the global system, as well as output Activity Diagrams for the derived system components. We note that the diagrams used in this chapter are the actual ones that were obtained by our Derivation Tool after its implementation was finished.

We note that the GMF's UML2Tools plugin, which is the editor that we used in our project as we explain in Chapter 6, does not support yet the interruptible activity region, we are therefore not able to accomplish that specific construct. The extension of the Derivation Tool can be done when the GMF Editor is upgraded to support the interruption construct while creating Activity Diagrams.
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DESIGN CHOICES FOR THE DERIVATION TOOL

This chapter describes the design choices that were made during the implementation of the derivation algorithm. The first conceptual choice is related to the ambiguity that occurs when an Activity Diagram has different combinations of strong and weak sequencing constructs. This ambiguity is eliminated by prioritizing one type of sequencing over the other. The second conceptual choice concerns the tree representation for Activity Diagrams. The tree data structure provides efficient and fast data access through bottom-up traversals of the tree.

5.1 Strong Sequencing v.s. Weak Sequencing

In a regular UML Activity Diagram, the only sequencing used is strong sequencing. When we introduce the use of weak sequencing in the extended Activity Diagrams used here, there is an ambiguity that occurs when we have different combinations of strong and weak sequencing constructs. The cause of this ambiguity is that when we have a weak sequence followed by a strong sequence (or in the opposite order), the set of flow messages exchanged to ensure the strong sequencing, will be different, depending on whether priority is given to the strong or the weak sequence.
This ambiguity can be better understood in analogy with the mathematical operator precedence. Let us take for example \( 1 + 2 \times 3 \). If we agree that priority is given to multiplication as it is usually the case, then there would be no ambiguity, and the result would simply be 7. But if we do not agree on any operators priority, then the expression \( 1 + 2 \times 3 \) is ambiguous as the result could be 7 if priority is given to multiplication, or it could be equal to 9 if priority is given to addition. We could use parentheses and either write \( 1 + (2 \times 3) \) or \( (1 + 2) \times 3 \); this way the ambiguity is eliminated. Since in Activity Diagrams there are no parentheses, we could solve the problem by defining priority for either weak or strong sequencing.

To show the ambiguity in Activity Diagrams, let us consider the following simple example. Figure 5.1 shows the process through which some new computers are ordered. The following labels are used for the different roles that participate to the collaborations in the diagram: M: IT manager, S: Software developers, A: Accounting department, P: Hardware provider. To simplify the situation, let us also call M, S, A and P, the components that realize these roles.

There are actually two ways to deal with this Activity Diagram. The first one, illustrated by Figure 5.2, is to consider that the strong sequencing has priority over the weak sequencing, and therefore adopt the bracketing shown in that figure. This way, there is strong sequencing between the collaborations “Order computers” and “Deliver computers”.

So the flow messages needed in this case, are messages sent from the terminating roles of “Order computers” to the starting roles of “Deliver computers”. That is a message
from $P$ to itself which is actually eliminated by the algorithm. This means that in this case no coordination messages are needed at all.

The second way is to consider that weak sequencing has priority over strong sequencing. In this case the bracketing to be adopted is illustrated in Figure 5.3.

As the figure shows, there is strong sequencing between the combination of the collaborations “Assess computers need” and “Order computers” together, and “Deliver computers”. Let us see what the required coordination messages are in this case.

The new set of terminating roles for the combination “Assess computers need” and “Order computers”, following the table in Section 3.3.1, is $(\text{TR}(\text{Assess computers need}) - \text{PR}(\text{Order computers})) \cup \text{TR}(\text{Order computers})$. This is equal to the set of roles $\{M, S, P\}$. So to ensure the right coordination between the components in the diagram, each role in this set above is required to send a flow message to each of the starting roles of the collaboration “Deliver computers”. This means that each of $\{M, S, P\}$ will send...
a message to \{ P \}. Since we eliminate the message sent from P to itself, then we have
two messages, one from M to P and a second one from S to P.

So, in conclusion, we see that different sets of messages are exchanged, depending on the
choice of priorities. The same problem arises if there are more than three collaborations
involved, or if there are other constructs linking some of the collaborations, among the
strong and weak sequences. We note that this problem does not occur in standard UML
Activity Diagrams, since all sequences are strong sequences.

We believe that in most cases where strong sequence is used anywhere in a diagram, this
strong sequencing needs to be enforced between all activities that come before this strong
sequence and those that come after it. Therefore, we assume that weak sequencing has
priority, as shown in Figure 5.3.

A feature that could be added later to the Derivation Tool would be to allow the user to
choose which priority he would like to have in the diagram. Another feature that would
be nice to have, would be to give the user a way to specify for each case of strong or
weak sequencing, which priority he would like to adopt, by using some bracketing that
would be allowed by the editing software when building the Activity Diagram. This
way, the user does not necessarily have to use the same priority in all the cases.

This bracketing can currently be ensured by the use of sub-activities. Indeed, if the
used wants to have strong sequencing between two collaborations, then he can use a
sub-activity diagram where these two collaborations are separated from the rest of the
activities in the main Activity Diagram. This way, even if this sub-activity diagram
is preceded by weak sequencing, the strong sequencing between the two collaborations
will still be ensured. This however may not be convenient for the user in case the
Activity Diagram contains many such cases, and thus the user would need to use many
sub-activities to separate strong sequenced collaborations from the rest of the diagram.
5.2 Tree Representation for Activity Diagrams

During the derivation process of an Activity Diagram, there are several operations that should be performed. The first operation consists of validating the Activity Diagram to make sure that all the conditions necessary for the derivation are satisfied. The second operation, which is launched only when the first one succeeds, takes care of computing the starting roles, terminating roles and participating roles of each collaboration. Once the sets of roles are determined, the third operation, which processes of the derivation transformations, is launched. These operations imply the need for several traversals of the Activity Diagram, and therefore a suitable data structure to facilitate the traversals and to make the data access more efficient.

A binary tree data structure would be an intuitive answer to this requirement. The binary aspect emanates from the fact that the transformations are based on rules involving exactly two sub-collaborations linked through a specific relationship which represents the sequencing construct. Concerning the interruption for which three collaborations 'C1', 'C2' and 'C3' are involved, we adopted the competition construct which complies with the binary tree structure.

The choice of the tree as a data structure to represent the Activity Diagram, allows us to go through the Activity Diagram in a suitable way, using tree traversals. Moreover, the parent/children concept in the tree makes the management of some specific relationships such as the strong sequence and the loop easier.

5.2.1 Binary Trees

A binary tree is made of nodes, where each node has a data element in addition to at most two pointers known as the "left" child and the "right" child. These left and right pointers recursively point to smaller "subtrees" on either side. The node that is the topmost node in the tree is called the "root".

A null pointer represents a binary tree with no elements (the empty tree). The formal recursive definition is: A binary tree is either empty (represented by a null pointer), or
is made of a single node, where both the left and right pointers point to a smaller binary tree (recursion) [27].

Figure 5.4 shows a binary tree with an illustration of the root node as well as the "left" and the "right" children nodes and their parent node.

5.2.2 Binary Tree Traversal

There are many reasons why we might need to traverse a binary tree. For example, we might be looking for the number of nodes in that tree, we might as well wish to find the largest or the smallest value. The tree traversal algorithms that was used during our project is the Depth First Search (DFS).

A Depth First Search explores a path all the way to a leaf before backtracking and exploring another path. It allows to visit a node and then recursively visits the children of that node.

For example, in Figure 5.4, after searching A, then B, then D, the search backtracks and tries another path from B.
Figure 5.5 shows the order in which the nodes are explored, namely A B D B E H L H M H E I N I O I E B A C F C G J G K G C A. Each node is visited exactly three times. The line in the figure shows when the nodes are visited and not when they are processed. The processing of the tree nodes is usually carried out bottom-up, that is, a node is processed when all its children have been processed.

Each intermediate node of the tree is visited three times when using a DFS traversal. Once on its way down the tree, a second time coming up from the left child, and a third time coming up from the right child. It is during the third visit that the data from the left and the right child is available, and then the processing (computation of roles in our case) is performed. Obviously, leaves are visited once since they have no children.

5.2.3 The Input XMI Format

The input of the Derivation Tool we developed is a global Activity Diagram in the form of an XMI file. The XMI file describes the Activity Diagram based on XML syntax. Each UML object has a name used to instantiate it in the XMI file. Each instance, no matter what type of object, has an identifier insuring its uniqueness. This identifier is
used as a reference to the corresponding instance. When two object instances are linked through a Control Flow Object instance, their unique identifiers are used to define that relationship using specific attributes.

Control flows define the attributes "source" and "target" holding the identifiers of the source and the target collaborations of the corresponding sequence. Any other UML object (Collaboration, Initial Node, Final Node, Fork Node, Merge Node, Decision Node or Merge Node) defines the attributes "incoming" and/or "outgoing". The "incoming" attribute defines the identifier of the control flow that ends at the UML element while the outgoing attribute determines the control flow that comes out of the UML element.

The definition of an Activity Diagram starts with an Initial Node, goes through a certain number of object instances (Collaboration, Fork Node, Join Node, Decision Node, Merge Node) linked through Control Flow Object instances and finishes with a Final Node.

5.2.4 Input Validation

The syntactical validation of the global Activity Diagram is performed automatically by XMLBeans [28] during the parsing of the XMI file. The parsing would simply fail if the XMI file contains an XML syntax error or its format does not conform to the schema of the UML Metamodel.

The semantic validation is performed by the Derivation Tool during the tree construction, and ensures that the following conditions are satisfied:

- A single Initial Node starts the Activity Diagram and a single Final Node ends it.
- There should be a non-empty set of starting roles, a non-empty set of participating roles and a non-empty set of terminating roles for each collaboration in the Activity Diagram. An exception to this rule is made for collaborations that make a call to a sub-Activity Diagram, in which case the roles of the calling collaboration are calculated from the called sub-Activity Diagram.
- All control flows are defined as either strong or weak. Obviously, this takes into account only control flows where this information is required.
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• All the combinations of fork/join and decision/merge should be well-structured.

• All choices are local.

• The branches of the choice constructs have the same terminating roles.

5.2.5 Tree Construction

The tree construction starts by creating the root identified by the Activity Diagram identifier. This is the starting point of our binary tree. Each node in our tree will either be a leaf or will have two children nodes (left node and right node). A node will be a leaf only if it represents a call behavior action, otherwise, the two children nodes should be created inside the tree data structure.

The XMI file parsing allows pointing out the next object instance coming right after the current Node. The nature of the pointed object (Collaboration, Fork Node, Join Node, Decision Node, Merge Node) decides whether the child is a leaf or an intermediate node. The only case where a leaf is determined is when a call behavior action is encountered, otherwise an intermediate node is built and the tree construction function that was called previously, is called recursively. The recursion starts at the Initial Node, and ends when the Final Node is encountered.

The recursion paradigm is of much importance in the process of the tree construction, since we have a priori no idea about neither the nature of the Activity Diagram, nor its hierarchy.

Here are some rules that were implemented during the tree construction:

• If a call behavior action is encountered, the left child is created as a leaf, the right child is created as an intermediate node and the relationship (strong sequence or weak sequence defined by the control flow coming out of the encountered collaboration) is kept as an attribute in the data element of the parent node. The control flow coming out of the call behavior action in question is processed recursively.
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- If a Fork Node is encountered, we go further in the Activity Diagram until we reach the corresponding Join Node. A First In Last Out (FILO) stack takes care of more than one embedded Fork/Join nodes. Two intermediate children nodes are created and the "parallel" relationship is specified in the data element of the parent node. The two control flows coming out of the fork node are processed recursively.

- If a Decision Node is encountered, we go further in the activity diagram until we reach the corresponding Merge Node. A First In Last Out (FILO) stack takes care of more than one embedded Decision/Merge nodes. Two intermediate children nodes are created and the "choice" relationship is specified in the data element of the parent node. The two control flows coming out of the decision node are processed recursively.

- If a Merge Node is encountered we first make sure we are not in the previous case, then we go further in the AD until we reach the corresponding Decision Node. This will allow us to identify a loop. Whether the loop is strong or weak is determined through the nature of the control flow coming out of the Decision Node and not going back to the corresponding Merge Node. Two intermediate children nodes are created and an attribute holding the "loop" characteristic of the left child node is defined in its data element. The control flow coming out of the merge node and the one coming out of the decision node and not going back to the merge node are processed recursively.

In the case the global Activity Diagram calls other sub-Activity Diagrams, a tree is constructed for each called sub-Activity Diagram as described above. The constructed trees are then linked to the global tree in the following manner. Each node calling a sub-Activity Diagram in the global tree, points to the root of the tree of that sub-Activity Diagram.

Figure 5.6 shows an example of an Activity Diagram containing a fork/join combination and a decision/merge combination. Figure 5.7 illustrates the constructed tree corresponding to the Activity Diagram defined in Figure 5.6. The tree in the figure shows
the node attributes defining the relationship between the two children nodes. This relationship (strong or weak sequence, concurrence, choice, strong or weak loop) is retrieved from the XMI data during the tree construction process.

Activity Diagram Example

Order accepted

Receive order

Order rejected

Fill order

Make payment

Accept payment

Ship order

Close order

FIGURE 5.6: An Activity Diagram example
Activity Diagram

Receive order choice

Close order

Fill order Parallel

Ship order

Make payment Accept payment

Figure 5.7: Tree for the Activity Diagram above
5.3 Role Computation

Role computation is achieved through a bottom-up traversal of the constructed tree. This ensures that the leaves are the first nodes to be processed and then their parents and so on up to the root. The roles (starting, participating and terminating roles) of the leaves are defined in the input Activity Diagram and therefore are available with the constructed tree, while the roles of the intermediate nodes up to the root are computed based on the rules defined in the role computation table of Section 3.3.1.

5.4 Behavior transformation

A bottom-up traversal is again used for the behavior transformation of every component in the system. For the leaves, which correspond to collaborations of the input Activity Diagram, we apply the transformation by changing the names of those collaborations. The naming change consists of adding a prefix 'T<c>' to the original names of those collaborations where 'T' stands for 'Transformation' and 'c' is the component name for which the transformation is performed. For example, if the name of a collaboration is "Order" in the input Activity Diagram, it becomes "T<compl>(Order)" in the generated Activity Diagrams describing the behavior of the component 'compl'.

For an intermediate node, we apply the transformation by running the rules of the transformation algorithm defined in the transformation table in Chapter 3. The applied rules in each case depend on the relationship between the children nodes. The relationship information, which is retrieved from the input XMI data during the tree construction process, is stored as an attribute of the intermediate node.

Since a transformation is related to a component, we repeat it for as many components as we have. This implies that we need a number of bottom-up traversals of the constructed tree equal to the number of the components in the Activity Diagram. The components are defined by the user through an 'INI' file (initialization file) where each component contains a non empty set of roles. No role can be part of more than one component. This 'INI' file has to respect the following format. Each component is defined in a separate
line, by the component name followed by the sign equal "="., followed by the list of roles that belong to this component separated from each other by a comma. A simple example of such an 'INI' file is as follows:

Component1 = Role11, Role12
Component2 = Role2
Component3 = Role31, Role32

This means that the components participating to the corresponding Activity Diagram are Component1 which implements Role11 and Role12, Component2 implementing Role2, and Component3 which implements Role31 and Role32.
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IMPLEMENTATION OF THE DERIVATION TOOL

This chapter presents the overall architecture of the derivation software tool, that does the transformation of a global Activity Diagram into component Activity Diagrams. The derivation process involves five phases described in detail in this chapter. Here is an overview of these phases:

- The generation of the Java instances corresponding to the input XMI elements: The XMI file describing the Activity Diagram to be transformed is parsed using XMLBeans in order to generate Java objects making it easier to handle the data. The parsing process of the input file also involves the syntactic validation, making sure that the input XMI file is well formatted.

- The semantic validation: This phase consists of verifying that the input XMI file respects the conditions detailed later in this Chapter in Section 6.4 before starting the derivation process.

- The global Activity Diagram tree construction: This phase consists of mapping the input Activity Diagram into a tree data structure. All leaves in the tree correspond to collaborations in the Activity Diagram, while the intermediate nodes specify the construct defining the relationship between its children. In this chapter, the global
Activity Diagram tree construction is described from an implementation point of view. The previous chapter described this tree construction thoroughly from a conceptual point of view.

- Calculation of roles: This phase is launched right after the tree is constructed. The fact that all the collaborations in the input Activity Diagram correspond to leaves of the constructed tree is a very important feature of our data structure. Indeed, the roles are specified for the collaborations by the user when defining the global Activity Diagram. Therefore, the roles are known for the leaves of the tree, since the leaves correspond to collaborations. As a result, a bottom-up traversal is enough to complete the calculation of the roles of the whole tree.

- The behavior transformation: This phase consists of applying the transformation on the tree mapping the global Activity Diagram. The transformation is performed through a bottom-up traversal of the tree for each component. At the end of each transformation, an XMI file representing the behavior of the processed component is generated.

First, let us start by presenting the different tools that were used during our project, namely the Graphical Modeling Framework of the Eclipse platform, as well as XML-Beans, which we used to generate Java classes from XML input documents as we will explain in detail later.

### 6.1 Implementation Tools

#### 6.1.1 Graphical Modeling Framework

During the development of this project, the Eclipse platform was used. Eclipse is an open source community [29], that created the open Eclipse development platform and its related projects. The Graphical Modeling Framework (GMF) [30] is one of the Eclipse plug-ins. GMF is an open source tool that provides a set of generative components and a runtime infrastructure for developing graphical editors [31]. These editors can then
be used for modeling. A set of such GMF editors, UML2 Tools [32], was used in our project.

UML2 Tools provides the ability to view and edit UML diagrams. It offers a palette of graphical UML elements to drag and drop onto the editor. The palette's elements displayed at any given time, change according to the type of diagram being built. Figure 6.1 illustrates the editing of an Activity Diagram. For every diagram created, the editor generates two corresponding files. One of them is used to store the graphical information, and the other contains the data related to the diagram. Both files are stored in XML format.

![Figure 6.1: Editing an Activity Diagram with UML2 Tools (GMF based editors)](image)

### 6.1.2 XMLBeans

XMLBeans is a technology for accessing XML data through translating it into Java objects. It was in September 2003 that BEA Systems XMLBeans submitted XMLBeans
to the Apache Incubator and Apache XML projects [33]. XMLBeans graduated then from incubation in June 2004 to become a top level project and part of the Apache XML federation. XMLBeans 1.0 has been successfully used as an underlying technology for several products as well as by a growing number of large users including some of the largest companies in the world [33].

The strength of XMLBeans comes from its ability to access the full power of XML in a Java-friendly way. The idea behind it is to take advantage of the richness and features of XML and XML Schema and have these features mapped as naturally as possible to the equivalent Java language constructs. The Java interfaces compiled based on XML documents can be used to read and modify XML instance data.

XMLBeans provides several ways to retrieve data from an XML document. One of these ways is to access the XML document data by parsing the input XML file into Java objects corresponding to the XML data elements. These Java objects are instances of the Java classes generated by XMLBeans while compiling the XSD file. The Java class generation is an operation that is carried out only once, while the instantiation of these generated Java classes following the parsing operation, is performed for each XML data file corresponding to the XSD Schema. The XML data, mapped into the Java instances, is managed through Java getters and setters.

We have opted for using XMLBeans to access information from XML files in our project, because this is powerful, and allows an easy manipulation of the data using the API provided by XMLBeans. In particular, it simplifies searches through the data as well as modifications of the data.

6.2 Overall Architecture

Our program expects three input files. The first file contains, in XMI format, the global Activity Diagram to be transformed. The second one, also generated by GMF’s Editor, contains the graphical data of the global Activity Diagram. The last file is a configuration file in INI format, defining the components of the system and the roles assigned to these components.
As an output, our software produces an XMI file for each component of the system, describing an Activity Diagram for the component for which it was generated. In addition, the Derivation Tool duplicates the input graphical file of the global Activity Diagram, for each component of the system. Through a simple configuration of these graphical files, the GMF Editor can associate them to the generated components XMI files, and display the component Activity Diagrams graphically.

The adaptation of a component's graphical file consists of first changing its name to match the name of the corresponding component's XMI file. Then, all links inside the graphical file, that originally referred to the UML objects used in the global XMI file, are replaced by links to the UML objects in the component's XMI file.

This adaptation made by the Derivation Tool, allows the collaborations and the other UML elements that were originally in the global Activity Diagram as drawn by the user, to keep their original coordinates in the components' graphical files. The UML elements added by the Derivation Tool during the behavior transformation, are the only ones that need to be laid out manually within the GMF editor.

During the derivation process, the Derivation Tool performs two main operations. The first one is carried out only once. During this phase, XMLBeans is used to create Java classes corresponding to the elements of the UML Metamodel. XMLBeans takes the schema of the UML Metamodel as input. It then generates a jar file containing all the Java classes required to later parse XML files corresponding to this schema.

The second main operation is executed during each derivation process of a global Activity Diagram. This operation itself goes through five steps as illustrated in Figure 6.2. These steps are detailed in the coming sections.

### 6.3 The Generation of Java Classes

#### 6.3.1 UML Objects

The XML schema of the UML metamodel defines all the UML objects that are used within the Graphical Modeling Framework (GMF) to construct Activity Diagrams. The
data corresponding to these diagrams is saved as an XMI file. Each UML object within the Activity Diagram is defined as an XML element of the XMI file. The properties of that element determine its attributes such as its name, its incoming edges if there are any, its outgoing edges if there are any, the source and the target for the flow objects. Figure 6.1 illustrates the GMF Editor's palette containing the list of UML objects used to build Activity Diagrams. The tab 'Properties' holds the attributes of the currently selected object within the drawing area. Eclipse provides a unique identifier for each drawn object, which can be used for linking purposes.

All the flows in the Activity Diagram are represented by a 'Control Flow' object. Flow
objects are directed edges determining the direction of the flow within the Activity Diagram. A control flow object has a set of attributes among which the property 'source' and 'target' are very important. The source attribute holds the identifier of the collaboration or other object from which the flow starts while the target attribute holds the identifier of the object where this flow ends.

An invocation of a collaboration is represented in the GMF Editor using an object 'Call Behavior Action'. This will allow a call of a sub-activity diagram in case the collaboration requires a more detailed description. To link between the collaboration and its corresponding sub-activity diagram, the identifier of the latter is specified as a value for the property 'Behavior' of that collaboration. This operation allows the behavior decomposition of Activity Diagrams. There is no limit constraint regarding the depth of decomposition.

6.3.2 Java Classes

We have used XMLBeans to translate all the XML elements defined within the UML Schema file into Java classes. The attributes of each element are simply mapped into private attributes and their getters within the corresponding Java class. For example if an XML element holds an attribute 'name', its corresponding Java class will contain a private String attribute 'name' and a getter function which will give access to its value.

Although, the generated Java classes do not translate the relationship defined between the UML objects within the XMI file, they still provide an easier way to get access to and parse the XMI file elements.

6.4 Syntactic and Semantic Validation

The parsing of the input file provides a way to validate the XML syntax and its conformance to the schema corresponding to the UML Metamodel. The system is capable of catching any parsing problem and displays errors to the user accordingly. Obviously, if the XMI file is created through the GMF Editor, it should be parsed with no errors.
Once the syntactic validation is carried out successfully, the system starts the semantic validation to make sure the input Activity Diagram respects the following conditions:

- The Initial Node has no incoming edge.

- Each collaboration has exactly one incoming edge and one outgoing edge.

- In the case where the source of the incoming edge of a collaboration is not the initial node, its name has to specify whether the sequence is strong or weak.

- In the case where the target of the outgoing edge of a collaboration is neither the final node nor a join node nor a merge node, its name has to specify whether the sequence is strong or weak.

- Each Fork Node has exactly one incoming edge and two outgoing edges.

- Each Decision Node has exactly one incoming edge and two outgoing edges.

- Final Node has no outgoing edge.

- Each collaboration has its starting roles, participating roles and terminating roles defined correctly, following the syntax defined in Figure 4.1 of Chapter 4.

- Choices have only one starting role.

- Loops have only one starting role.

- The construct that immediately follows a loop, if it is non-empty, have only one starting role, and this role should be the same as the starting role of the loop that precedes this construct.

- Branches of the choice constructs have the same set of terminating roles.

- The naming of control flows has to respect the following convention, in order to allow the distinction between strong and weak sequencing:
  - In order to define a strong sequence, the property 'name' of the corresponding flow object should start by 'ss:', for 'strong sequence'.

To define a weak sequence, the property ‘name’ of the corresponding flow object should start by ‘ws:’, for ‘weak sequence’.

The nature of the sequencing (strong or weak) has to be defined on all the control flows in the global Activity Diagram, except if this information is not required. An example of a control flow where the nature of sequencing is not required is the flow coming out of the Initial Node or the one ending at the Final Node. Other control flows for which this information is not needed are the ones coming out of a Decision Node. Indeed, the nature of sequencing for those is obviously the same as for the control flow that targets that Decision Node. The same is true for Fork Nodes.

In the case that any one of the above conditions is not satisfied, an error message is displayed explaining the error in detail. If all the conditions are satisfied, the tree construction begins.

### 6.5 Global Activity Diagram Tree Construction

The tree data structure is implemented using linked lists. Each node of the tree is either a leaf representing a collaboration or an intermediate node pointing to a subtree. Each intermediate node has two children, left and right, corresponding to the collaborations C1 and C2, as described in the transformation table in Chapter 3.

The tree construction consists of mapping the Activity Diagram into a tree data structure for which the traversals are faster and more efficient. All leaves in the tree correspond to collaborations in the Activity Diagram, while the intermediate nodes (including the root) correspond to the construct that links the left child with right child of that intermediate node. This is clearly seen in Figure 5.7 of Chapter 5 that represents an example of the tree constructed for a global Activity Diagram.

There are five different cases that determine the relationship between the children of an intermediate node of the tree. These cases depend on the target node of the control flow
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represented by that intermediate node. These cases are detailed in the coming sections. They are the following:

- Collaboration followed by Strong Sequence
- Collaboration followed by Weak Sequence
- Decision Node
- Fork Node
- Merge Node

In the cases of choice, concurrence and loop constructs, a stacking mechanism is required in order to detect the ending of each of these constructs. For this purpose, a single stack is defined.

In the case that a Decision Node is encountered during the tree construction, the program adds that Decision Node to the stack and then starts a search for the corresponding Merge Node in order to identify the choice block. In order to achieve this, the program goes through the Activity Diagram adding any encountered Decision Node to the stack. On the other hand, whenever a Merge Node is encountered, the corresponding Decision Node, which is the top element of the stack, is removed. The search ends when the stack gets empty signaling that the corresponding Merge Node is reached. Once the search for the corresponding Merge Node is completed and the choice block is identified, the tree construction process is resumed right after the Decision Node. The same mechanism is used to identify concurrence blocks (Fork Node/Join Node) and loop blocks (Merge Node/Decision Node).

6.5.1 **Collaboration Followed by a Sequence**

In the case where the target of the current control flow is a collaboration followed by a strong sequence, the tree construction is performed as follows. The Activity Diagram is divided into two sections representing the children of the current node:
• The first section (represented by C1 in Figure 6.3) represents the left child consisting of a leaf. The collaboration 'Collab. 1' in Figure 6.3 is mapped into the leaf node 'C1' in the tree. The roles of this leaf node are defined immediately since they are given by the user in the Activity Diagram.

• The second section (represented by C2 in Figure 6.3) represents the right child consisting of the rest of the tree. 'C2' is an intermediate node of the tree for which the roles are not known at this stage.

The relationship between 'C1' and 'C2' is a strong sequence. This relationship is specified in their parent node 'C' (see Figure 6.3). 'C' is identified using the id of the control flow pointing at 'Collab. 1' and specifies the relationship retrieved from the control flow whose source is 'Collab. 1'.

Finally, the intermediate node C2 is processed through a recursive call of the tree construction procedure, to continue the tree construction until the final node is reached.

The processing of the case where the target of the current flow object is a collaboration followed by a weak sequence is analogue to the case of a strong sequence.

6.5.2 Choice

Figure 6.4 shows the case where the current flow node is followed by a Decision Node. Encountering a Decision Node indicates the beginning of a choice relationship. Our program parses the XMI file following the flow of the Activity Diagram until it reaches the Merge Node corresponding to the first encountered Decision Node. In the case it encounters another Decision Node while looking for a Merge Node, it takes note that it should look for two Merge Nodes instead of one. This is implemented through a stack. Whenever the program finds a Decision Node it adds it to the top of the stack, and when it encounters a Merge Node it removes a Decision Node from the top of the stack. This operation continues until the stack becomes empty, which indicates that the Merge Node corresponding to the first encountered Decision Node is reached.
In the case of a choice where the target node of the current flow node (represented by the parent Node 'C') is a Decision Node, four intermediate nodes are constructed:

- **Subtree 'C1'** (Blue Node in Figure 6.4): This is the left child of the parent node 'C'. It represents the choice block going from the Decision Node up to the corresponding Merge Node. Since a choice block consists itself of two paths corresponding to the two flow objects coming out of the Decision Node, it is split into two children nodes. Those two children nodes represent the subtrees mapping the two flow objects coming out of the Decision Node. The choice relationship between these two children nodes is specified at their parent node 'C1' (Blue Node in Figure 6.4). The two children nodes are constructed as follows:
- Subtree 'C1' (Red Node in Figure 6.4): This subtree represents the left child of the choice block. It is mapped based on the first flow object coming out of the Decision Node. The procedure of tree construction is called recursively at this stage to process this flow object.

- Subtree 'C2' (Red Node in Figure 6.4): This subtree represents the right child of the choice block. The other flow object coming out of the Decision Node identifies this node. The procedure of tree construction is called again recursively at this stage to process this flow object.

- Subtree 'C2' (Blue Node in Figure 6.4): This is the right child of the parent node 'C'. It represents the rest of the tree which is mapped using the flow object coming out of the Merge Node. It is the nature of this flow object that defines the relationship between the two nodes 'C1' and 'C2'. This relationship is defined at the parent node 'C'.

6.5.3 Concurrence

During the tree construction, if the program encounters a Fork Node, this is an indication that a Concurrence block is ahead. The program determines the Join Node that corresponds to the encountered Fork Node using the same stacking mechanism defined earlier for the choice construct.

Figure 6.5 illustrates the case where target of the current flow node is a Fork Node. The processing of the concurrence construct is similar to the processing of the choice construct described above.

6.5.4 Loops

A loop is recognized when a Merge Node is encountered first. In this case the program looks for the corresponding Decision Node using the same stacking mechanism described above.
A strong loop is a loop for which the flow object coming out of the decision node and pointing out the rest of the tree is a strong sequence. Figure 6.6 illustrates a strong loop. A weak loop corresponds to a loop for which the flow object coming out of the decision node and pointing out the rest of the tree is a weak sequence. Also refer to Figure 6.6 for a weak loop illustration, but strong sequence should be replaced by weak sequence.
6.5.4.1 Strong Loop

Figure 6.6 shows a strong loop for which the target of the current flow object is a Merge Node. The corresponding Decision Node is identified taking into consideration non-overlapping choices, concurrences and loops. In the case the target of the Merge Node is a strong sequence, the Activity Diagram is divided into two sections:

- Section 1 (represented by C1 in Figure 6.6) which represents the left child consisting of the first subtree mapping the loop block. This child node is identified by the flow object coming out of the Merge Node. A recursive call of the tree construction procedure is called to process this subtree.
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- Section 2 (represented by C2 in Figure 6.6) which represents the right child consisting of the rest of the tree. The flow object following the Decision Node and pointing out the rest of the tree represents the intermediate node 'C2' in the tree. 'C2' holds the rest of the tree and corresponds to a subtree for which the roles are not known at this stage. Obviously, a recursive call of the procedure of tree construction handles the processing of the next flow object.

The relationship between 'C1' and 'C2' is a strong sequence relationship. This relationship is specified in their parent node. Figure 6.6 illustrates this aspect.

'C' is identified using the name of the flow object whose target is the Merge Node but specifies the relationship retrieved from the flow object whose source is the Decision Node and points out the rest of the tree.

The loop feature is also defined at the parent node level. This is to say that the left child 'C1' is a loop.

### 6.5.4.2 Weak Loop

Similar to the strong loop, except that strong sequencing is replaced by weak sequencing.

### 6.6 Calculation of Roles

Once the tree is constructed, the program starts the computation of the roles. A depth-first search traversal of the constructed tree is carried out for this purpose. The choice of the depth-first search traversal has been made since the leaf nodes have already their roles defined, so we need to start by these leaves and go up.

The path followed by each of these traversals is depth first, left to right, by recursive procedure calls. Each node of the tree is visited three times during each of the depth-first traversals, once on its way down the tree, a second time coming up from the left child, and a third time coming up from the right child.
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The implementation of the depth-first search traversal is done through a recursive call of a function based on the following:

- We start by calling the roles computation function on the root node by calling recursively the function on its left child and right child.

- Obviously, if a node is a leaf, its roles are already specified and as a result the recursion stops at this level.

- On the other hand, if a node is a two other recursive calls are performed on the left and right child.

*Figure 6.6: Tree Construction in the case of a Strong Loop*
The function of roles computation for intermediate nodes takes into consideration the relationship. See table of roles calculation in Chapter 3.

6.7 Nested Activity Diagrams

In the case where a collaboration in the main Activity Diagram calls another Activity Diagram, a tree is constructed recursively by processing the called Activity Diagram. The leaf node, representing the calling collaboration in the main tree, points at the root of the tree corresponding to the called Activity Diagram. This mechanism is applied whenever a collaboration calls another Activity Diagram. This is an important feature of the transformation software, since it does not limit the depth. So calls to other Activity Diagrams can be made as deep as required in order to develop the behavior of some collaborations. However, recursive activity calls are not allowed in the global behavior. This 'behavior call' relationship in the Activity Diagram is implemented as a parent/child relationship in the tree, and the role calculation of a collaboration that makes use of such calls is made by calculating the roles of the Activity Diagrams that are called, possibly through many depth levels.

6.8 Behavior Transformation

The last step of the derivation process consists of applying the behavior transformation rules. The transformation rules make use of the roles of each node in the tree. The algorithm implementing this step, typically recursive, iterates over the constructed tree using a Depth First Search (DFS) traversal. As a result of the transformation phase, an XMI file is generated for each component of the global system. The generated XMI files represent the behavior of the components in the global system.

In the case the encountered node is a leaf, the renaming of the collaboration is made in a way to indicate that the transformation is applied from a defined component 'c' point of view. For example, if the encountered collaboration is named 'Reception', and the transformation being applied is for the component 'c', the name of this collaboration in
the transformed Activity Diagram corresponding to component 'c' is called 'T < c > (Reception)'.

The algorithm is called recursively whenever the current node being processed is an intermediate node pointing to a subtree, until the leaves are reached. The relationship defined in a parent node determines the type of the construct and whether there are any synchronization messages that should be implemented, following the rules defined in the transformation table of Chapter 3.

The transformation step is called for as many components as defined in the input file provided by the user and required by the program. Each component represents a list of roles. In a special case, we might have each component representing one and only one role from the set of roles of the main Activity Diagram.

As explained earlier in Chapter 4, the GMF's UML2Tools plugin does not support yet the interruptible activity region, we are consequently not able to implement that specific construct. When the GMF Editor is upgraded to support the interruption construct, the Derivation Tool will then be able to take into consideration the interruption construct, once its implementation in the binary tree has been added, as it is the case for the other constructs. The tree representation of the Activity Diagram will have to be updated to split the node corresponding to competition, into two children nodes 'C1' and 'C2' as it is described in Section 3.3.2.10 of Chapter 3. We then define the component cs that will play the role of the central synchronizer, which could be the terminating component of C1 or C2.

6.9 Summary

In this chapter, we first described the overall architecture of the transformation software. We then illustrated the five phases of the derivation process and we explained each phase in detail. The five phases are the following:

- The generation of the Java classes
• Syntactic and semantic validation

• Tree construction

• Calculation of roles

• The behavior transformation
Chapter 7

TESTS AND RESULTS

In this chapter we talk about the tests that were performed on the Derivation Tool and then present a case study that involves the exchange of several coordination messages. We then explain the main results obtained by the Derivation Tool. For a more detailed analysis of the derivation applied to the different sequencing constructs of Activity Diagrams, please refer to Chapter 4.

7.1 Tests Performed on the Derivation Tool

Tests have been conducted to make sure that the Derivation Tool produces accurate results. All the requirements in Chapter 4 have been satisfied, and the Activity Diagrams presented in that chapter are actual test cases used as input or obtained as output from our Derivation Tool.

Furthermore, the following tests have been successfully conducted on the Derivation Tool.

- First, The Derivation Tool was tested for different combinations of constructs:
  - Activity Diagrams with only strong sequences.
  - Activity Diagrams with only weak sequences.
Activity Diagrams containing different combinations of weak sequences and strong sequences. This also allowed verifying that the priority adopted between strong and weak sequencing has been respected in all cases.

Activity Diagrams with only a weak loop, or a strong loop.

Activity Diagrams with only a choice construct or a parallel construct.

Activity Diagrams containing different combinations of the above constructs, in different orders each time. This allowed testing that the Derivation Tool generates all necessary messages when combining different constructs, without mixing or omitting any of them.

It has also been verified that the redundant messages from a component to itself are not generated, as per the rules of the transformation algorithm. For example, if there is strong sequencing between two collaborations and the component c plays a terminating role in the first collaboration and a starting role in the second collaboration, then we have checked that this component c will not send a message to itself.

For each test conducted, we have verified that any coordination message sent by some component has a corresponding reception by a corresponding receiving component. These two messages, the sending and the reception, both have the same id and, of course, are of the same type of coordination message.

Each test has been validated using the rules defined in the transformation algorithm. We have therefore made sure that all necessary flow messages were generated, by manually doing the transformation, and then verifying that the resulting messages correspond to the ones generated by the Derivation Tool.

Some of the obvious tests that have been done consist of checking that all collaborations in which a given component participates are generated in the derived diagram of that component. On the other hand, we have also made sure that the collaborations in which a given component does not participate are removed, during the generation process, from the behavior of this component, and are therefore not shown in the Activity Diagram corresponding to this component.
Furthermore, the assumptions made for the Derivation Tool have been checked one by one. We have made sure that in the case that one of the assumptions is not satisfied, a clear error message indicating the reason of the error is displayed to the user.

7.2 Case Study

Figure 7.1 shows an Activity Diagram for order processing. The different roles involved in this diagram are Customer Service, Finance, Order Fulfillment and the Customer. Let us call these roles s, f, o and c, respectively.

The derivation produces the Activity Diagrams shown in Figures 7.2, 7.3, 7.4 and 7.5, which represent the behaviors for the components s, f, o and c, respectively. The first construct in the Activity Diagram of the order processing is the strong sequencing between “Receive Order” and the parallel construct that follows. This strong sequence does not require any coordination, since the terminating component of “Receive Order” is the same as the starting component of the parallel construct.

The first construct involving coordination messages is the strong sequencing between “Send Invoice” and “Receive Payment”. This requires the sending of flow messages from s to c and f. These correspond to the activities “send fm(4) to f” and “send fm(4) to c” shown in Figure 7.2, as well as their corresponding receptions “receive fm(4) from s” performed by f as shown in Figure 7.3, and “receive fm(4) from s” performed by c as shown in Figure 7.5.

Another exchange of flow messages is necessary after the parallel construct. Since the terminating components of this parallel construct are c and f, and the starting components of the following collaboration “Close Order” are f and o, then c and f send flow messages to f and o because of the presence of strong sequencing. We note that f does not send any flow message to itself. So this results in the following sending and receiving of messages: “send fm(2) to f” and “send fm(2) to o” performed by c as shown in Figure 7.5; “send fm(2) to o” and “receive fm(2) from c” done by f as shown in Figure 7.3; and
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FIGURE 7.1: Case study: order processing (modified from [10])
FIGURE 7.2: Derivation of the order processing AD for Customer service
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FIGURE 7.3: Derivation of the order processing AD for Finance
FIGURE 7.4: Derivation of the order processing AD for Order fulfilment
Figure 7.5: Derivation of the order processing AD for the Customer
finally "receive fm(2) from c" and "receive fm(2) from f'" done by o as shown in Figure 7.4.

7.3 Summary

In this chapter we have presented a case study of order processing, where exchanges of flow messages are needed to ensure the coordination between the activities of components in the system. We have shown the derived Activity Diagrams generated by the Derivation Tool for the participating components and explained the main results obtained. We note that this involves only flow messages particular to this case study, and we refer the reader to Chapter 4 where we have covered and explained in detail coordination messages exchanged for all the constructs.
Chapter 8

CONCLUSION AND FUTURE WORK

8.1 Conclusions

Among the major merits of distributed systems is their ability to coordinate the actions of multiple processes on a network in an open and scalable way. This means that each component of the system is continually open to interact with the other components and the system can easily be altered in order to accommodate changes such as a change in the number of computing entities involved or in the shared resources available. Thus, given the combined capabilities of the distributed components, distributed systems are much more powerful than stand-alone applications. On the other hand, for a distributed system to be useful, it has to be reliable. Reliability is not an easy goal to achieve because of the complexity of the interactions between simultaneously running components. Synchronization between the different components of a distributed system is a key feature for its reliability. This synchronization can be performed through a message exchange in a way that avoids conflicts between the components of the system.

The main objective of this thesis is to build a derivation tool that is helpful to software analysts. The tool automates a derivation algorithm which, as described in [23], defines a method to derive the behavior of each component participating in a distributed system,
from the global specification of that system. The Derivation Tool takes as input an Activity Diagram representing the global system model and then derives the separate behaviors of each component that participates in the system. During this process, the Derivation Tool ensures the synchronization of the activities of the different components of the system, through the introduction of certain coordination messages exchanged between those components. As an output of the Derivation Tool, the user gets the Activity Diagrams representing the behavior of each component of the system. The generated Activity Diagrams are drawn graphically using an Eclipse plugin.

The main use of the Derivation Tool is automating a part of the design process of distributed computing systems. This is done by the derivation of individual models for the components participating in the system, based on the global specification of that system. The global specification is defined by the user in a convenient way, since it can be drawn graphically using the GMF Editor within the Eclipse framework.

We have presented the different requirements for the Derivation Tool. For each construct used in the input behavior, the derivation rules required to be applied are described and then illustrated through examples of input Activity Diagrams for the global system, as well as output Activity Diagrams for the derived system components. The Derivation Tool has been used to generate the diagrams illustrating the behavior of the system components.

The conceptual choices that we have made during the design phase of the Derivation Tool have been described in detail, and the reasons behind these choices were explained. We have described the procedure that has been followed to represent an Activity Diagram as a tree data structure that allows efficient memory management and rapid data access. Also, we have presented the ambiguity occurring between strong sequencing and weak sequencing in the global Activity Diagrams used as input for our Derivation Tool, and we have shown that this ambiguity can be resolved by prioritizing one type of sequencing over the other.

We have described the overall architecture of the transformation software, which consists of five phases. Each phase has been described in detail. The five phases are the following:
• The generation of the Java instances corresponding to the input XMI elements
• The syntactic and semantic validation
• The tree construction
• The calculation of roles
• The behavior transformation

Finally, we have presented a case study of order processing, where exchanges of certain flow messages are needed to ensure the coordination between the activities of components in the system. We have generated the activity diagrams using the Derivation Tool for the participating components and we have explained the main results obtained.

8.2 Future Work

As future work perspectives for the Derivation Tool, we suggest the following:

8.2.1 Interruption/Competition Construct

Taking into account the interruption/competition construct during the transformation process. The GMF's UML2Tools plugin does not support yet the interruptible activity region, so neither the building of the global Activity Diagram, nor the display of the Activity Diagrams of the components that are involved in the interruption, are possible within the GMF's Editor. Therefore, we were unable to implement this specific construct. Once the GMF is upgraded to support the interruption for Activity Diagrams, the Derivation Tool could be extended to include the interruption/competition construct as was explained in Section 6.8 of Chapter 6.

8.2.2 Weak/Strong Sequencing Priority

Another option for future work on the Derivation Tool would be to allow the user to chose the priority between weak and strong sequencing that he would like to have in the
diagram. The current version of the transformation software prioritizes weak sequencing over strong sequencing in the whole Activity Diagram.

To go even further, the Derivation Tool may be upgraded in a manner that allows the user to adopt some kind of bracketing that will allow him to specify the scope of a weak or strong sequence that is defined in the Activity Diagram. For this purpose, an Activity Diagram object such as Regions can be used. Examples of such a bracketing system were shown in Figures 5.3 and 5.2 of Chapter 5. This way, the user does not necessarily have to use the same priority in all the cases where he uses strong or weak sequencing, rather he can adapt each situation to what is needed using the bracketing system.

8.2.3 Automatic Layout

The current version of the Derivation Tool requires manual graphical adjustments for the added UML elements in the generated XMI files. The collaborations and the UML elements that were originally in the global activity diagram keep their original coordinates in the generated activity diagrams representing the components' behaviors.

It would be good to have the transformation software laying out automatically the added UML elements in the output diagrams.
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Appendix A

The Derivation Tool User Manual

This appendix presents the Derivation Tool user manual. It describes the steps that the user should follow in order to derive the components behaviors from a given global Activity Diagram.

A.1 The Input Files

The Derivation Tool requires three input files. They are the following:

- Two files describing the global Activity Diagram. These two files are the XMI file and the graphical file. They are generated by the Eclipse framework when the user defines and saves the global activity diagram.

1. The XMI file: This file contains the definition of the global activity diagram in XMI format. It holds all the Activity Diagram elements and their relationships.

2. The graphical file: This file describes the coordinates of the Activity Diagram elements when displayed graphically. The user can change the location and the size of any element and the changes will be saved in this file.
• The component file: This file lists the different components of the global system. The user has to define this file before starting the derivation process. The Derivation Tool generates a behavior for each component defined in the component file, which is defined according to the format described in Section 6.8.

A.2 The Processing

This part of the derivation process is transparent to the user except when it fails. In this case, a message explaining the reason why the derivation process has failed, is displayed to the user. In order to avoid those errors, the user should respect the assumptions described in Section 5.2.4.

A.3 The Output Files

Once the input files are ready, the Derivation Tool is launched in order to derive the behavior of the global system components. For each component, the Derivation Tool generates two files holding its behavior, which are the XMI file and the graphical file as illustrated in Figure 6.2. They are distinguished from the input files by adding the component identifier at the end of the file name. The output files can be read through the Eclipse framework in the same way as the input files.