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Abstract

In this thesis we present a method for achieving real-time view interpolation in a virtual navigation application that uses a collection of pre-captured panoramic views as a representation of the environment. In this context, viewpoint interpolation is essential to achieve smooth and realistic viewpoint transition while the user is moving from one panorama to another. In this proposed approach, view interpolation is achieved by first computing the optical flow field between a pair of adjacent panoramas. This flow field can then be used by the view morphing algorithm to generate, on-the-fly, virtual viewpoints in-between existing views. Realistic interpolation is obtained by taking into account both scene geometry and color information. To achieve real-time viewpoint interpolation, a GPU implementation of the viewpoint interpolation algorithm has been developed. We ran our algorithm on multiple interior and exterior scenes and we were able to produce smooth and realistic viewpoint transitions by generating virtual views at a rate of more than 300 panoramas per second.
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This image illustrates the degradation in the flow calculation algorithm with the increase of the distance between viewpoints from an indoors capture sequence. The images that we have from top to bottom were retrieved using the scheme described in Figure 7.6. The degradation is most noticeable around the fluorescent lights and the edges of the table.

This image illustrates the degradation in the flow calculation algorithm with the increase of the distance between viewpoints from an outdoors capture sequence. The images that we have from top to bottom were retrieved using the scheme described in Figure 7.6. In this series of images, the distance between panoramas was already big, so the degradation is more obvious.

This image illustrates the artefacts that occur when a moving object (in this case the car on the left hand side of the image) appears in our scene. The sequence of images are taken for \( w = c = 0, 0.3, 0.6, 0.8, 1 \), from top to bottom. In this case we can see the car disappearing and reappearing further in the image. This is due to the fact that the car's displacement in the image is bigger than our optical flow window can capture.

This image illustrates the artefacts that occur when a moving object (in this case the car on the left hand side of the image) appears in our scene. The sequence of images are taken for \( w = c = 0, 0.3, 0.6, 0.8, 1 \), from top to bottom. In this case, since the car is moving but is far away, its displacement in the image is relatively small and there are no very noticeable artefacts appearing in the image.

An example graph representing the environment captured during one of our capture sessions.

In this figure we can see the navigation window and GUI of the NAVIRE viewer.

In this figure we can see the one of our map feature, which allows us to see the map full screen for a more detailed view.

This figure shows the map creation interface of our application.
Chapter 1

Introduction

This work was developed within the scope of the NAVIRE project (virtual NAVigation in Image-based representations of Real world Environment) that aims at achieving real-time navigation in image-based renditions of real environments. The project covers all aspects of the image-based environment representation and navigation problem:

- the acquisition and storage of high quality panoramas
- the estimation of the pose between panoramas
- the interpolation of views
- the rendering and navigation tools

Our goal is to provide the user with an intuitive software to navigate any given environment in real-time, and provide the highest degree of realism and immersion possible. The work presented in this thesis constitutes an important step towards this goal by providing a real-time navigation application, although slight artefacts during the transitions still exist.

There has been a lot of interest from the computer graphics and the computer vision fields towards image-based modeling and rendering methods [17]. Virtual navigation is one important application of such research, including virtual tours of tourist places, museums, as well as real-estate virtual visits. Any kind of application where achieving photorealism is a goal can actually benefit from advances in this field.

Recent virtual navigation applications use collections of images in order to allow users to remotely explore a given existing environment. The Google Street View system is a good example of a large-scale image-based model of city landscapes. The system
by Furukawa et al. [55] is another example of a virtual navigation system focusing on virtual tours of indoor spaces. In order to improve the quality of the virtual exploration experience in an image-based model, several aspects could be improved. Exploration can be made more immersive by improving the overall quality of the images shown to the user. Using very large displays (e.g. a CAVE) or a head-mounted displays are solutions of choice when these are available. The recourse to panoramic imagery rather than regular limited field-of-view images also greatly contributes to the quality of the experience. Virtual exploration also implies the possibility of moving inside the environment. A multitude of points of view must then be available; too often these are limited to a linear path that the user is forced to follow during his exploration of the site. In order to visit the scene, users have to hop from one panorama to another through a series of mouse clicks. Such jerky motion is unavoidable when the panoramas are far from each other and this greatly reduces the quality of the immersion and can make the user lose his/her sense of direction in the environment. To alleviate both problems, the user should be able to see the motion that took place to transition between viewpoints. This is a difficult problem since the relative position of the panoramas might not be known and no depth or geometrical information about the scene is generally available. Because of this, it is difficult to create realistic transitions between pairs of views, especially since the movement of the scene objects depends on their relative distance to the point of view.

Several methods have been developed to solve the problem of smooth and realistic viewpoint transition. These are based on video transitions, interpolated views and/or 3D modeling. In the simplest case, videos from one viewpoint to another are taken during the capture of the scene. This allows for transitions of good quality, but brings many other problems, such as the space required to store such videos, the limitation imposed on the ways a user can transit from one location to another and finally the necessity to re-acquire every possible transition from a given view to a newly added view. Interpolation between pairs of views can be done using different schemes. Using simple linear interpolation of pixel intensities to generate view transitions is a straightforward solution but to produce realistic transitions, more sophisticated approaches are required. Finally, 3D modeling aims at fully reconstructing the environment, either manually or automatically, such that viewpoint interpolation becomes a 3D scene re-projection task. Creating dense 3D models of natural scenes is however very costly; consequently this is not a practical approach.

In this thesis we focus on the second type of approach to solving the transition problem, i.e. using view morphing to obtain realistic virtual views without explicit 3D
reconstruction. In addition, an essential requirement of our virtual navigation application was to come up with a fast view interpolation process such that views can be interpolated at frame rate. Users will then be able to realistically transit from one panorama to any adjacent one. 360° panoramas are used in this application in order to give to the user a higher quality immersive experience.

The scene is assumed to be static (i.e. does not contain moving objects) and the pre-captured panoramas are taken at a relatively short distance from each other. No 3D information about the scene or the motion is available.

1.1 Thesis Objective

This thesis addresses the problem of generating smooth transition between panoramas in the context of image-based virtual navigation in a remote environment. The ultimate goal is to allow the user to navigate in the environment freely and smoothly, without him being able to notice a difference between captured frames and generated frames. Our methods improves on the currently available methods by providing real-time navigation along a path, and provides a design that will allow the quality of the interpolation to follow the enhancements provided by advances in the research in the field of optical flow calculation.

1.2 Thesis Contribution

Our thesis brings the following contributions to the fields of optical flow, viewpoint generation and scene navigation:

- Most importantly the calculation of new viewpoints in real-time using a view morphing algorithm
- The ability to navigate an environment in real-time through the use of GPU programming
- Enhancing the optical flow to reduce the number of noticeable artefacts by applying few heuristic corrections

Our thesis work has spawned a couple of papers published in renowned conferences:

1.3 Thesis Outline

In Chapter 2 we present the previous work relevant to our method. We will first present the most important work in image interpolation and virtual navigation. Second there has been extensive work done in the field of optical flow calculation between two planar images, and we will present the important work in this domain. Finally, we will present previous work in epipolar geometry estimation between pairs of planar images and between panoramas.

In Chapter 3 we explain how the optical flow calculation algorithm that we have selected to use for our software works. We also describe in greater detail its matching function and its goodness function, which allows it to retain the important features for which it has been selected: contrast-invariance matching and slanted surface handling.

In Chapter 4 we describe the extension of the optical flow algorithm to cubic panoramas. First we will describe our extended cube representation for panoramas, which allow us to solve most boundary problems that were present in the usual cubic panoramas. Next we describe our correction step, which aims at removing the irregularities within a dense optical flow field. The next section is aimed at describing our improvements to the dense optical flow, which uses the epipolar geometry between panoramas.

In Chapter 5 we describe the view interpolation algorithm. We will first describe the algorithm on which our method was based. This algorithm was created to allow the user to mix multiple textures of different types to create new ones. We will describe the important features of this algorithm, namely the warp computation which is used to calculate the dense displacement field between two given textures, and the morphable interpolation which create the interpolated images by taking into account both the color information and the displacement information. Finally we will describe our own view interpolation algorithm which was developed for pairs of real panoramic images.

In Chapter 6 we provide the implementation details required to achieve real-time navigation and calculation of the transitions. There are four important implementation requirements to accomplishing the navigation in real-time which are the precalculation of the optical flow, which can take up to an hour to compute for each pair of panoramas, the buffering of the data that will be accessed in the next few moves, the multi-threading of the application which allows us to access the hard-drive and load the necessary textures at the same time as the interpolation, graphics and input handling calls are made; and
finally the implementation on the GPU of the morphing algorithm, which allows us to use the power of the graphics card and outshines even the most powerful multi-processor CPUs.

Our study ends with the presentation of some of our results (Chapter 7) and by concluding on the ramification of our method and some possible improvements to make our navigation software more immersive and the increase the quality of our results (Chapter 8).
Chapter 2

Related Work

The solution we propose for view interpolation has its roots in the view morphing and optical flow research fields. This chapter reviews the previously published work in these two areas. Our thesis work also brings forth improvements to the currently available applications in the field of virtual navigation, and we will also discuss the relevant work of this field as well. Finally, we will introduce a couple of optical flow field correction steps based on the epipolar geometry between a pair of images, and a summary of the previous advances in this field will also be necessary.

2.1 View Morphing and View Interpolation

There are a few different approaches to texture morphing that have been developed over the last few years amongst which are [26] and [33]. The first paper depends heavily on user input, and only works for textures that are composed of repeated similar patterns (for example cells of the interior of a bee hive). The second paper represents, to the authors’ knowledge, the state of the art in the field of texture morphing, and combines linear color interpolation and motion compensation to generate the composite texture. This paper is at the basis of our interpolation algorithm. It has the advantages of not depending much on user input and of working with a wide variety of textures while still producing high quality results. However, this method needs to have features of similar sizes in both origin and target textures. Also, this method cannot morph smoothly between highly different textures. These disadvantages are not relevant to our approach since we use real life images, which are highly structured, and our images are highly correlated since they are taken along the path followed by our camera.
2.1.1 Virtual View Generation

Virtual View Generation can be considered as a type of texture morphing, where we use real-life images to generate new viewpoints. We will describe some important previous works in this section.

One of the base paper in the field of view interpolation is [42]. This paper focuses on creating the transition views to move between pairs of images, which are not necessarily parallel. To create the transition images, the method prewarsps two input images to fit them on parallel planes. It then applies a morphing procedure to obtain an intermediate image and postwarps that intermediate image to obtain the resulting transition image. Both prewarping and postwarping transformations are done using projective transformations. A downpoint of this approach is that it cannot handle complex scenes. It was designed to handle pairs of images of single objects taken in different poses. This makes this approach difficult to generalize to arbitrary viewpoints. Other papers regarding view morphing also attack the subject of view interpolation, such as [22], [48]. Both approaches triangulate the images using a certain set of points in the images, which can be chosen manually or automatically using for example [44]. Once the triangulation is done, the triangles of the images are warped and the colors are interpolated to generate a new virtual image.

A more recent work related to virtual navigation, was done, like this thesis work, as part of the NAVIRE project [8]. Their approach uses ray-tracing to synthesize new views from an input pair of cubic panoramas. One of the input panoramas is selected as the reference panorama and the position of the other input panorama is evaluated relatively to it using methods presented in the Section 2.4. As well the position of the virtual viewpoint is defined relatively the reference cubic panorama. Finally, for each pixel in the virtual view panorama texture, a ray is cast and its intersection with both input panoramas is calculated. The resulting color for the pixel is the interpolated value of the two intersected pixel. This approach is time consuming because of the high number of rays that need to be cast for each virtual view texture. The resulting interpolated images also presents many artefacts because, as we explain in later, the evaluation of the relative position of the panoramas using the color information only is error prone, and because the colors of the resulting images are interpolated multiple times. (once within the image since it is highly unlikely that the ray will intersect with exactly one pixel, and then between the intersected pixels within the two images: thus 8 interpolations maximum)
The work presented in [43] was also done as part of the NAVIRE project. Their work in virtual navigation focused on the creation of very short translations in cubic environment maps. The transition cubes between two viewpoints are created by warping the different faces of one of our input cubic environment map depending on the movement direction. For the first half of the transition between image $I_1$ and $I_2$, they warp the faces of cube $I_1$ onto the transition cube, and for the second half of the transition, they warp using only cube $I_2$. To calculate the warping coefficient, the method uses optical flow. It calculated the optical flow for every possible pixel displacement between $I_1$ and the maximum allowed displacement between the images (80 pixels) and select as a global displacement the one setting the average norm of the optical flow as minimum. This method does not provide high quality results, or real-time navigation, and by only warping one of the two input cubes at a time, looses the information available in the other one.

In our approach, fluid view transitions are generated on the fly for the whole panorama which allows the user to continuously look around the scene while moving. The addition of new panoramas requires only the computation of the corresponding optical flow fields. The transition panoramas at intermediate viewpoints are then automatically generated.

### 2.2 Virtual Navigation

One of the most important technologies in this field is Quicktime VR [6]. This paper laid the foundation of most navigation software by defining the necessary operation required for a user to navigate a virtual environment: rotating the camera, rotating around an object, moving the camera in the environment and finally camera zooming. Rotating the camera allows the user to look around the environment while staying at the same viewpoint. This is done by rotating the environment map which is used to display our panorama. Rotating around an object can be done in two ways, first using videos of the object or more interestingly through view interpolation techniques, which in their case is done using [7]. Looking at an object can also be done using the methods described in the previous section, principally [42]. Moving the camera in the environment can be done through rotating the camera, which was described earlier, and through translating it. The camera translation is done in one of two ways: through environment map movies, which are 360° movies that are taken in a certain path and allow the user to change the orientation of the scene. This approach requires a lot of disk space, and required the acquisition of every possible transition between panoramas and thus is not very flexible.
The second way to achieve camera translation is through the interpolation of panoramic images. In this case, the method is to interpolate new views from the nearby panoramas in order to generate a smooth path. Finally, the camera zooming feature is generally achieved by having multiple environment maps of different resolution for the same scene. When the user zooms on a certain part of the scene, the program interactively selects the environment map resolution that gives the best quality, and provide interactive speeds while zooming. This can also be used to give the user a feel of moving forward or backwards inside the environment. In [6], the camera translation was done through a series of jumps from one cylindrical environment map to the other.

Another interesting previous work is presented in [46]. This work is more of an image indexing method, since the method aims at grouping together images of the same place and at allowing the user to navigate through them. To do so, it identifies points of interest and assembles images that are similar. It then estimates the relative viewpoint of these images by generating a 3D point cloud from the point of interests in the image. Then it places these different viewpoints in a virtual map to allow for navigation and to track the user position easily. Finally, the user is allowed to navigate through the images by selecting images on a virtual map, by selecting a region of interest in the currently seen image or by selecting images with the same viewpoints. Once the navigation is initialized, the method transitions between the images by using a simple plane based morphing algorithm. This method works with standard planar images, and the transitions between the different photographs present some artefacts but the image indexing is impressive.

A good example of 3D reconstruction can be seen in [41]. Their approach aims at reconstructing the scene in 3D using a high number of images. The approach however works only on simple scenes. A good advantage of this approach is that it allows the user to freely navigate the scene by allowing 3D movement instead of being limited to a unique path as in the other approaches. A more recent work in reconstructing the environment [55] is aimed at reconstructing indoor environments. The method presented in this paper reconstruct the environment automatically from an input set of images of the environment by using structure from motion [45] and multi-view stereo [9] to calibrate the cameras and retrieve a set of 3D points which represent an initial reconstruction of the environment. Once this raw reconstruction is available, a depth map is generated using the "Manhattan-world" assumption [53], which states that the world is highly structured, with the planes aligned with the X, Y and Z axis. Finally the depth maps and the multi-view stereo points are combined together to generate the final 3D model of the scene, at which point 3D navigation is possible. One of the biggest challenges of this
work is that most of the environment is composed of planar, textureless scenes. However, it gives very impressive results and the reconstruction of the environment is completely automatic and seems quite accurate. Some of the downpoints of this approach are that this method only supports axis aligned surfaces, fairly small environments and presents some artefacts during the navigation.

In recent years, publicly available applications have been developed to achieve virtual navigation over the internet. Both of the approaches that we mentioned previously are represented by such software. Google Street View and Everyscape, use panoramas to represent the environment and linear interpolation between pairs of images as transitions. The Google Street View method is the most similar to our own system: a panoramic camera such as our own Ladybug is mounted on a series of vehicles (car, bike, van) and driven around the city taking panoramic pictures at set intervals. The images are then treated to remove faces and vehicles licence plates etc. for privacy reasons and then uploaded to a server. To create the transitions, Google Street View applies zooming on the face of the portion of the panoramas currently being viewed to simulate movement as well as linear interpolation to transition between the images.

Bing, VillesEn3D and Google Earth model the different buildings in 3D and place them on a world map and allow the user to see the environment from the sky. VillesEn3D is of higher visual quality than Bing and Google Earth but is only available for thirteen cities in France and three in Spain whereas Bing and Google Earth model cities from around the world. In all these applications the buildings are modeled using 3D modeling programs (such as 3DS Max, Maya or proprietary tools) and placed on a world map. In the case of Bing and Google Earth, the buildings are not always textured whereas in the case of VillesEn3D textures are present on all buildings. Creating the buildings in 3D is time consuming, and using artists to create the textures for each building increases even more the time necessary to accomplish such a software. These softwares either use artists to model the building or ask for the help of the users, but no automatic method is currently available, unlike the Google Street View type of applications.

### 2.3 Optical Flow

Optical flow is calculated on pairs of images taken from different points of views of the same scene. Optical flow is calculated per pixel and represents the movement that this pixel takes when moving from the first image into the second image of the pair. In most images, some occlusions occur, and in such cases the optical flow for that pixel cannot
be calculated accurately. The optical flow can be calculated for selected pixels that are easily identified in a scene, or for every pixel in the scene, in which case it is called the dense optical flow of the pair of images.

Many approaches to calculate the optical flow between pairs of planar images have been proposed. One of the biggest problems when creating an optical flow algorithm is that there is no easy way to compare the optical flow produced, because the ground truth between pairs of real images is difficult to produce. Scharstein and Szeliski [40] studied some of the most important algorithms developed before 2002 and introduced a way to compare different optical flow algorithms. Their website http://vision.middlebury.edu/stereo/ makes the evaluation routines and datasets freely available, and allows the user to post their results and compare them to other methods. These results are freely available to anyone and allows a uniform method of comparing optical flow results. The number of datasets however is restricted, due to the facts that we mentioned earlier.

Amongst the wide variety of algorithms available, some of the best performing ones are [2, 51, 52, 54]. A few very interesting ones because of the fact that they calculate the optical flow in real-time, but which perform less well according to the Middlebury test framework are [10, 21, 57]. Some of the more classic methods are [14], [28], [5]. These methods are based on matching the pixel neighborhoods of the origin image with different candidate neighborhoods of the target image in order to determine the best possible match. Another more recent approach to calculating the optical flow is [37]. This is the algorithm we will use in this thesis work and it is presented in detail in Chapter 3. It focuses on calculating a goodness measure for each of the pixels, which relies on how similar the displaced origin pixels are to the ones of the target image. This algorithm requires the user to define an interval, and all possible displacements will be tested to find the best solution. No optical flow methods gives perfect results, partly due to the fact that there is no infallible way to compare neighborhoods in a truly viewpoint invariant way. The neighborhood of a same pixel changes depending on how far it is from the viewpoint, and this makes predicting the deformation of the neighborhood very difficult.

2.4 Epipolar Geometry Estimation

The epipolar geometry of a pair of images represents the projective relation between both images of the pair. It allows us to know the position of the two images with respect to each other. The epipolar geometry can only be approximated because the algorithms
currently available are not entirely accurate due to possible mistakes when matching images together. As well, the actual length of the optical flow vectors depends on the distance from our viewpoint to the pixel of the panorama, and thus it is not possible to get such information when only the color information of the scene is available. Thus the epipolar geometry information is, given the current methods, a useful tool to constrain the displacement vectors in rigid motion when allowing a certain margin of error.

Estimating the epipolar geometry between pairs of panoramas has also been an area of research that has received a lot of attention over the years. A lot of different algorithms are available to the user such as the ones presented in [11], [23] and [13, 35]. A breath of other methods are available, and reviews of these techniques can be found in [50, 15]. However most of these methods are specifically designed for limited field of view planar images. Other methods present solution to the calculation of the optical flow on omnidirectional camera such as our Ladybug by representing the environment as a sphere [49, 24]. The paper [25] also tackles the problem of estimating the epipolar geometry for omnidirectional cameras by using as input a calculated optical flow at antipodal points of the image sphere. To achieve this, the authors present two algorithms, one using the RANSAC framework [32, 38] and the other performs the Hough-reminiscent voting [16]. This is the inverse process that we used in our epipolar constraining of the optical flow algorithm, where we use the epipolar geometry of the scene to try to enhance the result of our optical flow.

On top of estimating epipolar geometry of the scene through the previously mentioned methods, an epipolar rectification scheme can be applied to the results to enhance them. Such schemes have been developed for 2 views using uncalibrated cameras [12, 27] or on 3 views with calibrated cameras [30] or uncalibrated ones [47, 56].

Work has been done previously in the VIVA lab to estimate the epipolar geometry between 2 panoramas [18] and we will be using a software developed internally to estimate the epipolar geometry of our scene. This approach works on 3 view cameras and is, as said by the authors of the method, based on the method [31] and applies a distortion reduction scheme. This technique also uses the previously mentioned RANSAC framework.

### 2.5 Conclusion

Our thesis work touches different fields of computer vision and computer graphics. In this chapter we have presented the related works that are relevant to our work. In the next
chapters we will go in more details on the view morphing and optical flow calculation algorithms that our method was based on or uses, as well as the different improvements that we brought to the different methods to increase the results in the case of real life panoramas.
Chapter 3

Optical Flow Estimation

As we mentioned before, our virtual view point generation system uses the optical flow field between reference images as an input to the interpolation process. In this Chapter we will describe the optical flow algorithm that we use in our approach. As we mentioned before, we assume that there are no moving objects in our scene, and thus that a flow vector and its neighbors should have a similar orientation and norm.

3.1 Basic Algorithm Description

Our view interpolation approach is based on the computation of the optical flow field between the reference images. We use the method presented in [37] and for which an implementation is publicly available\(^1\). The user needs to input an interval for the possible values of the displacement vector in \(x\) and \(y\) axis, and all possible combinations of these values will be tested by the algorithm in order to find the best displacement vector for each pixel. For each of these shifts, the algorithm computes a goodness function for each pixel of the image. The goodness function is calculated as the sum of two one-dimensional functions: one that is calculated on the line parallel to the displacement vector, and the other on the line orthogonal to it. The goodness value for a pixel \(p = (x, y)\) can be interpreted as the number of pixels connected to \(p' = (x + dx, y + dy)\) that have an intensity similar to the ones in the target image, with \((dx, dy)\) being the candidate displacement. Once the goodness function has been calculated, the best match is selected to decide which displacement applies best to \(p\). It is important to note that the goodness function can vary depending on the implementation and the need of the

\(^1\)http://www.cs.umd.edu/ögale/download/code.html
Table 3.1: This table shows a comparison of the optical flow algorithm that we used (Ogale) with other already existing optical flows. These results were retrieved using the middlebury test set, and are displayed in the paper [36]. All the algorithms were ran on a set of four pairs of images. Each pair of images had its associated ground truth displacement which was manually defined. The result values in each cell of the table was obtained by comparing this ground truth to the result obtained by running each optical flow algorithm on every pair of images.

application. We will describe in a later section the goodness function used in the optical flow implementation that we used.

This algorithm generally good results: some of these results are shown in Table 3.1 and were retrieved at the time of the writing of the paper [36]. We only show the highest, second highest and lowest results in this table as a measure of comparison. The algorithm ranked 6 out of 28, with error percentages ranked from 2 to 20. But the most interesting aspects of this algorithm, which are also the reasons why we selected the algorithm are that i) it handles well occlusions; ii) it uses a matching measure that is invariant to occlusion (see Equation 3.10); iii) it specifically identifies slanted surfaces. This is an important feature for outdoor scenes where the lighting conditions of the scene changes between the different views. Another point that influenced our decision is the fact that this algorithm can identify slanted surfaces and consistently compute the corresponding optical flow. This is a particularly interesting feature in the case of urban scenes where planar building facades are frequently observed.

### 3.2 Theory discussion

In this section we will describe the theoretical aspects of this algorithms: the general idea of [37] and the slanted surface identification.

The general idea of the paper is straightforward: it is given a series of possible shifts for the image, and it tries to identify all the connected components (batches of pixels

<table>
<thead>
<tr>
<th>Rank</th>
<th>Algorithm</th>
<th>Tsukuba</th>
<th>Sawtooth</th>
<th>Venus</th>
<th>Map</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Layered</td>
<td>1.58</td>
<td>0.34</td>
<td>1.52</td>
<td>0.37</td>
</tr>
<tr>
<td>2</td>
<td>Belief prop</td>
<td>1.15</td>
<td>0.98</td>
<td>1.00</td>
<td>0.84</td>
</tr>
<tr>
<td>6</td>
<td>Ogale</td>
<td>1.77</td>
<td>0.61</td>
<td>3.00</td>
<td>0.21</td>
</tr>
<tr>
<td>28</td>
<td>Max surf</td>
<td>11.10</td>
<td>5.51</td>
<td>4.36</td>
<td>4.17</td>
</tr>
</tbody>
</table>
that have similar color intensity values in both images) between pairs of images. Each pair of images is created by using the origin image shifted by a certain vector and the unshifted destination image. There are usually multiple connected components in a pair of images, and they are the biggest number of pixels that are similar in both images given a certain matching function. An important point to the identification of connected components is that if it is traversed by a horizontal edge, it is considered to be in fact two different connected components. The matching function is defined by the user, and we will describe the one used in the algorithm in the next section.

3.2.1 Slanted Surface Handling

This method was developed for binocular stereo vision primarily and it recognizes two types of slanted surfaces (or slants): horizontal and vertical. A slant is a planar object that changes size in the image, either horizontally or vertically, because parts of it are located closer to the viewer than the others (walls on the side of the streets are a good example of planar surfaces). This methods makes a distinction between vertical and horizontal slants because vertical slants can also cause horizontal disparity during the comparison but the horizontal slants can’t because of the fact that it is considering stereo vision with a horizontal baseline. The important observation to be made about slanted surfaces, is that a same slant always has different size in different images if the position of the viewpoint changes. This means that the uniqueness constraint which many optical flow obey (a pixel in an image corresponds to exactly one pixel in the other image) does not hold and need to be modified accordingly. In this section, we will first describe how horizontal slants are identified and then we will do the same for vertical slants.

Horizontal Slants Identification

To identify horizontal slants, both images are stretched in turn to cover the space of all possible slants (an interval of horizontal pixels). To establish a correspondence between the two images all the stretched versions of each images are used, and the line segments are compared to each other, instead of pixels. When the line segments cannot be match in this step, the method assumes that it detected an occlusion.

The way to match the pixel intensity when considering slanted surfaces has been changed, by Ogale and Alaimonos, from the usual algorithm pixel matching algorithm presented in [4]. Each scanline is resampled by stretching one of them to match the horizontal slant that we are considering. Once it is done, this stretched scanline is
matched against the another unstretched scanline in the other image using the usual method. This comparison method works as follows (using the notation in the Ogale’s paper): Given two pixels $x_L$ and $x_R$ to be compared to each other, in the scanlines $I_L(x)$ and $I_R(x)$ respectively. In the case of slanted surfaces, pixel $x_R$ is defined as: $x_R = mx_L + d$. and the following are set:

$$I_L^\text{min} = \min(I_L(x_L - \frac{1}{2}), I_L(x_L), I_L(x_L + \frac{1}{2})) \quad (3.1)$$

$$I_L^\text{max} = \max(I_L(x_L - \frac{1}{2}), I_L(x_L), I_L(x_L + \frac{1}{2})) \quad (3.2)$$

$$I_R^\text{min} = \min(I_R(x_R - \frac{1}{2}), I_R(x_R), I_R(x_R + \frac{1}{2})) \quad (3.3)$$

$$I_R^\text{max} = \max(I_R(x_R - \frac{1}{2}), I_R(x_R), I_R(x_R + \frac{1}{2})) \quad (3.4)$$

and subsequently:

$$d_L = \max(0, I_L(x_L) - I_R^\text{max}, I_R^\text{min} - I_L(x_L)) \quad (3.5)$$

$$d_R = \max(0, I_R(x_R) - I_L^\text{max}, I_L^\text{min} - I_R(x_R)) \quad (3.6)$$

$$d = \min(d_L, d_R) \quad (3.7)$$

The uniqueness constrain on a pixel basis is replaced by a uniqueness constraint between the different intervals of the the left and right scanlines, which means that each line interval $L1_{\text{left}}$ in the left image can only correspond to one line interval in the right image $L1_{\text{right}}$. If a line interval $L1_{\text{left}}$ is matched to multiple line intervals in the right image, the different interval matchings are corrected and the best match is selecting depending on the previous matching correspondence.

**Vertical Slants Identification**

There are multiple observations to use when differentiating vertical slants from horizontal ones:

1. Vertical neighbors separated by a horizontal edge or no edge at all should not be connected.

2. Disparity can change even when there is no change in color or intensity, thus it cannot be assumed that disparity is vertically constant but that it is continuous.
3. Vertical neighbors lying on non-horizontal edges should be connected.

To identify vertical slants, the method first detects intensity edges using a standard Canny edge detector as well as their directions by computing the gradient direction. It is also assumed that every pixel is connected by links to the pixels above and below it. Using the previous statements, the only pixels that end up being connected are the pixels that lie on a non-horizontal line. Finally when labeling the connected components, if two vertical neighbors are linked, then they are assumed to be part of the same connected component.

### 3.3 Implementation discussion

In this section we will describe the algorithm specific part of the method such as the algorithm architecture, the contrast-invariant matching function as well as the goodness function used in this method.

#### 3.3.1 Algorithm Architecture

The algorithm works as follows: The user inputs two images $I_1$ and $I_2$, as well as the search intervals along both $x$ and $y$ axis: $[\text{minX}, \text{maxX}]$ and $[\text{minY}, \text{maxY}]$.

The algorithm exhaustively checks every possible combination of the values defined by the user for $x$ and $y$ (pair of shift vectors). For each of these pairs, it does the following:
for $Shift_x = minX$ to $maxX$ do
  for $Shift_y = minY$ to $maxY$ do
    - Compute the matching between the two input images using $Shift_{xy}$ to shift the target image. 3.8
    - Compute the Horizontal Goodness (HGoodness) function for the whole image 3.12
    - Compute the Vertical Goodness (VGoodness) function for the whole image 3.12
    - The total goodness of image $I_i$ is the product of the horizontal and vertical goodness that we just calculated:
      $TotalGoodness = HGoodness * VGoodness$
    - For each pixel in the image, if the goodness calculated for the current shift is better than any other that was calculated this far for both left and right images, we use its corresponding shift vector as the best possible displacement for this pixel.
  end
end

3.3.2 The Matching Function

The matching function $M_{x,y}$ between 2 images is calculated as follows:

$$M_{x,y} = e^{-\frac{\alpha}{255}} \times \text{mean}(\text{Match}(Shift_{x,y}))$$  (3.8)

$Shift_{x,y}$ is the candidate shift vector, and mean is a function that works as follows: for every pixel in the image $p_{i,j}$, its value is the average of all the values of its neighbors in a certain neighborhood size:

$$p_{k,l} = \frac{1}{n \times m} \times \sum_{i=1}^{n} \sum_{j=1}^{m} p_{i,j}$$  (3.9)

Where $p_{k,l}$ is the pixel at the center of the neighborhood of size $(n, m)$ and $p_{i,j}$ represents the pixel of this neighborhood. In the algorithm that we used, $\alpha$ is set to 20.0, and $n = m = 3$. 

Optical Flow Estimation

For each pixel the following values are retrieved: \( m_1, M_1 \) which are the minimum (resp. maximum) of the values of the pixels in the neighborhood of the current pixel in image \( I_1 \). Identically, the values \( m_2, M_2 \) are retrieved, and are taken using image \( I_2 \).

The Match function for a given pixel \( p_{i,j} \) in image \( I_1 \) and its shifted equivalent \( p'_{k,l} \) in image \( I_2 \) is calculated as follows:

\[
\text{match}_1 = \begin{cases} 
    m_2 - p_{i,j} & \text{if } m_2 - p_{i,j} \geq 0 \\
    p_{i,j} - M_2 & \text{if } p_{i,j} - M_2 \geq 0 \\
    0 & \text{in other cases}
\end{cases}
\]

\[
\text{match}_2 = \begin{cases} 
    m_2 - p_{i,j} & \text{if } m_2 - p_{i,j} \geq 0 \\
    p_{i,j} - M_2 & \text{if } p_{i,j} - M_2 \geq 0 \\
    0 & \text{in other cases}
\end{cases}
\]

\[
\text{Match} = \frac{\text{match}_1 + \text{match}_2}{2}
\]

We calculate \( \text{match}_2 \) similarly, and we have \( k = i + \text{Shift}_x \) and \( l = j + \text{Shift}_y \).

This function is applied to the whole image, excluding a few border pixels depending on the shift that is considered.

### 3.3.3 The Goodness Functions

The goodness function relies on the matching function. The goodness function \( G(x,y) \) for pixel \((x,y)\) is set as:

\[
G(x,y) = (1 + G(r,s)) \ast M(x,y);
\]

When calculating the horizontal goodness function, going from left to right, we have \( r = x - 1 \) and \( s = y \). And when going from right to left, we have \( r = x + 1 \) and \( s = y \). And as well, when calculating the vertical goodness function, top to bottom: \( r = x \) and \( s = y + 1 \). And finally in the same way when going from bottom to top: \( r = x \) and \( s = y - 1 \). As mentioned previously, two goodness functions are calculated for each pixel: a horizontal goodness function and a vertical goodness functions. Each of these goodness functions is the sum of two smaller functions: a left and right goodness function for the horizontal one, and a up and down goodness function for the vertical function.

Once the left goodness function has been calculated for all pixels, we do the same for the right pixels, by looking at the image from right to left instead of left to right. And both left and right goodness for a certain pixel are summed together to give the total horizontal goodness value for this pixel.

The vertical goodness function is calculated in an identical way, except that we look at the pixel from top to bottom and then bottom to top.
3.4 Results

In Figure 3.1, an example of the flow field is displayed. The top image is the origin image and the bottom is the destination image, and the arrows represent the flow vectors for selected pixels. The arrows size has been increased to be more readable. The flow vectors of the target panorama are the opposite values of the origin image's flow vector, this is due to the assumptions made by this optical flow algorithm.

We assume in the following discussion that the image had n pixels. Calculating the Mean, m1, m2, M2 and M2 is calculated on each pixel and depends on a certain neighborhood size. Assuming that all the neighborhood sizes are the same and are square, and setting the size as s then each of the image calculation takes $O(ns^2)$ time. Given that all the information necessary to calculate the matching function has been retrieved through the previous step, the matching function is of constant time $O(c)$. To calculate the Horizontal Goodness function, the method goes through the image twice (left to right and right to left) and applies some matching function with constant time thus this step takes $O(2n)$. Similarly, calculating the Vertical Goodness function also takes $O(2n)$. The calculation of the Total Goodness for each pixel is the product of $H_{Goodness}$ and $V_{Goodness}$ and is calculated for each pixel, and thus is an $O(n)$ operation. To conclude, this algorithm takes $O((5 + s^2 + c) \times n)$ to compute, where $(5 + s^2 + c)$ is a constant.

According to our results, to compute a 320x320x6 image with a $[-40; 40]$ interval for both the x and y interval values of the shift, the calculation takes 1 hour. To compute on a 1280x1280x6 image with a neighborhood of $[-160; 160]$ it can take up to 26 hours.

3.5 Conclusion

In this Chapter we have described the optical flow algorithm that we use in our image and we will be used as is, without any modification for our results. In the next Chapter we will introduce a few ways to improve the quality of the retrieved optical flow.
Figure 3.1: Example of an optical flow on a pair of panoramas. The top image is the origin image and the bottom is the destination image, and the arrows represent the flow vectors for selected pixels. The arrows'size has been increased to be more readable.
Chapter 4

Estimating the optical flow on panoramic images

Most current optical flow algorithms work with single planar textures, and our different correction steps were designed to work with such textures. However, to enhance the sense of immersion of the user and the realism of the scene rendering, we have chosen to use 360° panoramas. In this Chapter we will describe how to extend any of the currently available optical flow algorithms designed for planar surfaces to work on cubic panoramas as well as a certain number of corrections steps that we experimented with to enhance the quality of the results.

Different representations are available to manipulate panoramas, such as: cubic, spherical or cylindrical panoramas (Figure 4.1).

We opted to use cubic panoramas because when unfolded, cylindrical and spherical representations tend to introduce non-linear deformations that complicate the comparison of panoramas which is not the case with the planar geometry of the cubic representation: lines of a certain direction in a certain panorama can have a different direction in another panorama, even if the panoramas were captured very close to each other. This problem would require us to find an optical flow algorithm that would deal with such deformation. Using the cylindrical or spherical representations would not allow us to use the breadth of already available and very powerful optical flow algorithms.

In cubic panoramas (see Figure 4.2), all 6 faces are identical; each face of the cubic panorama is a regular limited field of view image. Therefore, standard optical flow algorithm designed to work with such images will be directly applicable to each face of the cube panoramas, and the only necessary extension to these algorithms is a way to
deal with face transitions. As well, since the faces of the cube are identical and have the same size, there will be less optical deformation in the scene than with using another kind of panorama.

4.1 Extended cubic representation

Classical optical flow field estimation methods have been designed to work on regular planar limited field-of-view images. The main advantage of the cubic representation is that it allows to decompose the global 360° panorama into 6 regular limited field-of-view cameras. However the independent computation of the optical flow on the 6 cube faces would cause annoying artefacts at the boundary of each face. We address this problem by simply extending each face such that it becomes possible to correctly estimate the displacement of a visual point moving from one face to another. One such extended cube is shown in Figure 4.3 where it can be seen that some elements on one face are repeated on adjacent faces, and in Figure 4.4 we can see 2 example extended cubic panoramas displayed in 3D. Faces are extended such that image points close to the cube edges that would change face in a normal cubic representation, will end up inside the replicated area of the extended cube. This allows us to ensure that flow calculation can be done on each face independently, and still correctly estimate the motion of the pixels at each face boundaries. Thus, when calculating the optical flow on each face of the extended cube, the moving objects that are changing face in a normal cube and dissipate of our face, are actually still present in the extended cube’s face.
Estimating the optical flow on panoramic images

Figure 4.2: Example of a cubic panoramas, displayed in an unfolded form.

Figure 4.3: Example of our extended cubic panoramas, displayed in an unfolded form.
Assuming that the maximum pixel displacement in the image is $(d_x, d_y)$, then the minimum extended cube face size should be $size_x + d_x$, $size_y + d_y$, where $(size_x, size_y)$ is the size of a normal cube's face.

Note that, when proceeding this way, it happens that some displacement vectors are computed twice, because they appear on each extended portion of two adjacent faces (see Figure 4.5). To ensure consistency of the results across the faces, we need to check which of these two solutions gives the best result by comparing the color neighborhood in both images (in our case, we chose to use the L2-norm). The one with the greatest distance is then replaced by the other one.
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Figure 4.5: This figure illustrates the geometry of the extended cubic representation drawn in 2D. $A'$ is the projection of $A$ on a different face, and the vectors $AB$ and $A'B'$ are their respective flow vectors on each face. In this case, only the best displacement vector is kept. The vector $CD$ is one that does not have a corresponding displacement vector on the other face and does not require additional processing.
Figure 4.6: This figure shows an interpolated frame computed from a normal cubic panorama (top) and from an extended cubic panorama (bottom) at the same view position. Both are unfolded view of 256x256 face images. Some mistakes can be seen in the interpolation from normal cubes that are not present in the extended cubic representation (e.g. the fluorescent lights on the ceiling).
4.2 Correcting the flow vectors

Since our objective is to obtain realistic viewpoint transition, we observed that it is generally beneficial to correct the optical flow field before using it for view interpolation. This additional step removes potential outliers that could introduce annoying visual artefact in the interpolated viewpoints. It is necessary to use a scheme that is aware of the geometry of the scene. If we were to use a naive smoothing method for the flow field, like the low-pass filter or the median filter on the flow vector only without regard for the color information or the image, then the window of filtering would encompass every pixel in that window. This would be a problem when the filter window would be overlapping two objects at different distances from the viewpoint. The filter would indiscriminately smooth the flow and at the different borders between objects artifacts would be created and the quality of the flow field would be reduced.

As said earlier, we assume that no scene objects are moving in the scene and that there is only few abrupt depth discontinuities. It follows then that for each flow vector in the image, its neighbors should have a similar direction and orientation. Based on this observation, the correction step works as follows: for each pixel \( o = (o_x, o_y) \) in the image \( I_1 \), we get its \( n \times n \) color neighborhood \( N \) and its \( m \times m \) displacement vectors neighborhood \( F \). For each of these possible displacement value \( d \) in \( F \), we calculate the displaced coordinate \( o' = (o_x + d_x, o_y + d_y) \). We then get the \( n \times n \) color neighborhood \( N' \) of \( o' \) in \( I_2 \). We then compare \( N \) and \( N' \) using the L2 norm. (It is important to note that our goal is to improve the visual interpolation, which is why the L2 norm is useful in this case, even though it is not the best way of comparing neighborhoods) If \( N' \) gives us the best possible match for pixel \( o \) in \( I_2 \), we select its corresponding displacement vector \( d \) as the actual displacement vector for \( o \). To take into account a possible different displacement for \( o \), we check the candidate displacement \( d \) with a certain offset. So instead of having \( o' = (o_x + d_x, o_y + d_y) \) we actually use \( o' = (o_x + d_x + \text{offset}_x, o_y + d_y + \text{offset}_y) \), where \( \text{offset}_x \) ranges from \([i, j]\) and \( \text{offset}_y \) ranges from \([k, l]\), where \( i \leq j, k \leq l, i,k \leq 0, j, l \geq 0 \). In Figure 4.7, we illustrate this algorithm by showing it on a single example pixel (the dark grey pixel \( p_A \) of figure \( I_A \)). For \( p_A \) we retrieve retrieve the flow vectors of all of its \( n \times n \) neighbors from image \( I_B \). For each possible flow vector retrieved, we calculate the displacement of \( p_A \) and retrieve a list of pixels in \( I_B \) (the dark green pixels). We select the \( m \times m \) pixels around these dark green pixels and all these pixels are our possible displaced pixel candidates for \( p_A \) (the dark green and the yellow pixels). Finally we compare the \( t \times t \) neighborhood of \( p_A \) with the \( t \times t \) neighborhood of the possible
displaced pixel candidates, and the one yielding the best result according to the L2-norm is selected as the best displaced pixel for $p_A$.

We summarized this step with the following pseudocode, using the same notations as previously:

```
Get N, the nxn color neighborhood of o in I1
forall the p in N do
    Find corresponding displacement d of p
    for offset_x = i to j do
        for offset_y = k to l do
            Get displaced pixel p' in I2, $p' = (o_x + d_x + offset_x, o_y + d_y + offset_y)$
            Get N', nxn color neighborhood of p' in I2
            comp = Compare N and N' using the L2 norm
            if comp is a better match than current value then
                use the current displacement value as the displacement for the current pixel
            end
        end
    end
end
```

The goal of this step is to remove "rogue" vectors that have been mismatched or/and are oriented in a completely different direction than their neighbors. Chapter 5 will show the interpolation artefacts that result from these vectors and how this correction algorithm improve the results. These sparse outliers in the displacement field can cause very annoying effects. Figure 4.8 presents the uncorrected flow and the corrected flow of the same pair of panoramas, where the flow is represented as red arrows (which size has been enhanced to make the image more readable). When comparing these images, we observe that some rogue vectors have been removed from the flow field.
Figure 4.7: This figure demonstrates how we retrieve the replacement corrected flow for pixel $p_A$ (the pixel we are trying to correct). The light gray pixels are the neighbors of $p_A$ whose vector flow we will consider to correct the flow of $p_A$. The brown pixels are the possible displaced pixels for $p_A$ when applying the different flow vectors of the light grey pixels. Finally the yellow pixels are the other set of possible displaced candidates for $p_A$ that we obtain by randomizing the coordinate of the brown pixels. We obtain the final corrected flow pixel by comparing the neighborhood of the brown and yellow pixels to the neighborhood of $p_A$. 

$$P' = p_A + F_a(x - i, y - j)$$
$$i, j \in [-1; 1]$$

$P_a(x, y)$
Figure 4.8: This figure illustrates the uncorrected flow that we retrieve from the optical flow algorithm (top) and the optical flow after correcting it using our scheme (bottom). We draw the arrows for certain neighborhoods so the improvements of the optical flow can be seen more clearly. It is important to notice that on the side faces of the cube (in the grass mainly), the arrows are going in very different directions.
4.3 Epipolar Geometry Correction

We tried two different ways of using the epipolar geometry of the scene to correct the optical flow. The first one was to reproject every displacement vector of our dense optical flow onto the epipolar lines obtained by calculating the epipolar geometry between the panoramas. The second was to constrain the optical flow algorithm so that for every pixel in the image, it would only search for flow vectors that were colinear with the same estimation of the flow field. First we will explain how to estimate the epipole position from a pair of cubic panoramas. Next we will explain how we estimate the flow vectors for each face of our cubic panorama, and finally we will describe in detail both methods.

4.3.1 Epipolar Geometry Estimation
Given that we are using 360° panoramic images of a static scene (i.e. not containing moving elements), the epipolar geometry can then be used to constrain the flow field computation between each pair of reference images. The epipolar geometry of a cubic panorama is illustrated in Figure 4.9, where E is the epipole, and the lines represent selected epipolar lines to which the flow vector of each pixel on that line should, in the case of static scenes, be colinear to.

When several panoramas are analyzed, they are linked by the usual projective relations. By definition the essential matrix is defined as:

\[ E = [t] \times R \]  

(4.1)

Up to a scale, E characterizes completely the geometry between two panoramas, just as in the case of conventional stereo images. It follows the following constraints for two matching points \( p \) and \( p' \):

\[ p^T E p = 0 \]  

(4.2)

Since we know the calibration information of our camera, \( p \) and \( p' \) are expressed as 3D coordinates of the image points on the 3D projection surface (a cube in our case). Estimating \( E \) then becomes a matter of solving the classical problem of the epipolar geometry estimation using for example the 8-point algorithm [11]. Indeed, standard projective geometry applies to spherical pin-hole cameras in which the 3D coordinates of the image points on the reprojection surface are used in the homogenous equations.

Camera geometry estimation, as explained above, requires the matching of interest points across panoramas. We used SURF scale-invariant features and descriptors [3] to search for matching pixels among pairs of images. In order to reject outliers, a RANSAC scheme is applied to eliminate matches that are located too far from the epipolar plane defined by the currently estimated \( E \) matrix. Additional multi-view criteria, similar to [46], are then used to prune out the surviving false matches from the global match set.

### 4.3.2 Estimation of the flow fields on a cubic panorama

The epipolar geometry estimation gives us the 3D coordinates of the epipole. We know that every displacement vector in an image points toward its epipole. First we need to project this point on the panorama structure that we are using, either cubic, cylindrical or spherical to retrieve its coordinate on the texture. In our case, we are using a cubic image, with an image for each face, which means that we will have to project the epipole on each of the faces in order to be able to estimate correctly the vector field for each
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Figure 4.10: Illustration of the reprojection of the 3D epipole point onto a cubic panorama. (Illustration is seen from a top view). E is the 3D epipole point, O is the center of our cubic panorama, and A, B, C and D are the projections of E on the different faces of the cube.

Once we have these reprojection coordinates, estimating the flow is done on each face independently. This is a straightforward operation, and only needs the application of the following formula:

\[ EF(x, y) = p(x, y) - e(x, y) \] (4.3)

Where \( EF(x, y) \) is the estimated flow vector for pixel \((x, y)\) and \( p(x, y) \) and \( e(x, y) \) are the coordinates of the current pixel and the coordinates of the epipole on the face respectively. An example result for a single pixel can be seen in Figure 4.11, where E is the epipole and the arrows are the estimated flow vector for a selection of pixels.

4.3.3 Reprojecting the Optical Flow

Now that we have an estimation of the dense flow field, there are a few ways that we can use it to enhance the quality of the resulting displacement field. In this section, we will describe the first improvement we tried which consists in reprojecting each calculated optical flow field vector onto its corresponding flow field estimate to give it the desired direction. We have decided to study this possibility because it would allow us to continue
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Figure 4.11: Illustration of the flow vectors for a single face of the cube.

being able to use any optical flow calculation algorithm transparently and providing a correction scheme to the optical flow that could be applied to any optical flow calculation algorithm.

Since we are estimating the position of the epipole by matching 2 panoramas, the accuracy of the placement of the epipole might not be perfect, and thus the results might not be accurate at first. That is why we have decided to run this correction step with the correction pass of Section 4.2, instead of having to choose one or the other. In our tests, we tried running this correction step followed by the correction step of Section 4.1, and in the next step inversing the order of these correction steps and finally running the correction step of Section 4.1 followed by a correction step and running the first correction step again. We found that the results in test case 2 and 3 were very similar and of better quality than the results in test case 1. The need for an accurate placement of the epipole is especially important when the epipole projection on the plane is inside or close to the face we consider. In this case a variation of the epipole coordinates might lead to big changes in the displacement field estimation. This applies to the face towards which we are moving, and to the face from which we are moving away. If the epipole projection coordinates place the point far outside of the face, then small changes in the position of the epipole will hardly affect the displacement field estimation. This is the case for the side, top and down faces.
Figure 4.12: Illustration of the problems that can happen when reprojecting the calculated flow field onto the estimated flow field. The reprojection might be too long or too short and will lose the information obtained while calculating the optical flow, which leads to different artefacts in the result image, such as blurring.

A problem with this approach, for which we will see the interpolation result in the next chapter, is that in all the cases that were tested, the few improvements in quality that might have been obtained through its use did not outweigh the reduction of quality of the scene. The best explanation for such result is that when we reproject the flow onto the epipolar estimation, we change the length of the vector, which changes the matching that occurred during the optical flow estimation (See Figure 4.12 for an example). The different cases presented in this figure can happen when a matching was not properly done, or when a moving object was present in the scene. In this case, it is possible that the actual flow vectors and estimated vectors are very different. In Figure 4.13 we display the reprojected flow field of one of our pair of panoramas.

Thus we have devised a second scheme, which consists of constraining the optical flow algorithm to only search for a possible shift which is colinear to the expected flow field. We will describe our approach in the following section.
Figure 4.13: This figure illustrates the reprojection correction step applied to the flow. It is important to notice that on the side faces of the cube (in the grass mainly), the arrows are all horizontal and going to the left (in the opposite direction of the movement of the camera), which is what we would normally expect. This is an improvement compared to the flow that we retrieved without using the epipolar correction step.
Figure 4.14: For a given estimated flow vector (arrow), the flow vectors that are accepted by our constraining scheme are the one that have the same starting pixel as the estimated flow vector and one of the shaded pixel as their endpoint.

4.3.4 Constraining the Optical Flow Algorithm

The second idea that we experimented with consisted of constraining the optical flow algorithm to only consider the candidate shifts that were colinear to the estimated epipolar lines. The idea of constraining the possible optical flow vectors to those determined by the epipolar geometry estimation is a fairly straightforward modification. For each pixel in the image, we will not consider a shift vector that is not similar to the estimated epipolar vector. As we mentioned with the previous method, the epipole might not be entirely accurate, and thus we allow the candidate displacement pixel to be a few pixels offseted from the estimated flow vector. In Figure 4.14, the arrow shows the estimated flow vector at its maximum length for a certain pixel, and the black pixels show all possible candidates that we consider, which are those that are at most 1 pixel offseted from the estimated flow vector. The maximum length for the vector is determined by the user selected \([\text{minX}, \text{maxX}]\) and \([\text{minY}, \text{maxY}]\) as required by the optical flow algorithm.

Instead, we first set our estimated epipolar flow vector to have the same length as the shift vector. Then we say that the distance between the endpoints of both vectors
Figure 4.15: This figure illustrates the constraining of the flow followed by a correction pass as described in this section. It is important to notice that on the side faces of the cube (in the grass mainly), the arrows are all horizontal and going to the left (in the opposite direction of the movement of the camera), which is what we would normally expect. This is an improvement compared to the flow that we retrieved without using the epipolar constraining step.

applied to the same pixel, should be less than a user defined number of pixels (in our case 2). This is similar to saying that the shift should reach at least a pixel close to 2 pixel to the estimated epipolar vector. If this distance is less than a predefined number of pixel, we accept it, if not we ignore it and continue to the next possible shift until the last one is reached and a best candidate has been found. Figure 5.6 shows a result of this constraining scheme on one of our pair of panoramas.

4.4 Conclusion

In this chapter we have presented a way to extended the current optical flow algorithm to work with cubic panoramas, and we have experimented with various correction schemes
that can be applied to any optical flow in order to make the interpolation results more immersive. The correction step of Section 4.1 increases the result in most cases. We also experimented with using an estimation of the epipolar geometry in order to constrain the optical flow calculations, and even though the results are not better at this time, in certain parts of the image it improves the quality of the results and shows good promises for future research. In the next chapter we will describe the interpolation process using the calculated optical flows between pairs of panoramas and we will present some interpolation results of the different correction steps that we presented in this Chapter and a few discussions on the different results that we obtained.
Chapter 5

View Interpolation

Our view interpolation is based on the algorithm developed by Matusik et al. [33]. This algorithm was designed to work on planar textures in order to create new textures by combining already existing ones taken from a given database. Using this approach, textures can be morphed by moving along a defined visual path.

In the first section we will describe the parts of the algorithm that are relevant to our approach. In the second section, we will present our approach to view interpolation on real-life images.

5.1 Basic algorithm description

The method in [33] was designed to create realistic transition textures between multiple input textures. A wide variety of input textures can be used, such as a texture of grass or a texture of a brick wall. There are multiple important components to this method, but the ones of interest to us and the ones that we will describe in the following subsections are the feature extraction, the warp computation and the morphable interpolation.

5.1.1 Feature Extraction and Warp Computation

The first thing the algorithm does is to extract features in each of the input textures. To do so, Matusik et al. have selected the compass operator [39], which extracts oriented edge features from the texture samples. This operator returns the orientation and strength of the maximum response at each pixel inside of a gray scale feature map texture, for 2 textures $F_i$ and $F_j$. Once the feature map of every texture has been calculated, it is used to compute the warping between textures. This warping function
$W_{ij}$ defines, for all pixels $p(x, y)$ in $F_i$ a corresponding pixel $q(x, y)$ in $F_j$ such that $q(x, y) = p(x, y) + W_{ij}(x, y)$. It also uses a pyramidal approach to compute a dense displacement map. The pyramid goes from fine to coarse or from the lowest to highest level of the pyramid respectively.

- The lowest level of the pyramid is set to be of size 16x16. Feature maps are overlaid onto the texture using a regular 8x8 triangulation (each vertex is connected to 6 of its neighbors).

- Next the triangulation of $F_i$ is kept fixed while the vertices $F_j$ are modified to find an optimal match for each of these vertices in the triangulation by trying to warp them into the triangulation of $F_i$. This step effectively calculates the warping function $W_{ij}$ for every pixel in the image.

### 5.1.2 Morphable Interpolation

The most important feature of this method is the one regarding the calculation of the morphing between textures. The method is based on [34] where the warp functions are calculated with respect to a global reference texture which is invariant for every texture in the database. In contrast the method described by Matusik et al. calculates the warp between pairs of images. Each input texture is assigned a weight, with the constraint that $\sum_j w_j = 1$, and a barycentric morphing between $n$ textures $I_i$ with $0 \leq i < n$ is applied to create a new interpolated texture. There are two steps to this algorithm: the linear morphing of color and the linear morphing of the geometry of the texture. This is done using the following equation:

$$
\hat{I}(x, y) = \sum_{i=0}^{n-1} c_i I_i((x, y) + \sum_{j \neq i} w_j W_{ij}(x, y)^{-1})
$$

Where $\hat{I}$ is the morphed texture, and $c_i$ and $w_j$ are the weights of the color and shape interpolation respectively. The constraint $\sum_j w_j = 1$ is also used to ensure that the textures are properly aligned. When setting $w_j = 0$ for all possible $j$ this corresponds to linear blending.
5.2 Interpolation on Pairs of Real Images

Our algorithm is designed to work on cubic panoramas, on a per face basis. We are using real-life images, that are taken close to each other, in a given city/environment. The first step of our algorithm is to compute the dense flow field between both images using the method described in the previous chapters. Once this dense correspondence between all pixels in both panoramas has been established, we can proceed to interpolation at intermediate viewpoints. The straightforward approach would be to use linear blending. Possible problems that are very likely to happen with this type of blending is that it creates unrealistic transition images because it creates artefacts such as ghosting, and it does not take into account the geometry of the scene or the motion between the views. Our main objective is to make the transition between views as realistic as possible. This way the virtual view navigation will become a continuous walkthrough inside the scene. We alleviate these shortcomings by including the dense displacement maps into our morphing algorithm. Instead of only interpolating the colors of the scenes, we also use the displacement vectors in the interpolation. Equation (5.1) can be written for pairs of images \( n = 2 \) as follows:

\[
\hat{I}(x, y) = (1 - c)I_0(wW_{01}(x, y)^{-1}) + cI_1((1 - w)W_{10}(x, y)^{-1})
\]  

(5.2)

with the following definitions:

- \( \hat{I} \) is the transition image
- \( I_0 \) and \( I_1 \) are the origin and destination images respectively
- \( W_{ij} \) is the dense displacement field from image \( I_i \) to \( I_j \). The optical flow algorithm that we use makes the assumption that \( W_{01}(x, y) = -W_{10}(x, y) \)
- \( c \) and \( w \) are the weights applied to the color and displacement respectively, and depend on our position between both images. In our experiments, we set \( w = c \), because we want the color and the geometry of the scene to be interpolated jointly.

In Figures 5.2 and 5.3 we show in each of them the same transition image interpolated with two different schemes, one taken from an indoors sequence, the other from an outdoors sequence. In each of the figures, the top one was obtained through linear interpolation and the bottom one was obtained using the method we just described. There are still a few artefacts in the interpolated image mainly in the capturer’s head.
and the fluorescent lights on the ceiling. However, the image still looks sharp and clear whereas the linearly interpolated version looks blurry and has many artefacts. There is, in our opinion, clear improvements in the quality of the image and immersion of the user when using our version of the transition images.
Figure 5.1: This Figure shows the origin and target pairs used to do the interpolation of the images shown in Figure 5.2
Figure 5.2: This shows two different interpolations: the top one using a linear interpolation scheme and the bottom one the interpolation method presented in Section 5.2. Both are interpolated from the same origin and target images that are shown in Figure 5.1, and using the weights $c = w = 0.5$. 
Figure 5.3: This shows 2 different interpolation: the top one using a linear interpolation scheme and the bottom one the interpolation method presented in Section 5.2. Both are interpolated from the same origin and target images that are shown in Figure 5.1, and using the weights $c = w = 0.5$.
5.3 Results using the various flow correction schemes

To finish we will show a couple of interpolation results with the different kind of corrected flow that we introduced in the previous chapter. In Figure 5.4, we show the same part of different panoramas to illustrate the improvement brought forth by using the correction step of Section 4.1. The improvements are obvious in the interpolated image using the corrected flow compared the image obtained when using the uncorrected flow: the image is sharper, the plant kept its shape. The improvements are also noticeable around the posters on the wall. The static image already shows some noticeable improvements, but using the correction becomes even more worth it when moving in the environment.

In Figure 5.5 we show an example of such a result. To obtain the top image, we used our scheme with only the correction step, and to obtain the bottom image we used our scheme using the epipolar reprojection followed by a pass of the correction. The quality of the results are much lower when using the epipolar reprojection correction and thus, as we said previously, this is not a usable correction.

Figure 5.6 shows a result of this constraining scheme on one of our pair of panoramas. We see from this result that even though the result of this constraining step is overall less good than the one obtained by only applying the correction step, some parts of the image are better and it will be an area of interest for future work.

5.4 Conclusion

In this chapter, we have shown how to interpolate between pairs of panoramas. In the next chapters we will explain how to achieve real-time navigation using all the elements presented in the previous chapters and present some results of our method on different captured sequences.
Figure 5.4: The top images are a part of 2 captured panoramas. On the left the origin image and on the right the target image. The bottom images are interpolated images with interpolation coefficient 0.5. On the left the interpolation with a corrected flow and on the right we applied without correction. We can see that without corrections the plant looks blurry and has many artefacts, whereas it keeps its sharpness and shape when using the correction step.
Figure 5.5: This Figure shows a middle transition image using the correction flow only (top) and the epipolar reprojection and correction (bottom).
Figure 5.6: On the top is an interpolated image (with $w=c=0.5$) using the correction, and on the bottom is the corresponding image when using the epipolar constraining of the optical flow and the correction step.
Chapter 6

Real-Time Implementation

Real-time intermediate view generation requires the preprocessing of the optical flow, data buffering, multi-threading and the implementation of the interpolation algorithm on the GPU. We show in this section how these are implemented to achieve our goal.

The computation of the optical flow is the most time consuming step but as it can be precalculated, its estimation time does not affect the rendering performance. During navigation, the reference images and the corresponding computed optical flow field are loaded into memory. Its implementation does not require any specific treatment and thus we will only focus on describing the buffering of the data, the multi-threading of the application and GPU implementation in this chapter.

6.1 Buffering

Since we have many viewpoints for each scene, we will need to access the hard drive hundreds of times when navigating the scene in order to retrieve the different panoramas and displacement fields. These operations will greatly slow down the application because accessing the hard drive is one of the most time consuming operation to be undertaken on a computer. Therefore, we need to define an efficient strategy to retrieve that data in order to minimize this loss of time. To do so, we have decided to buffer the required data that will be the most likely to be accessed within the next few steps of our navigation. If we are currently viewing panorama $C_i$, then we are going to load the $n$ closest panoramas to $C_i$ using a breath first search: that is we will first get the neighbors that would require one hop to get to from $C_i$, and if our buffer size permits, we load the ones requiring two then three steps and so on until our buffer is full. As soon as the panorama viewed
Let us suppose that our buffer size is 7. If the user is currently at the viewpoint P1, then the buffer is filled with the panoramas and displacement fields of the following viewpoints: P1, P0, P2, P5, P8, P3, P6. If the user is currently at P2, then the buffer is filled with the data of the viewpoints: P2, P1, P3, P8, P6, P5, P4.

changes to \( C_j \), we will need to check which panoramas are now too far from \( C_j \), and which ones are now closer and need to be loaded, so that we release them and load them to memory respectively. The same process applies to the displacement fields. (See Figure 6.1 for an example)

### 6.2 Multi-Threading

For the buffering of the necessary data to be efficient and useful, we need the application to be multi-threaded. We use one thread to handle the graphics calls (in our architecture, the OpenGL calls), and another one to load the data from the hard drive, and finally the
last thread, which is actually run on the GPU, to calculate the interpolated images. If we had not used multi-threading, and simply used a single CPU thread, we would have to load the images and the displacement field each time we change images. This would slow down our application tremendously, since we would need to wait for both access to the hard drive (to get the target image and the displacement field) to be finished before being able to calculate and display the intermediate images. Using a multi-threaded approach allows us to constantly have a thread in the background checking for the necessary data and loading it, without the user noticing any downtime. One drawback to using OpenGL is that it does not support multi-threading, thus we need to load the textures in one thread and bind them in another, which makes the code more complicated.

6.3 GPU Implementation

In this section we will first briefly describe the evolution of the different Graphics Processing Units (more commonly referred to as GPUs) and next we will describe the GPU implementation of our view morphing algorithm.

6.3.1 A Brief Explanation of GPU Programming

GPUs were introduced to handle graphic intensive calculations such as texturing and lighting of pixels. In the early years, only a fixed set of functions were allowed to function on the graphics card which only allowed the developers to use the features implemented by the graphics card manufacturer. As of February 2001, programmable vertex shaders and later pixel shaders were introduced to the GPU and allowed the developers to implement their own way of handling the previously hardwired functions. Each shader could now be developed specifically for a certain software and the developer was in control of what the graphics card was doing. The last improvement to GPUs are the introduction of General Programming GPUs (GPGPUs) which allow the developer to not only program the GPU to handle graphics calculations, but also more general operations such as physics calculations and artificial intelligence calculations amongst other through the use of new languages: CUDA or OpenCL. GPUs have long been able to carry out a much higher number of operations than the CPU, and the difference is still steadily growing. According to [1], the Peak in GFLOP/s and the Bandwidth in GB/s for the latest GPU as of 2008 was 10 times higher than the latest CPU. This very high difference in performance is partly due to the fact that GPUs are aimed to handle only
graphics calculations whereas CPUs are aimed to handle a wider variety of tasks, but it is also due to the fact that GPUs are aimed to handle parallel computations in their architectures. To handle these parallel calculations, the GPU devotes more transistors to Data Processing, and has a much higher number of Arithmetic Logic Unit (ALU) than the CPU and much less cache and control transistors for storing information. The downpoint of this approach is that GPUs are not able to cache much data, but it more than makes up for it by the fact that the calculations are much faster, and as such the caching of the data is replaced by the calculation of said data when necessary. The programs ran by the GPUs (shaders) are ran on each pixel of an image and should be calculated independently between one another, because it is impossible to know in which order the pixels will be treated. This makes it a strength of the GPU and a challenge to the developer. To learn more about the history of GPUs and their architecture, the reader is encouraged to read [29].

6.3.2 View Interpolation Implementation

The GPU implementation is the last part of our processing chain. Since we have already precalculated the flow, the interpolation of each pixel value is independent from the rest of the image which makes it a perfect candidate for parallel implementation on the GPU. The GPUs on the other hand are much faster than CPUs and are designed to handle intensive graphics calculations, and allows us to do these calculations while the CPU is handling other kinds of operations (graphics calls and hard drive calls in our case). In addition to the panoramas and the displacement fields needed by the interpolation, we also need to pass the optical flow window boundaries that we used in the optical flow calculation algorithm as well as the texture sizes in order to be able to calculate the origin and target pixel coordinates of each of the interpolated image pixels directly on the GPU accurately. We describe the GPU code in the following pseudo-code, inspired from GLSL code:
Real-Time Implementation

| $p_A$: Pixel we are currently interpolating |
| $I_A$: Origin Image |
| $I_B$: Target Image |
| 1. Get the pixel coordinate of $p_A$ |
| 2. Get the displacement vector of $p_A$ |
| 3. Get the origin and target coordinate of $p_A$ in $I_A$ and $I_B$ |
| 4. Interpolate using the formula described previously between the origin and target pixel colors |

An important point to take care of when using the algorithm is how to interpolate the values that we retrieve as the origin and target pixel color. There are multiple ways of doing this. For example it is possible to interpolate between the closest 2 or 4 pixel color values. In our case, we just pick the color value of the closest pixel to our weighted estimate of the pixel coordinate. This may not be the most accurate result, but since we are never viewing an interpolated image for a long time, that we aim at visual quality and that we want to achieve real-time interpolation, the gain that we would retrieve by doing a more complex interpolated would not be worth it.

### 6.4 Conclusion

In this Chapter, we have presented the different elements to achieve interactive navigation of any environment captured through a series of panoramas. In the next Chapter we will present different results of our method and of the different algorithms presented in this thesis work.
Chapter 7

Results

In this chapter we will present the different results that we obtained during our experiences.

7.1 On the Data Acquisition Times

We captured our scenes using a Ladybug camera, which uses 6 cameras of resolution 1024x768 to create panoramic images in a single shot (5 on the sides, and 1 at the top). We mounted the Ladybug camera on an electric scooter equipped with a computer and a GPS device. The images captured from the Ladybug are saved and converted to a cubic texture format. We are using extended cube faces of size 320x320 pixels each, while the normal cubes have faces of size 256x256.

The optical flow calculation and correction took up to an hour on a 320x320 image on an Athlon 64 X2 6000+/3GHz. We ran the optical flow calculation with an interval for both $x$ and $y$ of $[-40; 40]$ and we set the size of all the neighborhoods in the correction pass to 11. The time needed to do these calculations is not constraining because these are done during a preprocessing stage.

To evaluate the computational load of the interpolation process, we ran another 2 rounds of calculations on the same set of panoramas of resolution 320x320, one using only the CPU and the other using our GPU implementation. To achieve a smooth transition between images, we need to calculate at least 20 interpolated frames between each pair of images. On the CPU, we created 20 transition images in 3 seconds. With our GPU based interpolation scheme, we could generate up to 1000 images in 3 seconds, with identical quality. Our GPU implementation only requires a graphics card supporting the shader
model 1.0 and higher. Since the arrival of Windows Vista, most computers now come with an on-board graphics chipset that supports shader programming which makes this approach accessible to a wide range of computers. We ran our tests on a Pentium M 1.7Ghz with a Radeon Mobility X700; more recent computers will perform even better.

### 7.2 On the Interpolation Evaluation

It is difficult from only the origin and target image to assess the accuracy of the generated intermediate, especially regarding the position of the objects. In order to evaluate the quality of the interpolated images, we ran the following test: we captured a sequence of panoramas and then we calculated the flow between the odd panoramas only, ignoring the even panoramas, these ones being used for comparison purposes. We then evaluated the displacement field and interpolated between each one of them using our scheme. To compare our interpolated panoramas with the stored panoramas, we assumed that all our panoramas are at equal distance from each other (our scooter was moving at constant speed). Using this assumption, we tested a few of the interpolation weights around $c = 0.5$ and $w = 0.5$ and kept the value giving the best result to interpolate between $I_n$ and $I_{n+2}$. Comparing the two gives a good estimate of the quality of the interpolation scheme. The results for one of our sequence are shown in Figure 7.2. It can be seen that the quality of the interpolated image's geometry is very similar to the corresponding reference panorama with few artefacts visible. One important point is that since this interpolation is built for real-time navigation and the user will not be stopping at an interpolation image, small artefacts will go unnoticed, but video might expose other types of jittering. Improved optical flow algorithms would enhance the quality of these results.

In Figure 7.2, we show the interpolated images with the interpolation coefficient that best correspond to the real (ground truth) panorama captured at interpolation location. In Figure 7.3, we compare the interpolated extended cube panoramas with the ground truth image from the same sequence as Figure 7.2. We compare the images pixel by pixel to a reference panorama and display the resulting image in gray scale: the clearer the pixels in the image are, the more different the pixels are. For each of the images, we get a root mean square as a measure of comparison between the ground truth image with: the origin image; the target image; the linearly interpolated image; the interpolated image using uncorrected flow; and finally the interpolated image using the corrected flow. These results are indexed in Table 7.1. These results show that our
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<table>
<thead>
<tr>
<th>Origin</th>
<th>Destination</th>
<th>Linear</th>
<th>Uncorrected</th>
<th>Corrected</th>
</tr>
</thead>
<tbody>
<tr>
<td>29.5894</td>
<td>31.5904</td>
<td>25.2227</td>
<td>15.8723</td>
<td>14.6142</td>
</tr>
<tr>
<td>27.7342</td>
<td>27.4573</td>
<td>22.0606</td>
<td>12.2229</td>
<td>11.2739</td>
</tr>
<tr>
<td>22.61</td>
<td>21.49</td>
<td>17.55</td>
<td>14.02</td>
<td>14.05</td>
</tr>
<tr>
<td>32.4519</td>
<td>31.844</td>
<td>26.486</td>
<td>15.0729</td>
<td>12.8567</td>
</tr>
<tr>
<td>33.2867</td>
<td>32.8898</td>
<td>27.1177</td>
<td>15.2976</td>
<td>13.0261</td>
</tr>
<tr>
<td>30.3931</td>
<td>29.4181</td>
<td>24.3813</td>
<td>11.2757</td>
<td>9.21518</td>
</tr>
<tr>
<td>28.0726</td>
<td>27.8433</td>
<td>22.4045</td>
<td>9.96999</td>
<td>8.49381</td>
</tr>
<tr>
<td>27.7342</td>
<td>27.4573</td>
<td>21.9928</td>
<td>10.5041</td>
<td>9.0282</td>
</tr>
<tr>
<td>27.943</td>
<td>27.5189</td>
<td>22.1013</td>
<td>10.8932</td>
<td>9.05173</td>
</tr>
<tr>
<td>27.5116</td>
<td>25.8456</td>
<td>20.9283</td>
<td>10.9239</td>
<td>9.45038</td>
</tr>
<tr>
<td>24.153</td>
<td>23.1848</td>
<td>18.3771</td>
<td>8.56835</td>
<td>7.73528</td>
</tr>
<tr>
<td>23.3255</td>
<td>25.7712</td>
<td>19.1709</td>
<td>11.0364</td>
<td>10.404</td>
</tr>
</tbody>
</table>

Table 7.1: Table showing some of our RMS results comparing a ground truth image with: the origin image; the target image; the linearly interpolated image; the interpolated image using uncorrected flow; and finally the interpolated image using the corrected flow

Interpolated images are more similar to the actual image than the linearly interpolated image. The interpolated images using the uncorrected flow and the corrected flow have RMS errors that are usually lower, which shows that usually the image quality of the corrected flow version is higher than the uncorrected one. The last result in the table gives us results for the images that are close to each other but visually, the artefacts in the corrected version are much less noticeable than the ones we have in the uncorrected version. Such a situation can be seen in 7.1, where even though the corrected version (bottom image) also has artefacts, the overall image looks much cleaner and realistic than the uncorrected version (top image). Finally the gain of the images obtained with the corrected field becomes much more obvious in dynamic cases than on static images, which is what we aimed for.

In Figure 7.4 we show a transition sequence of our results on an exterior sequence.
Figure 7.1: This image shows an example of the visual improvements that are attained by using the corrected optical flow (bottom image) compared to the uncorrected version (top image).

The top and bottom images are the origin and destination images, and the other images are transition frames, with coefficients $w = c = 0.2, 0.4, 0.5, 0.6$ and $0.8$ from the top to bottom image respectively. We see from this figure that even though there are a few artefacts, the quality of the interpolated frames is very good and the geometry of the scene is well preserved during the interpolation.
Figure 7.2: Going from the top to bottom image, we have: the origin image; the linearly interpolated image; the uncorrected flow interpolated image; the interpolated image using a corrected flow: the real image captured at the interpolated location (ground truth); and the destination image. All interpolation uses the best matching parameter $c = 0.45$. 

Results
Figure 7.3 Going from top to bottom image (and left to right), we have the comparison images of the real panorama captured at interpolation location with the origin image, the target image, the linearly interpolated image, the interpolated image using uncorrected flow, and finally with the interpolated image using the corrected flow. All interpolated images use the best matching parameter $c = 0.45$. This is the same sequence as the one in Figure 7.2.
Figure 7.4: An outside sequence. Top and bottom images are the captured origin and destination. The other images are (from top to bottom) interpolated images using the corrected optical flow field with $c=0.2$, 0.4, 0.5, 0.6 and 0.8.
7.3 On The Use of Epipolar Constraint

In the previous chapter we showed that only reprojecting the calculated optical flow on the epipolar lines was not sufficient and could even decrease the quality of the results. However our second approach was more successful: we constrained the search of the optical flow to those candidate shifts that were close to the estimated epipolar lines. This didn’t increase the overall quality of our images, but on certain parts of the images such as the one shown in 7.5 the improvements are very noticeable and encouraging. This figure shows on the left the transition images of a certain pair of images, interpolated using a flow with epipolar lines constraint and correction, and on the right the interpolated sequence using a flow with only the correction pass. We can see that even though there are artefacts in our flow epipolar lines constraint to the geometry of the scene is preserved much better. Even though this is not usable yet, it shows great promise for future work and should be an area to focus on to improve the results of our interpolation.
Figure 7.5: A Zoom on a part of our transition sequence. On the left the transition images of a certain pair of images, interpolated using a flow with epipolar constraining and correction, and on the right the interpolated sequence using a flow with only the correction.
7.4 On The Importance of Small Distances between Panoramas

All along this thesis we have used the assumption that our panoramas have to be captured at short distances from one another to ensure that the best interpolation quality possible is attained. To illustrate this, we ran another set of experiments. We use 4 panoramas: $I_0$, $I_1$, $I_2$ and $I_3$ from a sequence of panoramas where all the panoramas were captured close to each other. From these panoramas, we interpolate 3 transition images, to illustrate the degradation of the interpolation quality with the increase of the distance between viewpoints. These images will be $I_{t_0}$, $I_{t_1}$ and $I_{t_2}$ which will be interpolated from $I_1$ and $I_2$, $I_0$ and $I_2$ and finally $I_0$, $I_3$ respectively. To ensure that the comparison is possible, we tried that all the interpolated images represented the same physical position, to achieve this, we used the weights $w = c = 0.5, 0.75$ and 0.5 for $I_{t_0}$, $I_{t_1}$ and $I_{t_2}$ respectively. Figure 7.6 illustrates our test set: we represent each sequence with a different step value (1, 2 and 3 from top to bottom), where the panoramas drawn in full represent the panoramas used for the interpolation and the dashed are the other panoramas of the sequence but are not used. The red crosses represents the estimated position of the interpolated panorama. It is also important to note that the increase of the distance between viewpoints impacts the quality of the interpolation, but the increase of distance also decreases the speed at which we can calculate the flow because the maximum displacements intervals in the texture are bigger. In our experiments, for both $x$ and $y$ we used an interval of $[-40, 40]$ for the flow field calculation of $I_{t_0}$, $[-80, 80]$ for $I_{t_1}$ and finally $[-120, 120]$ for $I_{t_2}$. We didn’t apply any correction to the flow field to further illustrate the degradation of the results. In Figure 7.7 we show the interpolation image that we retrieved from an indoors sequence were the panormas were captured very close to each other. The degradation in this image is noticeable but not major. In Figure 7.8 we ran the same test on a different sequence of outdoors panoramas, that were taken further away from each other. In this case the degradation of the image is much more noticeable.
Figure 7.6: This image shows the position of the different interpolated images that we used to demonstrate the degradation of the interpolation quality with the increase of the distance between viewpoints.
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Figure 7.7: This image illustrates the degradation in the flow calculation algorithm with the increase of the distance between viewpoints from an indoors capture sequence. The images that we have from top to bottom were retrieved using the scheme described in Figure 7.6. The degradation is most noticeable around the fluorescent lights and the edges of the table.
Figure 7.8: This image illustrates the degradation in the flow calculation algorithm with the increase of the distance between viewpoints from an outdoors capture sequence. The images that we have from top to bottom were retrieved using the scheme described in Figure 7.6. In this series of images, the distance between panoramas was already big, so the degradation is more obvious.
7.5 On the importance of Static Scenes

The second assumption that we use in our method is the fact that the scene has to be static. In this section we will give an example that illustrates the importance of this assumption. In this example, we have a car that drives by our viewpoint while we are capturing the environment. Figure 7.9 shows the interpolation resulting from this image, using uncorrected flow. From top to bottom, we show the origin image, the interpolated images with coefficient $w = c = 0.2, 0.5$ and $0.7$ respectively and the destination image. We can see that the car disappears and suddenly reappears in the scene, and this is due to the fact that the displacement of the object is too big and was not captured by our optical flow interval. If the movement of the object had been smaller such as the one seen in Figure 7.10 the movement would have been captured and the object wouldn’t have had such artefacts. This problem is not present only with moving objects. It is actually related to parts of the scene where the displacement is too big to be captured by the interval chosen in the optical flow algorithm: such a case can be seen in Figure 7.9, where the grass close to the viewpoints suffers from the same kind of ghosting artefacts as the moving car. One possible solution would be increasing the interval used in the optical flow algorithm, but this wouldn’t work for the car in this case because the car is changing face, and the extended cube representation used does not capture enough of the scene to see the destination of every of the pixels of the car. Also, even if we could increase the size of the cube, we are limited to capturing at most half of the adjacent face, at the cost of huge images and processing times, and this would still not be enough to be able to follow any moving object at any moving speed. Thus a more general solution needs to be found to deal with these cases. Such a solution would also allow us to dramatically increase the distance between two consecutive viewpoints.

7.6 Conclusion

In this Chapter, we presented some of the results of our method. In the next Chapter we will conclude on our work and we will present a few possible directions for future research.
Figure 7.9: This image illustrates the artefacts that occur when a moving object (in this case the car on the left hand side of the image) appears in our scene. The sequence of images are taken for $w=c=0, 0.3, 0.6, 0.8, 1$, from top to bottom. In this case we can see the car dissapearing and reappearing further in the image. This is due to the fact that the car's displacement in the image is bigger than our optical flow window can capture.
Figure 7.10: This image illustrates the artefacts that occur when a moving object (in this case the car on the left hand side of the image) appears in our scene. The sequence of images are taken for \( w = c = 0, 0.3, 0.6, 0.8, 1 \), from top to bottom. In this case, since the car is moving but is far away, its displacement in the image is relatively small and there are no very noticeable artifacts appearing in the image.
Chapter 8

Conclusions and Future Work

8.1 Conclusions

In this thesis, we have presented a new way of interpolating between pairs of panoramas in real-time using the GPU, which allows us to navigate inside a scene and achieve a high degree of realism. Our main contribution concerns the interpolation of intermediate viewpoints of a scene in real-time using a computed optical flow field. Except for a few artefacts, our results are of good quality, as long as the panoramas were taken at reasonable distances from each other.

We first presented an algorithm to calculate the optical flow on planar surfaces, and then we experimented with various methods designed to enhance the dense optical flow field between pairs of cubic panoramas. Correcting the flow using the neighborhood comparison showed undeniable improvements while using the epipolar constraining was less successful but still showed some great potential. Anyhow, the overall the quality of our optical flow improved. Our next improvements consisted in allowing real-time navigations between a sequence of panoramas. This was successfully achieved by synthesizing new panoramas on the GPU at a rate of at least 300 panoramas per second on slow GPUs (at least 5 years old). But the unique implementation on the GPU was not enough to achieve real-time navigation, and it wouldn't have been possible to navigate through a series of possibly an infinity of viewpoints without these 3 additional steps: buffering of the data, multi-threading of the application and preprocessing of the optical flow and its corrections.

Our interpolation algorithm can synthesize any number of new viewpoints given a pair of panoramas, and the different panoramas can have any resolution desired by the
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user, the only restriction being that a dense optical flow be made available for each of the pairs of panoramas. The transition sequences we synthesize are of high quality, but still present some artefacts. By keeping in mind that the user is not able to stop between panoramas while navigating the environment using our software, most of the artefacts that occur during the synthesis of individual transition panoramas are not noticeable during the navigation, but others are and these need to be corrected. It is the authors' belief that this problem would be completely corrected if a completely accurate optical flow algorithm was devised. This is one of the advantages of our method: the quality of the navigation will increase with the quality of more recent optical flow without any additional effort being necessary to change our navigation software.

8.2 Future Work

There are many improvements that can be added to our approach to enhance the immersion of the user and the quality of the immersion in any image-based virtual navigation software. Some possible future work include but are not limited to the following:

1. Improve the quality of the flow field and make it faster to compute. Improving the quality of the flow field would remove most of the artefacts present in our generated transition images, which would in turn greatly increase the immersion of the users.

2. Add features to the optical flow calculation to handle moving objects properly as well as occlusions/desocclusion of objects.

3. Linear blending between images to achieve the interpolation should be replaced by a higher order blending to avoid noticing a "jumping" artefact that currently happens when changing between pair of interpolated images. This will make the navigation more believable and smooth.

4. Achieve real-time navigation not only on a selected path, but in the whole space where the views have been taken. If this was achieved, the sense of immersion of the user would be improved and the user would be able to freely move inside the scene.

5. Since this architecture was designed to run on fairly old GPU, it would be very interesting and fairly straightforward to develop a browser based framework to give access to our navigation software to a wide audience.
6. Reduce the amount of data that is required. This is not such a problem currently, but with the extension to online use, we would need to transfer as little data as possible to be able to keep a high frame rate.

7. Find a way to acquire the data where the black hole is present in each of our panoramas. This black hole is caused by the fact that we only use a single Ladybug camera that is mounted on another device to move it around, and this device is in the area where the black hole appears. First this creates a setback in the immersion side of our software and most importantly, in certain cases, can make our capture lose important parts of the scene, as would be the case if we were capturing the Marble Court in the Palace of Versailles in France, to only name one example.
Appendix A

Environment Representation

As we explained before, we capture our environment through a series of panoramic images. These images are taken in sequence on a path followed by the camera. Thus we can represent our environment as a 2 way graph, where the nodes are the different viewpoints captured and the edges are the paths that can be taken by the user of our viewer (See Figure A.1 for an example).

Within the architecture of our method, we are not limited to any number of paths or any number of panoramas. Also some panoramas can be captured and added later to our virtual environment, and their connection to the already existing panoramas can be added easily.
Figure A.1: An example graph representing the environment captured during one of our capture sessions.
Appendix B

The NAVIRE Viewer

To demonstrate our real-time navigation method, we have developed the NAVIRE viewer, which allows us to navigate in any environment that was previously captured. In this appendix, we will describe the viewer's user interface and the different features that were made available to enhance the experience of the user.

The first important feature that is present in our viewer is the navigation window (Figure B.1), which allows us to see a cubic panorama, and look around our view to different parts of the scene. It also allows us to navigate between different cubes. The next feature is the option to enable/disable 'smooth' navigation, which allows us to advance through multiple cubes in sequence. The smooth navigation will stop when we come to an intersection. At this point a decision needs to be made by the user as to which direction to take next. To increase the user ease to navigate in the environment, a map of the environment is provided which rotates depending on the direction in which the user is looking. The position of every cube in our sequence is also represented on the map, every cube is drawn in white except for the cube that the user is currently viewing, which is drawn in a different color (red in our case). Since the map is small, it is sometimes difficult to identify which cube we are currently looking at on the map. To alleviate this problem we provided 2 enhancements: the user can zoom in and out of the map with the focus around the current panorama; the user can display the map in full screen on top of the navigation window (Figure B.2).

Another feature that is present in our viewer architecture is an interface to position on the map the sequence of cube that we are viewing (Figure B.3). This allows the user to select a interval of cubes, and position them onto the map in a straight line (if the path taken is square, we need to do this 4 times) and save it. Once the map has been
Figure B.1: In this figure we can see the navigation window and GUI of the NAVIRE viewer. 

created and we return to the navigation window, the map is automatically updated, and 
the new position in the list of cubes is visible and used.
Figure B.2: In this figure we can see the one of our map feature, which allows us to see the map full screen for a more detailed view.

Figure B.3 This figure shows the map creation interface of our application.
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